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Kurzfassung

Luise Beichert

Stimulierte Ramanspektroskopie in Echtzeit mit einem nicht-kollinearem
optisch parametrischen Oszillator

Die stimulierte Ramanspektroskopie ist ein leistungsfähiges, chemisches Analysever-
fahren, welches durch gezielte Anregung eines molekularen Vibrationsübergangs Infor-
mationen über die zu untersuchende Materialzusammensetzung liefert. Wie ein Finger-
abdruck unterscheiden sich die Ramanspektren verschiedener Moleküle. Im Gegensatz
zur spontanen Ramanspektroskopie, welche auf inelastischer Streuung mit geringem
Wirkungsgrad basiert, handelt es sich bei der stimulierten Ramanspektroskopie um
einen kohärenten, physikalischen Prozess. Durch die gleichzeitige Einstrahlung zweier
Laserstrahlen und der Bedingung, dass deren Differenzfrequenz genau der Übergangs-
frequenz des Moleküls entspricht, wird der Vibrationszustand mit hoher Wahrschein-
lichkeit angeregt. Die Intensitätsänderung der Eingangsstrahlung gibt Aufschluss über
die Stärke des Ramanübergangs. Zum Abfragen breiter Spektralbereiche wird eine
Lichtquelle mit verstimmbarer Wellenlänge benötigt.

Im Rahmen dieser Dissertation wird ein nicht-kollinearer optisch parametrischer
Oszillator (NOPO) für die stimulierte Ramanspektroskopie erprobt. Die Lichtquelle
zeichnet sich durch ihr besonders schnelles und schmalbandiges Durchstimmverhal-
ten aus. Sie erlaubt die Echtzeitaufnahme von Ramanspektren über einen großen
Wellenzahlbereich von mehr als 2000 cm−1 in 8 ms. Die erforderlichen Phasenanpas-
sungsbedingungen im nichtlinearen Kristall, sowie der Einfluss der Dispersion auf die
Ausgangsspektren werden detailiert in dieser Arbeit behandelt.

Darüber hinaus erlaubt der NOPO in Kombination mit der stimulierten Ramanspek-
troskopie die Echtzeitbeobachtung von Stoffgemischen. So wird die Veränderung eines
Wasser-Alkohol-Gemisches live überwacht. Ferner können Mikroplastikpartikel nach-
gewiesen werden. Die winzigen Plastikteilchen sind in unserer modernen Gesellschaft
allgegenwärtig. Trotzdem fehlt es an zuverlässigen und einheitlichen Detektionsmetho-
den. Der NOPO erweist sich als vielversprechende Lichtquelle, um Proben ohne große
Aufbereitung in Echtzeit auf Mikroplastik zu untersuchen. Im Rahmen dieser Arbeit
wurden neben makroskopieschen Plastikproben sich bewegende 50 µm bis 160 µm große
Polyamidpartikel direkt in einer wassergefüllten Küvette detektiert.

Schlagwörter: Optisch parametrische Oszillatoren, stimulierte Ramanspektroskopie,
Mikroplastik
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Abstract

Luise Beichert

Stimulated Raman scattering spectroscopy in real-time with a non-collinear
optical parametric oscillator

Stimulated Raman spectroscopy is a powerful chemical analysis technique that provides
information about the investigated material composition by selectively stimulating a
molecular vibrational transition. Like a fingerprint, the Raman spectra of various
molecules differ. In contrast to spontaneous Raman spectroscopy, which is based on
inelastic scattering with low efficiency, stimulated Raman spectroscopy is a coherent
process. The simultaneous irradiation of two laser beams under the condition that their
difference frequency is exactly the same as the transition frequency of the molecule ex-
cites the vibrational state with high probability. The intensity change of the input
radiation provides information about the strength of the Raman transition. To inter-
rogate broad spectral regions, a light source with a tunable wavelength is required.

In this dissertation, a non-collinear optical parametric oscillator (NOPO) is eval-
uated for stimulated Raman spectroscopy. The light source is characterized by its
particularly fast and narrowband tuning behavior. It allows real-time recording of Ra-
man spectra over a large wavenumber range of more than 2000 cm−1 in 8 ms. In this
work, the required phase matching conditions in the nonlinear crystal, as well as the
influence of the dispersion on the output spectra, are discussed in detail.

Furthermore, the NOPO in combination with stimulated Raman spectroscopy al-
lows real-time observation of mixtures of substances. For instance, the change of a
water-alcohol mixture is monitored live. Furthermore, microplastic particles are de-
tected. The tiny plastic particles are ubiquitous in our modern society. Nevertheless,
there is a lack of reliable and consistent detection methods. The NOPO proves to be a
promising light source to analyze samples for microplastics in real-time without exten-
sive preparation. In this work, along with macroscopic plastic samples, moving 50 µm
to 160 µm sized polyamide particles were detected directly in a water-filled cuvette.

Keywords: Optical Parametric Oscillators, Stimulated Raman Spectroscopy, Mi-
croplastics

ii



Contents

Kurzfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 Theoretical Aspects of Optical
Parametric Processes 5
2.1 Optical parametric generation . . . . . . . . . . . . . . . . . . . . . . . 6

2.1.1 Optical parametric processes . . . . . . . . . . . . . . . . . . . . 7
2.1.2 Optical Parametric Gain . . . . . . . . . . . . . . . . . . . . . . 8

2.2 Phase-matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.1 Birefringent Phase-matching . . . . . . . . . . . . . . . . . . . . 11
2.2.2 Quasi-Phase-Matching . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.3 Collinear vs. Non-collinear Phase-Matching . . . . . . . . . . . 14

2.3 Tuning of Optical Parametric Oscillators . . . . . . . . . . . . . . . . . 16
2.3.1 Collinear Tuning . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.2 Non-collinear Tuning . . . . . . . . . . . . . . . . . . . . . . . . 17

3 Experimental realization of a
Non-collinear Optical Parametric Oscillator 21
3.1 Tunable OPOs and alternative light sources . . . . . . . . . . . . . . . 22
3.2 Experimental setup of the NOPO . . . . . . . . . . . . . . . . . . . . . 24
3.3 Experimental results of the NOPO . . . . . . . . . . . . . . . . . . . . 25

3.3.1 Impact of dispersion . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3.2 NOPO characteristics . . . . . . . . . . . . . . . . . . . . . . . . 28

iii



4 Theoretical Aspects of Stimulated Raman Scattering 31
4.1 Spontaneous Raman Scattering . . . . . . . . . . . . . . . . . . . . . . 31

4.1.1 Molecular vibrational resonances . . . . . . . . . . . . . . . . . 32
4.1.2 Spontaneous scattering . . . . . . . . . . . . . . . . . . . . . . . 33

4.2 Stimulated Scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2.1 Coherent Raman scattering . . . . . . . . . . . . . . . . . . . . 36
4.2.2 The Stimulated Raman scattering process . . . . . . . . . . . . 38

5 Experimental realization of a
Stimulated Raman Scattering setup 43
5.1 Measurement principle . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.1.1 Multicolor SRS methods . . . . . . . . . . . . . . . . . . . . . . 44
5.1.2 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.1.3 Measurement procedure . . . . . . . . . . . . . . . . . . . . . . 47

5.2 Mixing processes in liquids . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.2.1 SRS on sugar solutions . . . . . . . . . . . . . . . . . . . . . . . 50
5.2.2 SRS on water-isopropanol mixtures . . . . . . . . . . . . . . . . 51

5.3 SRS of Microplastic Particles . . . . . . . . . . . . . . . . . . . . . . . 53
5.3.1 Overview of common techniques for microplastics

analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.3.2 SRS of static plastic samples . . . . . . . . . . . . . . . . . . . . 57
5.3.3 SRS of microplastics in an aquatic environment . . . . . . . . . 58

6 Conclusion 61

7 Outlook 63

A Optical Parametric Gain 68

B SRS from the wave equation 70

C Principle of Lock-In Amplifiers 72

Bibliography 85

List of Publications 86

Curriculum Vitae 89

Acknowledgements 91

iv



List of Figures

2.1 DFG energy level diagram and schematics . . . . . . . . . . . . . . . . 8
2.2 Parametric gain depending on the phase-mismatch and crystal thickness 10
2.3 Uniaxial crystal and index ellipsoid . . . . . . . . . . . . . . . . . . . . 12
2.4 Schematics of collinear and non-collinear PM geometries. . . . . . . . . 15
2.5 Simulations of the phase-matching curves in BBO . . . . . . . . . . . . 16
2.6 Synchronously pumped NOPO and cavity detuning . . . . . . . . . . . 18

3.1 Spectral coverage of common tunable lasers and OPOs . . . . . . . . . 23
3.2 Experimental NOPO setup and simulated beam waist in the cavity . . 25
3.3 Internal cavity group delay and group delay dispersion . . . . . . . . . 26
3.4 The tuning behavior of the NOPO with different dispersion . . . . . . . 27
3.5 Final NOPO characteristic . . . . . . . . . . . . . . . . . . . . . . . . . 29

4.1 Simplified picture, energy diagram and molecular response of IR absorption 33
4.2 Spontaneous Raman scattering: energy diagrams and frequency domain 35
4.3 Coherent Raman processes: Illustration and energy diagrams . . . . . . 38
4.4 Behavior of the nonlinear susceptibility . . . . . . . . . . . . . . . . . . 39
4.5 Energy level diagram and illustration of SRS . . . . . . . . . . . . . . . 40

5.1 Multicolor SRS methods . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.2 Experimental SRS setup . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.3 SRS measurement principle with the NOPO . . . . . . . . . . . . . . . 48
5.4 Evaluated SRS spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.5 Spectroscopy setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.6 Raman spectra of sucrose-water solutions with different concentrations. 51
5.7 Raman spectra of water-isopropanol mixtures . . . . . . . . . . . . . . 52
5.8 Time series of Raman spectra observing mixing processes . . . . . . . . 53
5.9 Spectroscopy setup for macroscopic plastic pieces . . . . . . . . . . . . 57
5.10 SRS-spectra of macroscopic plastic pieces . . . . . . . . . . . . . . . . . 58
5.11 Stimulated Raman spectra on microplastics in an aquatic solution . . . 59

7.1 Phase-matching curves for CSP . . . . . . . . . . . . . . . . . . . . . . 65

v



C.1 Sketch and example of lock-in measurement . . . . . . . . . . . . . . . 73
C.2 Lock-in amplifier detects noisy input signal . . . . . . . . . . . . . . . . 73

vi



List of Tables

2.1 Three exemplary parametric systems in different gain regimes . . . . . 10
2.2 Different types of PM configurations in uniaxial crystals . . . . . . . . 12

4.1 Raman cross sections for typical molecules from our atmosphere . . . . 36

5.1 Multicolor SRS techniques . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.2 Analytical spectroscopic techniques for microplastics detection . . . . . 56

vii



viii



1 | Introduction

The most important tool to decode the world around us is light. We cannot travel to the
stars, but we can capture their light to analyze it. Likewise, we cannot look at an atom
under a microscope, but we can examine which part of the light it absorbs or emits.
Spectroscopy, the study of interactions between electromagnetic radiation and matter,
is what we owe our current scientific understanding of the world. The origin of the word
comes from Latin. Spectrum translates as spirit or apparition. Figuratively speaking,
an object is not observed directly, but its shadowy image [1]. The first spectroscopic
observations started in the early 19th century with the discovery of dark absorption
lines in the solar spectrum and of characteristic emission lines, when chemical elements
were strongly heated [2]. Over many decades, these discoveries ultimately led to our
present understanding of quantum mechanics, with its concept of discrete energy levels.
The light from distinct regions in the electromagnetic spectrum interacts with different
states in the atoms and molecules under study. For example, transitions in the outer
electron shells are excited with visible light, but the ones in the inner shell close to
the nuclei with X-rays. An important branch of spectroscopy looks at the vibrational
levels in molecules [3]. When the individual atoms in a molecule move with respect to
each other, only certain stretching and bending modes are allowed. These vibrational
states can either be excited directly in infrared absorption spectroscopy or detected via
inelastic scattering, which is called Raman spectroscopy after its discoverer. Since the
vibrational levels are unique for each molecule, both spectroscopic methods provide a
kind of fingerprint that allows the molecules to be identified. This type of spectroscopy
has many applications. Raman spectroscopy is mainly known from biomedical imaging
like cancer diagnostics [4]. But it is also widely used in the pharmaceutical [5], cosmetic
and food industries [6], as well as in geology and mineralogy [7] or for drug identification
[8].

1.1 Motivation

A major challenge in our modern society is the occurrence of microplastics in our
environment. These tiny plastic particles are found everywhere, not only in the soil, but
more importantly in all marine and surface waters worldwide [9]. Of particular concern
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is their increasing presence in drinking water [10]. Microplastics cover a wide range of
particles with different shapes, sizes and materials. They appear as fragments, fibers
or beads with sizes between 1 µm to 5 mm. Due to their diversity, detecting them using
established detection and identification processes is a challenge [11]. Current methods
allow only for random sampling and are unsuitable for continuously monitoring the
water quality. The very common infrared absorption spectroscopy cannot be applied
in water. The water signal would cover many spectral lines, making it impossible
to identify the plastic samples. In contrast, Raman spectroscopy suffers from long
integration times as the inelastic scattering is a rather weak process. To overcome
these limitations, stimulated Raman scattering (SRS) can be utilized [12]. It exploits
the coherent excitation of the scattering process and results generally in higher signals
than in the spontaneous case. However, it places higher demands on the light source.
Two synchronized, pulsed laser beams are required, one with fixed frequency and the
other with a tunable output spectrum.

This doctoral thesis was part of a collaborative project named OPTIMUS (Optische
Erkennung von Trinkwasserverunreinigungen durch Mikroplastik und Spurenstoffe).
It was funded by the Federal Ministry of Education and Research of Germany. Its aim
was to enable continuous monitoring of drinking water flows for microplastics using
stimulated Raman spectroscopy. For this purpose, a novel laser source was to be in-
vestigated. It requires narrowband output spectra, which in turn can be tuned at high
speed over a wide spectral range. As means of choice a noncollinear optical parametric
oscillator (NOPO) was chosen. Compared to commercially available parametric oscil-
lators, its novel, fast tuning technique allows for real-time acquisition of SRS-spectra.
The main purpose of this work is to explore the rapidly tunable NOPO with sufficiently
high output powers and short pulses, as well as to test its broadband parametric radi-
ation in stimulated Raman spectroscopy. The detection of microplastics in an aqueous
solution aims to pave the way for sustained monitoring of large water streams in the
future.

1.2 Overview

This work is divided into two sections. The first one deals with the characteristics of
the developed NOPO and the second one covers the spectroscopy application. Both
sections are again subdivided into an introductory section, in which the theoretical
foundations are reviewed and an experimental part, where the setups and results are
presented. Thus, this introduction is followed by an overview of the principles of
optical parametric oscillators. In particular, the parametric gain is derived with which
it is possible to construct a laser-like light source. Special attention is given to the
phase-matching conditions, since they determine the output spectrum of the parametric
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oscillator and can be tailored to a specific demand. The particular strength of the
developed light source is its fast tunabilty of the output wavelength over a wide spectral
range. This is achieved by broadband noncollinear phase-matching in combination with
a fast adjustable gain window. This tuning mechanism is explained in detail. After
an overview of alternative, tunable laser sources, the setup and characteristics of the
realized NOPO are presented. Special attention is paid to the spectral tuning curve
depending on the internal cavity dispersion.

The spectroscopy part starts with the mathematical description of vibrational states
in molecules, their excitation via spontaneous Raman scattering and finally its coherent
counterpart, the stimulated Raman scattering. In the experimental section, alternative
methods for fast stimulated Raman spectroscopy are presented first. After a descrip-
tion of the experimental setup, the measurement procedure is explained. A change of
the cavity length of the NOPO causes a shift in the output spectrum. In this way,
stimulated Raman spectra can be detected in real-time. This is demonstrated by the
observation of different mixing ratios in sugar solutions and alcohol-water mixtures.
The Raman intensities of different substances are used to determine their mixing ra-
tio. Finally, the spectroscopic experiments on plastic samples are shown. Besides
macroscopic fragments, moving microplastics are detected directly in an aqueous en-
vironment. At a rate of 120 spectra per second, a fluid containing particles less than
160 µm in size was observed. This thesis ends with a summary of the achieved results
and an outlook on possible improvements on the NOPO, as well as an extension of the
spectroscopic applications.
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2 | Theoretical Aspects of Optical
Parametric Processes

Nonlinear optic describes the interaction between intense light fields with matter. It
is a vast field that explains many interesting phenomena: from Second-harmonic to
High-harmonic generation, from Self-phase modulation to Self-focusing. It finds its
application in the creation of new frequencies, in optical signal processing as well as in
quantum optics. And likewise in this thesis, nonlinear optic plays an important role in
two ways. On the one hand, it forms the basis of the elaborated light source, and on
the other hand it generates the measured signals in the spectroscopic experiments.

The first experimental proof of nonlinear optics was published in 1961 with the
detection of second harmonic generation [13]1. Nowadays, the basics of nonlinear optics
are well understood for many years and can be found in a variety of textbooks and
review papers. To give a general overview the next sections are limited to the references
[15–18]. The goal is to give an impression about the physics involved in femtosecond
Optical Parametric Oscillators.

When an electromagnetic field E⃗(t) interacts with matter, the field induces a
Lorentz force on the charged particles. The nuclei of the atoms have a much higher
mass than the electrons. Therefore, an interaction with high driving frequencies, as it
is the case for electromagnetic fields in the visible or infrared spectral regime, influences
only the electrons. They in turn, are moving charges that generate an electromagnetic
field. The displacement of the electrons is commonly expressed by the polarization
P⃗ (t), which characterizes the strength of the dipole moments in dielectric materials.
For fields that are weak compared to the binding forces between electrons and nuclei,
it is directly proportional to the incident field: P⃗ (t) = ε0χ

(1)E⃗(t), with the vacuum
permittivity ε0 and the linear susceptibility χ(1) as material dependent proportionality
factor. However, for strong light fields this simple approach is not valid anymore. As
the electric field strength approaches that of the binding forces between electrons and
nuclei, the field of nonlinear optics is entered. For larger displacements of the electrons,
the anharmonic contributions to the binding potential are no longer negligible. They

1The publication is still well known today, but due to a mistake. The lithographer erased the spot
indicating the SHG because he figured it a defect on the photo [14].
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need to be added to the polarization as nonlinear corrections. The total polarization
is commonly written as power series

P⃗ (t) = ε0
[
χ(1)E⃗(t) + χ(2)E⃗2(t) + χ(3)E⃗3(t) + · · ·

]
, (2.1)

where χ(n) represents the n-th order component of the susceptibility. In general, the
polarization and the electric fields are vectors with contributions in all three spatial
directions. For simplification, during these theoretical considerations they will be re-
garded as scalar fields propagating along the z-axis. The susceptibilities are tensors
with increasing complexity. They determine the strength of the nonlinearities and
depend on the material and on the direction and polarization of the interacting light
fields. To simplify matters, the effective nonlinear coefficient deff ∼ χ(2)/2 is introduced,
which combines all properties in one value. It needs to be determined individually for
each configuration. In the same way, the higher order susceptibilities can be converted
to scalar quantities, accounting for the particular conditions.

The next Section 2.1 shows the fundamental principles for optical parametric gen-
eration and amplification, which are second-order nonlinear processes. They build the
core of the light source presented in Chapter 3. Subsequently, the coherent Raman
processes in Chapter 4 result form third-order contributions to the nonlinear polariza-
tion.

2.1 Optical parametric generation

Compared to a classical laser, which is based on a χ(1)-process and an occupation
number inversion, an OPO is based on a χ(2)-nonlinearity, which exploits the nonlinear
polarization. As the laser medium can store the pump energy, it has less requirements
on the pump source. In contrast, the OPO itself needs a laser as pump to reach
the necessary intensities for the parametric process. However, the spectral output
wavelengths of lasers are limited to the existing gain materials. In comparison, OPOs
generally offer a more broadband and better tailorable output.

This section explores the relevant second-order nonlinear processes. The optical
parametric generation, which produces new frequencies, is one of them. It may arise
when two electromagnetic fields interact in a second-order nonlinear medium. As fun-
damental requirement, the conservation of energy and momentum must be satisfied.
Subsequently, an intensity gain, much like that of a classical laser, is derived. In this
way, the energy enhancement in parametric amplifiers and oscillators can be described.
To give an overview of the achievable orders of magnitude, different parametric systems
are compared.
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2.1.1 Optical parametric processes

The optical parametric generation shows up as a particular form of parametric down-
conversion or difference frequency generation. Considering two electromagnetic fields
with different frequencies ω1 and ω2 and their respective amplitudes A1 and A2, the
total field in the time domain can be written in complex notation as

E(t) = A1 exp(−iω1t) + A2 exp(−iω2t) + c.c. (2.2)

When these fields interact in a medium with a second-order nonlinearity, they generate
a polarization there, which in turn may generate new frequency components. According
to Equation (2.1) the second-order polarization depends on the square of the electric
field E(t)2. By expanding the whole term, all the second order processes are obtained

P (2)(t) = 2ε0deffE(t)2 = 2ε0deff



A2
1 exp(−2iω1t) + c.c. SHG

A2
2 exp(−2iω2t) + c.c. SHG

2|A1|2 + 2|A2|2 OR

2A1A2 exp(−i(ω1 + ω2)t) + c.c. SFG

2A1A
∗
2 exp(−i(ω1 − ω2)t) + c.c. DFG

. (2.3)

From top to bottom the processes are second-harmonic generation (SHG) from either
ω1 or ω2, optical rectification (OR), which is a constant polarization, sum-frequency
generation (SFG) and difference-frequency generation (DFG).

Of course, these processes do not take place at arbitrary frequency combinations.
First and foremost, the conservation of energy must be ensured. For the DFG process
this implies

ℏω1 − ℏω2 = ℏω3. (2.4)

The corresponding energy level diagram is shown in Figure 2.1(a). The nonlinear
medium is not excited to a higher energy level, but remains in the ground state. Instead,
the parametric process occurs via a transient or virtual energy state. In addition, it
can already be seen in this diagram, that for each destroyed input photon at highest
frequency ω1, a photon at the lower input frequency ω2 must be generated. An optical
parametric amplifier (OPA) exploits this behavior. Commonly, the involved light fields
are named pump, signal and idler field. The presence of a weak seed beam at the
signal frequency ωs = ω3 stimulates the strong pump beam (ωp = ω1) to decay into a
signal and idler beam (ωi = ω2). Furthermore, even without the seed, a strong pump
can generate signal and idler spontaneously. This is called parametric fluorescence or
optical parametric generation (OPG). However in this case, the generated fields are
much weaker than in the amplified one. But by building a cavity around the nonlinear
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medium, the signal can be enhanced significantly and is amplified each round-trip. Such
a system is called an Optical Parametric Oscillator (OPO). The different possibilities
of the parametric interaction are shown in Figure 2.1(b)-(e).

Figure 2.1: (a) Energy level diagram of the difference-frequency generation and
schematics of its parametric processes: (b) parametric down-conversion, (c) parametric
amplification, (d) parametric generation and (e) the optical parametric oscillator.

In addition, the momentum must be conserved. For light fields, it is determined by
the wave vector k⃗(ω) and is expressed commonly through the phase-mismatch ∆k⃗ =
k⃗(ω1)− k⃗(ω2)− k⃗(ω3). Section 2.2 takes a closer look at this issue.

2.1.2 Optical Parametric Gain

The full mathematical description of parametric interactions between the electromag-
netic light fields and a nonlinear crystals, is given by Maxwell’s equations [16]. They
are the foundation of all classical optics and lead to the nonlinear wave equation

∂2E

∂z2 −
n2

c2
∂2E

∂t2 = 1
ε0c2

∂2P (2)

∂t2 . (2.5)

It contains the wavelength-dependent refractive index n, the vacuum permittivity ε0,
the speed of light c and the second-order polarization from Equation (2.3). The total
electric field comprises all three involved waves

E = Es(ωs) + Ei(ωi) + Ep(ωp) with Ej(ωj) = Aje
−i(ωjt−kjz) + c.c., j = s, i, p.

For the derivation of Equation (2.5) common assumptions for the medium are made. It
is considered to be non-conductive, as well as non-magnetic and the optical losses are
neglected. These conditions apply for most commonly used nonlinear materials. With
the further assumption that the field amplitudes vary only slowly with respect to the
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wavelength, the wave equation (2.5) can be separated into three coupled differential
equations [19]

∂As

∂z
= iκsApA∗

i e
i∆kz,

∂Ai

∂z
= iκiApA∗

se
i∆kz, (2.6)

∂Ap

∂z
= iκpAsAie

−i∆kz,

where κj = ωjdeff/njc and ∆k = kp−ks−ki is the phase-mismatch, which is explained
more in Section 2.2. Using these three equations, all the second-order nonlinear pro-
cesses, from SHG to SFG and DFG can be explained, depending on the involved fields
and the starting conditions. For the parametric amplification, a strong, non-depleting
pump and no idler, but an initially weak seed signal can be assumed. Solving the cou-
pled differential Equations (2.6) yields the amplitude of the signal wave As(z) and thus
its intensity curve Is(z) ∝ |As(z)|2. The detailed derivation is given in the Appendix A.
In this way it is possible to derive the parametric gain in a nonlinear crystal of length
l to

G(l) = Is(z = l)
Is(z = 0) = Γ2

g2 sinh2(gl) , where
g =

√
Γ2 − (∆k/2)2

Γ = 2ωsωid
2
effIp

nsninpε0c3 ,
(2.7)

with the gain factor or conversion rate Γ and the modified gain g, which takes the
phase-mismatch into account. For perfect phase-matching ∆k = 0, it writes as G(l) =
sinh2(Γl). The reduction of the gain with increasing phase-mismatch is plotted in
Figure 2.2(a). In the high-gain regime Γ2 ≫ ∆k2, the conversion rate clearly exceeds
the phase mismatch and the gain grows exponentially with the crystal length

G(l) = sinh2(Γl) ≈ 1
4e2Γl.

In this way, an optical parametric amplifier (OPA) can run efficiently even in single pass
configuration. However, in the low-gain regime with a large phase-mismatch Γ2 ≪ ∆k2

the newly generated and the already existing signal wave run out of phase and back-
conversion into the fundamental pump wave takes place. The parametric gain starts
to oscillate with

G(l) = Γ2l2 sin2
(√

(∆kl/2)2 − Γ2l2
)

(∆kl/2)2 − Γ2l2 ≈ Γ2l2 sin2 (∆kl/2)
(∆kl/2)2 .

This behavior is shown in Figure 2.2 on the right.

As an example, three different OPO and OPA configurations are presented in Table
2.1: a continuous-wave OPO in the low-gain regime [20], an OPO which resembles the
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Figure 2.2: Left: Parametric gain depending on the phase-mismatch ∆kl/2 for the three
examples from Table 2.1. The greater the conversion Γl, the greater the bandwidth of
the process. Right: Parametric gain over the crystal length l for the low-gain example
with Γl ∼ 0.2 normalized to the maximal gain for perfect phase-matching in a 8 mm
crystal [17].

light source presented in Chapter 3, and a high power OPA [21]. It is important to note
that these calculations are only valid for perfect phase-matching and monochromatic
light fields, which in practice are never achieved. On the contrary, for the amplification
of ultrashort laser pulses a broadband gain spectrum is crucial [22]. In addition, further
effects like pump depletion or a temporal and spatial walk-off, which severely reduce the
gain, are neglected. Nonetheless, a good overview of the expected orders of magnitude
is given.

continuous wave femtosecond high-power
OPO [20] OPO OPA [21]

pump power Pave 20 W 7.5 W 100 W
pulse duration τ – 300 fs 900 fs
repetition rate frep – 34 MHz 100 kHz

focus waist w0 60 µm 30 µm 0.8 mm
peak intensity Ip 175 kW/cm2 25 GW/cm2 50 GW/cm2

crystal 5%MgO-PPLN BBO BBO
nl. coefficient deff 27 pm/V 2 pm/V 2 pm/V

crylstal length l 8 mm 2 mm 3 mm
conversion rate Γ 0.027 mm−1 2.5 mm−1 3.4 mm−1

conversion Γl 0.2 5 10
net intensity gain G(l) 0.05 5500 2.4×108

Table 2.1: Three exemplary parametric systems in different gain regimes. The calcula-
tions are based on the data of the respective publications and the mentioned Equation
(2.7). Here, perfect phase-matching ∆k = 0 and a single-pass configuration were as-
sumed. The last line lists the net gain for a single-pass through the crystal [19]. The
highlighted femtosecond-OPO corresponds to the used light source for the experiments
in this thesis.
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2.2 Phase-matching

As described in the previous section, a pump beam with a certain frequency ωp induces
in an OPO a nonlinear polarization which in turn generates new frequencies ωs and
ωi following the energy conversation. However, a macroscopic medium consists not
only of a single atom, but many. And each of them will generate new waves that
superimpose with each other. But all generated waves will have independent phases
and interfere destructively. To circumvent this problem, all waves need to superimpose
constructively, which is called phase-matching. Thus, only with specially arranged
crystals an efficient generation of new frequencies is possible. The phase-matching
(PM) conditions are coupled to the momentum conservation, which is defined in terms
of the wave vector k⃗. The wave vector points perpendicular to the wave fronts and its
absolute value is given by |⃗k(ω)| = ω

c
n(ω), with the speed of light c and the frequency

dependent refractive index n(ω). For the parametric generation the conservation of
momentum is expressed as

ℏk⃗p = ℏk⃗s + ℏk⃗i. (2.8)

Often it is written in terms of the phase-mismatch ∆k⃗ = k⃗p − k⃗s − k⃗i. For perfect PM
applies ∆k⃗ = 0. Though, in the collinear case, when all wave vectors point into the
same direction, it needs to hold npωp = nsωs + niωi. However, most materials show
normal dispersion. This implies that the higher the frequency, the larger the refractive
index. By general convention, ωp > ωs > ωi is valid and thus np > ns > ni holds in this
case. Together with the energy conservation ωp = ωs + ωi it is not possible to satisfy
the PM condition. To fulfill it anyway, the refractive index difference of differently
polarized light in birefringent crystals can be exploited.

2.2.1 Birefringent Phase-matching

In birefringent crystals the refractive index depends on the polarization, which relates
this time to the oscillation planes of the electromagnetic fields. In this thesis, the
focus is on uniaxial crystals. They have one main crystal axis, called the optical axis
(OA), which spans with the wave vector of the propagating beam k⃗ the principal
plane. It is illustrated in Figure 2.3(a) and (b) in gray. The part of the field, which is
polarized perpendicular to the principal plane is called the ordinary beam or o-wave.
It has a direction-independent refractive index no. The other part, oscillating in the
principal plane, is the extraordinary beam or e-wave. Its refractive index depends
on the propagation direction, which is commonly given by the polar angle θ between
the OA and the wave vector of the field k⃗. For θ = 0°, the wave vector is parallel
to the OA and the extraordinary field experiences the same refractive index no as
the ordinary one. In contrast, for θ = 90° the refractive index reaches its extreme
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non-critical PM
θ = 0° or 90°
no walk off

critical PM
θ ̸= 0° or 90°

walk off

Type 0 Type I(−) Type II(−)

e→ ee e→ oo e→ eo
e→ oe

Type 0 Type I(+) Type II(+)

o→ oo o→ ee o→ eo
o→ oe

Table 2.2: Types of phase-matching configurations in uniaxial crystals Left: Main
differences between critical and non-critical PM. Right: Different types of PM config-
urations in negative (-) and positive (+) uniaxial crystals. The configurations show
the extraordinary (e) and ordinary polarization (o) states of the involved beams in an
OPG process.

value ne. Depending on the size ratios, there are negative (no > ne) and positive
(no < ne) uniaxial crystals. This distinction is necessary because later in this section,
it determines the direction of deflection and the permitted PM configurations. In
general, the extraordinary refractive index can be calculated via

1
ne(θ)2 = sin2 θ

n2
e

+ cos2 θ

n2
o

. (2.9)

This Equation (2.9) describes an ellipse, with the refractive indices no and ne on the
semiaxes. It is illustrated in Figure 2.3(c). The refractive index ne(θ) is determined
by the intersection between the wave vector k⃗ and the ellipse. For the ordinary beam
(gray), the ellipse becomes a circle and the refractive index no is independent of the
direction. By tailoring the correct angle θ and therefore a specific refractive index ne,
the PM condition can be fulfilled. This technique is also known as critical PM, since
it is very responsive to angular variations of θ.

Figure 2.3: (a) Schematic of a uniaxial crystal: The principal plane (gray) is spanned
by the wave vector k⃗ and the crystal axis OA. The electric field oscillations Eo,e are
normal to the wave vector. (b) Top view of the crystal: The wave vector k⃗e and
Poynting vector S⃗e do not coincide, but form the walk-off angle ρ. (c) Index ellipse for
a negative uniaxial crystal. For the ordinary beam it forms a circle (gray) [23].

Overall, a distinction is made between different types of birefringent PM regarding
to the polarizations of the pump, signal and idler beams. To satisfy the PM condition
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it is important that the refractive index of the pump beam np is smaller than the one
for the signal and idler beams ns and ni. Therefore, it is necessary to discriminate
between negative and positive uniaxial crystals. An overview is given in Table 2.2,
on the right side. Here, the notation is associated with the polarizations of the wave
vectors kp → kski. The sign indicates, if the crystal is negative (-) or positive (+)
uniaxial. For Type 0, all interacting waves have the same polarization. It cannot be
exploited for birefringent PM.

However, in birefringent crystals the extraordinary wave travels in a different di-
rection than the ordinary one, as can be seen in Figure 2.3(b). This walk-off limits the
spatial overlap of the interacting light beams propagating through the crystal and thus
constrains the crystal length. The wave vectors k⃗o,e remain parallel, but the power
flows, indicated by the Poynting vectors S⃗o,e, separate. They form the walk-off angle

ρ(θ) = ±
[
arctan

(
n2

o
n2

e
tan(θ)

)
− θ

]
. (2.10)

The sign indicates whether it is a negative or positive uniaxial crystal. The angle is
illustrated in the ellipse in Figure 2.3(c). The Poynting vector S⃗ points perpendicular
to the tangent of the index ellipse at its intersection point with the wave vector k⃗. For
θ = 0° and θ = 90°, there is no walk-off. In these cases, the angular adjustment of
the crystal is less sensitive or less critical to deviations. This is why this configuration
is called non-critical PM. Commonly, for non-critical PM the phase-mismatch ∆k is
minimized via the crystal temperature. More on this can be found in the next Section
2.2.2.

Besides uniaxial crystals, there are also a number of biaxial crystals, which are
suitable for nonlinear processes. They have not one main optical crystal axis, but two
and therefore three different refractive indices on the semi-axes. To describe the beam
propagation, the azimuthal angle ϕ must be introduced in addition to the polar angle
θ. The calculations of the refractive indices and the PM angles are incomparably more
difficult. An accurate derivation will be omitted here. In [23] all the formulas for
calculating the PM angles and the nonlinear coefficients are listed and explained in
more detail.

2.2.2 Quasi-Phase-Matching

For the sake of completeness, quasi-phase-matching (QPM) is to be introduced briefly.
Even in non-phase-matched crystals the signal of a parametric process can built up
over a certain coherence length lc = π/∆k. The pump beam generates the signal and
idler beams, but they accumulate a phase shift while propagating through the crystal.
If the phase shift exceeds π, back-conversion takes place. The signal and the idler sum
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up and transfer their energy via SFG back to the pump. After another π phase shift,
the signal is completely back-converted and the cycle starts again. This behavior can
be seen in Figure 2.2(b) in the previous Section 2.1.2. However, flipping the crystal
optical axis every coherence length, whenever the maximum signal is reached, resets
the phase shift. This ensures a continuous energy transfer from the pump beam into the
signal. Typically, ferroelectric materials with outstandingly high nonlinear coefficients
deff are chosen, allowing nonlinear processes even in low-power or continuous wave
operations. Attaching electrodes in a periodic pattern on the crystal surface with a
high voltage reverses their domains in the selected regions. These periodically poled
crystals are neither limited in their birefringence properties nor in the polarization of
the interacting beams and thus allow for non-critical, Type 0 PM schemes with no
walk-off. The fine tuning to adapt the modulation period of the grating to the pump
wavelength is typically done via the crystal temperature. Thus, QPM goes hand in
hand with a crystal oven and temperature control. In contrast to a mechanical tuning
of the crystal or to an electronic shifting of the pump wavelength, temperature changes
are very slow. Hence, QPM is not suitable for fast spectroscopic experiments, which
are topic of this thesis. Alternatively, various grating patterns in the crystals, like
multiple gratings with different periods or fan-shaped gratings, are used for tuning
the output wavelength [24]. Translating the crystal so that the pump beam passes
through a different grating structure allows to shift the phase-matched wavelength.
Nevertheless, the tuning range is strongly limited by the crystal size. More details
about QPM with a mathematical description and specific tuning techniques can be
found in the mentioned textbooks [15,16] and in the review paper [24].

2.2.3 Collinear vs. Non-collinear Phase-Matching

Until now, only collinear PM with monochromatic waves has been considered. This
means that the wave vectors from the interacting beams run parallel, as shown in
Figure 2.4(a). However, for broadband parametric generation the phase-matching con-
dition k(ωp) = k(ωs)+k(ωi) must withstand changes in the signal and idler wavelengths.
Assuming a fixed pump frequency ωp and a changed signal frequency ω′

s = ωs + ∆ω,
then the idler frequency follows due to the energy conservation ω′

i = ωi−∆ω. A Taylor
expansion shows the impact on the wave vectors [22]

k(ωs + ∆ω) = k(ωs) + ∂k

∂ω

∣∣∣∣∣
ωs

∆ω = ks + ∆ω

vgs
, (2.11a)

k(ωi −∆ω) = k(ωi)−
∂k

∂ω

∣∣∣∣∣
ωi

∆ω = ki −
∆ω

vgi
. (2.11b)
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The additional phase-mismatch due to the small frequency shift ∆ω amounts to ∆k ≃
(1/vgs − 1/vgi) ∆ω, with the group velocities of the signal and idler beams vgs and
vgi. It becomes smaller for smaller group velocity differences. Typically around the
degeneracy point, where signal and idler have the same frequency, more broadband
PM is found. A simulation of broadband collinear PM in a beta barium borate (BBO)
crystal similar to the one used in the following NOPO experiments is shown in Figure
2.5(a).

Figure 2.4: Schematics of (a) collinear and (b-c) non-collinear PM geometries. Non-
collinear PM distinguishes between (b) the Poynting Vector Walk-off Compensation,
where the signal wave vector ks is close to the Poynting vector of the extraordinary
pump beam (bright blue) and (c) the Tangential PM geometry, where it propagates on
the opposite side of the pump vector kp.

However, a more promising approach to reach broadband amplification is non-
collinear PM, where the pump and signal radiation enclose the non-collinear angle α

and the idler is emitted at an angle Ω as can be seen in Figure 2.4(b). Geometric
considerations lead to the non-collinear phase-mismatch

∆k(α) = kp cos α− ks −
√

k2
i − k2

p sin2 α. (2.12)

Using the same approach as in the collinear case, with a Taylor expansion for small
frequency changes, perfect PM ∆k = 0 is now given by the condition vgs = vgi cos Ω.
The different group velocities between signal and idler can be compensated by the
non-collinear geometry and thus, the temporal overlap is ensured [22].

Depending on the direction of the non-collinear angle α, a distinction is made be-
tween two types of PM: the Poynting Vector Walk-off Compensation geometry (PVWC)
and the Tangential PM geometry (TPG). They are sketched in Figure 2.4(b) and (c)
for the case of a negative uniaxial crystal as used in the following experiments of this
work. Essentially, their main difference is the overlap of the signal beam with the diver-
gent energy flow of the pump, which is explained in Section 2.2.1 with the birefringent
walk-off. The effects of the different geometries can no longer be described by analytic
equations, but need to be simulated by a numerical model [25,26].

In BBO crystals, there is the "magic angle" α = ±2.5° at which very broadband PM
occurs. For comparison, the phase-matched wavelengths in BBO, pumped at 515 nm for
two different angles of incidence θ are shown over the non-collinear angle α in Figure 2.5.
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Figure 2.5: Simulations of the phase-matched wavelength of the DFG-process over
the non-collinear angle α in a 1.5 mm BBO-crystal pumped at 515 nm. (a) Collinear
PM with α = 0° occurs at θ = 23.4° close to the degeneracy point in red. (b) Very
broadband non-collinear PM at θ = 24.5°, α = 2.5° in orange. The green line indicates
likewise phase-matched parasitic SHG of the signal. (c) Phase-mismatch and (d) gain
bandwidth for the collinear (red) and non-collinear (orange) case.

The calculations are based on the Equations (2.7) and (2.12) of the parametric gain
and the non-collinear phase-mismatch. For θ = 23.4° broadband collinear PM is found
around the degeneracy point as predicted by Equation (2.11). On the other hand,
for θ = 24.5° even broader PM occurs. The phase-mismatch and the gain bandwidth
are illustrated in Figure 2.5(c) and (d), for both cases respectively. It is important
to add that in the collinear, as well as in the non-collinear case, parasitic SHG is
phase-matched in addition to the desired DFG. Since both processes are competitively
amplified, parametric oscillators in these configurations fluctuate strongly and break
down in output power. The phase-matched SHG radiation is indicated in green in
Figure 2.5.

To summarize, in general PVWC offers a superior beam profile, due to the better
spatial overlap of pump and signal beams in the nonlinear medium. However, the large
walk-off in TPG geometry can be compensated with a high pump power in combination
with a large pump spot size and a short crystal length. In this case, it is superior to
PVWC, as it offers a consistent PM range without interfering parasitic SHG generation.
Nevertheless, the PVWC geometry was chosen for the NOPO built in this work, as the
beam profile is crucial for the further spectroscopy applications.

2.3 Tuning of Optical Parametric Oscillators

OPOs are known for their outstanding tunability. As elaborated throughout this
chapter, the output wavelength is not limited to the fixed properties of a laser-active
medium, but excellently tailorable over the PM conditions. After a short overview of
collinear OPO tuning techniques, the tuning mechanism of the non-collinear parametric
oscillator, which is used for the spectroscopic experiments in this thesis is discussed.
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2.3.1 Collinear Tuning

As pointed out in Section 2.2.3, in general, collinear OPOs have a more narrowband
PM condition. It depends on the interacting wavelengths, as well as on a large number
of parameters via the refractive indices [16]

∆k = 2π

[
np(λp, θ, T, . . .)

λp
− ns(λs, θ, T, . . .)

λs
− ni(λi, θ, T, . . .)

λi

]
. (2.13)

Shifting one of these parameters will lead to a change in the output wavelength.
One option is already introduced in Chapter 2.2.1, which deals with birefringent

PM. The orientation of the optical crystal axis influences the refractive index of light
with extraordinary polarization. This is referred as angular tuning. The angle θ be-
tween the OA and the pump radiation is changed either by a rotation of the crystal or
by an angular adjustment of the pump beam. Though, in both cases the propagation
direction of the resonant radiation inside the cavity changes as well. The cavity needs
to be realigned with every modification step, which is rather complicated and difficult
to automate. Another approach, also already mentioned in Section 2.2.2, is temper-
ature tuning. Especially in periodically poled crystals, the phase-mismatch is quite
sensitive to heating. In a crystal oven, the temperature of the nonlinear medium is
controlled and adjusted for tuning. However, compared to the mechanical or electronic
tuning possibilities, temperature changes are slow. They do not allow for fast wave-
length shifting in spectroscopic experiments. The third often used technique is pump
wavelength tuning. Initially, mainly Ti:Sapphire lasers were used as pump sources for
OPOs. They offer a broadband gain bandwidth and could be tuned itself to some
extend. Meanwhile, new types of fiber lasers have been developed, that can be tuned
at high speed. Compared to light sources based on bulk crystals and free-space prop-
agation they run very stably and are very suitable for working even in the absence
of perfect laboratory conditions. Certainly, they will play an important role in future
OPO development.

Examples for all three tuning methods can be found in [19]. Nowadays, there are
commercially available OPOs between continuous wave to the femtosecond time scales.
However, they suffer from the slow adjustment speed of the PM conditions. For time-
resolved imaging or spectroscopy applications, fast tunable light sources with short
pulses are desired. This can be achieved by switching to the non-collinear geometry.

2.3.2 Non-collinear Tuning

Instead of shifting the narrowband PM conditions in the collinear geometry, a non-
collinear OPO (NOPO) exploits the broadband PM condition discussed in Section
2.2.3. The wide tunability results from synchronous pumping of a small part of the
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broadband generated spectrum. Figure 2.6(a) shows a simplified sketch of the pre-
sented NOPO from Chapter 3.2. A pump pulse generates a braodband parametric
fluorescence in the nonlinear medium. Due to the non-collinear geometry, it contains
all different phase-matched frequencies. This signal travels through the cavity and di-
verges spectrally due to a specifically tailored dispersion. Because of this broadening
the signal pulse is many times longer than the pump pulses. The overlap between the
next pump pulse with the resonating signal determines the efficiently amplified output
wavelength.

Figure 2.6: (a) Synchronously pumped NOPO. The width of the parametric fluores-
cence depends on the internal dispersion. Bottom: Small amount of negative dispersion
due to the double-chirped mirrors (DCM) results in narrowband fluorescence. Top: Ad-
ditional glass inside the cavity broadens the superfluorescence. The overlap with the
pump is adjusted over the round-trip time. (b) Simulation of the cavity detuning and
group delay over the efficiently amplified wavelength. The calculations are based on
the cavity design for the NOPO described in the next chapter.

The dispersion control and its influence on the spectral phase is crucial for the
NOPO. The first-order phase, the group delay (GD), affects a shift in time of the
resonating pulse. It can be compensated by adjusting the cavity length. The second-
order spectral phase, the group delay dispersion (GDD), causes the pulses to diverge in
time. For normal dispersion, the red parts of the spectrum travel faster than the blue
parts and the pulses broaden. The short pump pulses provide a gain window. The
part of the broadband superfluorescence that passes through the nonlinear medium
simultaneously with the pump will be amplified efficiently. The cavity roundtrip time,
and therefore the cavity length, determines their temporal overlap. Furthermore, the
amount of GDD can be used to regulate the spectral bandwidth of the output pulses.
The more dispersion, the more the signal diverges and the narrower are the result-
ing pulses. Thus, the dispersion directly determines the spectral bandwidth and the
tuning behavior of the NOPO, two key parameters for the subsequent spectroscopy
experiments.

Experimentally, the internal dispersion can be regulated via chirped mirrors. Dur-
ing the development of ultrashort laser pulses, the design of double chirped mirrors
(DCMs) was greatly advanced [27]. They offer an ultrabroadband reflection range in
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combination with a negative chirp to prevent ultrashort laser pulses from diverging in
time during propagation. Often they are used in pairs to reduce their strong oscil-
lations in the GDD. This can be seen later in Figure 3.3(b), where the setup of the
constructed NOPO is described. On the other hand, any amount of normal dispersion
can be added to the cavity by prism pairs or glass windows. A simulation of the dis-
persion curves as well as the tuning behavior of the NOPO presented in this thesis are
given in Chapter 3. More detailed insights into the NOPO mechanics, together with a
full characterization of a system depending on different amounts of dispersion is found
in [25,28].
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3 | Experimental realization of a
Non-collinear Optical Parametric
Oscillator

Following the theoretical considerations, the demands on a fast tunable NOPO are
defined. A suitable pump source must provide sufficient high intensities for the para-
metric process, as well as short pulse durations to create a gain window for the spectral
tuning method described in the last chapter. Among others, YAG-lasers have proven
to be appropriate for this purpose. Particularly in the thin-disk geometry, they allow
for high-power operation with femtosecond pulses. The choice of the nonlinear crystal
depends on the desired output wavelength. For the visible and near-infrared regime,
beta barium borate (BBO) is a reliable candidate. In the mid-IR range zinc germanium
phosphide (ZGP) and cadmium silicon phosphide (CSP) show excellent properties for
broadband operation with high conversion rates [29]. In addition to a large nonlinear
coefficient deff , a wide transparency range and a high damage threshold are key factors
for selecting appropriate crystals. A selection of the most adequate crystals for OPOs
operating in the near-IR spectral regime is presented in the following Section 3.1. Here,
a brief chronological outline of alternative tunable laser sources is given as well.

For the stimulated Raman measurements, not a specific wavelength is needed, but
a relative wavenumber difference, which is tunable over a specific range. Nevertheless,
output wavelengths in the near-IR regime are preferable to those in the visible or
ultraviolet spectral range. Even though the Raman process is slightly less efficient
there, but interfering fluorescence lines are avoided. On the other hand, in the far-IR
range, most materials begin to absorb the excitation light. In microscopy, typically
only a few tens of milliwatts average power are needed due to the strong focusing.
However, for monitoring large areas the power needs to be scaled accordingly. This
chapter introduces the NOPO, matching the listed requirements for the spectroscopic
measurements in the scope of this thesis. The experimental setup is followed by an
investigation of the dispersion management, as well as the characterization of the light
source.
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3.1 Tunable OPOs and alternative light sources

The first tunable optical parametric oscillator (OPO) was published in 1965, only four
years after the invention of the laser [30]. The cavity consisted merely of a lithium nio-
bate crystal about 5 mm long with reflective, dielectric coatings on the end faces. The
output wavelength was already tunable over a range of 70 nm, from 970 nm to 1040 nm
by controlling the crystal temperature. Even then, the potential of this technology to
construct continuously tunable oscillators was recognized. However, due to the lack of
suitable pump sources with high coherence and intensity, as well as missing nonlinear
crystals with appropriate optical properties, the field of OPO development remained
behind these expectations for 20 years [19]. Instead, dye lasers gained much popularity.
The mostly liquid dyes feature broad emission and absorption bands. Replacing one
cavity mirror with a diffraction grating, the lasers offer a good tunabilty with nar-
row linewidth [31]. Things changed, with the coming of the more practical solid-state
lasers, most notably the Ti:Sapphire laser. It owns a broad gain bandwidth, ranging
from 680 nm to 1100 nm and offers a certain tunability itself. As alternative tunable
light sources, chromium-based solid-state lasers are worth to mention. They have sim-
ilar intrinsic properties as Ti:Sapphire, but in the near-infrared spectral range [32]. A
selection of the most conventional tunable lasers is shown in Figure 3.1. The cited sys-
tems are mostly continuous-wave or nanosecond oscillators, since the ultrashort pulse
lasers require the broad optical bandwidth to generate the short pulses.

Around the same time of the advent of solid-state lasers, the discovery of new
nonlinear crystals invigorated OPO research. Particularly promising in the near-IR
spectral regime are beta barium borate (BBO), lithium triborate (LBO), potassium
titanyl phosphate (KTP) and bismuth triborate (BIBO). Besides broadband phase-
matching conditions, they feature a wide transparency range and a high damage thresh-
old. Firstly, nanosecond-pulse OPOs were reported. They were pumped by Q-switched
neodymium lasers, which were commercially available early on. Their radiation was
used at 1064 nm or its second or third harmonic at 535 nm and 355 nm, respectively [33].
With the development of Kerr-lens mode-locking (KLM) within Ti:sapphire lasers [34],
likewise the OPO research was pushed to picosecond and femtosecond time scales. The
high peak intensities of the ultrafast pump lasers lead to high parametric gains, so that
the OPO-threshold is easily exceeded. In contrast, continuous-wave OPOs were real-
ized rather late. Usually, they require cavity designs with more than one resonating
wave to build up enough gain and enable successful operation. Another breakthrough
was achieved with quasi-phasematching (see Section 2.2.2) and the development of
periodically poled lithium niobate (PPLN) and KTP crystals (PPKTP). Their high
nonlinear coefficient deff is 5 to 10 times larger than for BBO, depending on the exact
configuration. Together with the possibility to use rather long crystals, they allow for
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extremely widely tunable OPOs from continuous-wave to femtosecond pulse durations.
To demonstrate the tuning range, a variety of reported OPOs with different nonlin-
ear media are illustrated in Figure 3.1. Further examples, mainly from the mid-IR
spectral region, can be found in [19,33]. Nowadays, widely tunable OPOs are commer-
cially available on all time scales. Recently, fiber-based OPOs are on the rise. Using a
four-wave mixing process in specifically tailored photonic crystal fibers, they are very
stable alternatives to free-space OPOs [35]. However, a more detailed description goes
beyond the scope of this thesis.

Figure 3.1: Spectral coverage of the most common tunable lasers and OPOs from
the ultraviolet to the near-infrared regime. Top: Chromium-doped lasers [36–40], the
famous titanium-sapphire laser with its second harmonic [41] and two examples of dye
lasers [42, 43]. The colors have no significance. Bottom: Widely tunable OPOs based
on the nonlinear crystals PPLN, LBO, BIBO, KTP and BBO [44–48] with their signal
(orange) and idler (red) tuning ranges and at times with additional intracavity second
harmonic generation(green). The vertical axis has no importance.

For spectroscopy experiments, the narrow-band OPO needs to be tuned in wave-
length. However, most OPOs adapt the phase-matching condition over crystal angle
or temperature changes, which slows down the measurements. To speed up spec-
troscopy processes, electronically tunable OPOs can be used. For example, an intra-
cavity electro-optical Lyot filter may change the polarization and thus shift the output
wavelength. This way, Kong et al. recorded SRS-spectra in 5 ms per spectral com-
ponent [49]. But the tuning span of their light source achieves only 7.5 nm, covering
a spectral range of 115 cm−1 in stimulated Raman scattering microscopy. Likewise, a
fiber-based OPO was shown by Brinkmann et al. [35]. They combined an electronically
tunable wavelength filter with a special chirped fiber Bragg grating as output coupler,
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reaching 5 ms per wavelength step as well. But their tuning range between 780 nm
and 980 nm is considerably broader. Such fiber-based light sources are particularly
characterized by their stability. Therefore, they are ideally suited for use beyond the
laboratory work.

3.2 Experimental setup of the NOPO

A self-built Kerr-lens mode-locked Yb:YAG thin-disk (KLM TD) laser [50] acts as
pump source for the NOPO. It provides 280 fs-pulses with a repetition rate of 34 MHz
at an average output power of more than 20 W. Around 9.5 W of the IR-light is
converted in a 2 mm lithium triborate (LBO) crystal to more than 7.5 W green light
at 515 nm with an efficiency of nearly 80 %. This second harmonic with a pulse energy
of 0.2 µJ is used to pump the NOPO. Via a periscope followed by a lens, the pump
beam is focused through a cavity mirror into the nonlinear crystal. A change in height
at the periscope causes a change in angle at the same focal point. In this way, the
non-collinear angle between the pump and signal beams is adjusted.

The centerpiece of the NOPO is a 2 mm long BBO-crystal. Its outer surfaces are
cut in Brewster’s angle to minimize losses in the cavity. In Figure 2.5 on page 16 the
broadband phase-matching conditions for BBO pumped at 515 nm and θ = 24.5° are
already shown. Additionally, the non-collinear angle of α = 2.4° needs to be considered
designing the crystal. Therefore, it is cut at an angle θ = 27° between the optical axis
and the signal beam, which propagates horizontally through the crystal. The pump
beam is irradiated at the non-collinear angle in PVWC-geometry to obtain the best
possible beam profile. The cavity itself consists of seven plane and two curved double
chirped mirrors (DCMs), with a radius of curvature of −100 mm centered around the
gain crystal, plus an output coupler with a transmission of 12 % arranged in standing
wave geometry. One mirror is placed on a piezoelectric actuator to adjust the cavity
length to the desired output wavelength, according to the non-collinear tuning tech-
nique presented in the last chapter. For this purpose, a folding mirror rather than an
end mirror was specially chosen. With the same movement of the actuator, twice the
cavity length change is generated and the output wavelength is tuned more quickly.
The resulting misalignment of the NOPO is negligible and has no impact on the sta-
bility. A schematic setup and the behavior of the beam waist within the resonator are
illustrated in Figure 3.2.

To control the dispersive broadening of the wide parametric fluorescence, the dis-
persion inside the cavity needs to be regulated. Firstly, this is done via negatively
chirped mirrors. The used DCMs cover a high spectral reflection range between 600 nm
and 1200 nm and introduce a small amount of negative dispersion. To circumvent the
unavoidable oscillations in the group delay (GD) and group delay dispersion (GDD),
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Figure 3.2: (a) Experimental NOPO setup: TFP: thin film polarizer, λ/2: half-wave
plate, SHG: LBO-crystal for frequency doubling, L: lens, BBO: gain crystal, DCM:
double chirped mirror, FS: fused silica window, OC: output coupler. (b) Simulation of
the sagittal (top) and tangential (bottom) beam waist in the cavity. The focal waists
in the nonlinear crystal are wsag = 10 µm and wtan = 17 µm.

they are used in pairs [27]. Their dispersion profiles are shown in Figure 3.3(a) and
(b). Moreover, by inserting glass windows, any amount of positive dispersion can be
introduced into the cavity, depending on the glass type and thickness. In the final
configuration, two 12 mm thick fused-silica windows generate over four beam passes
each an internal dispersion of about 3500 fs2 at a central wavelength of 800 nm. In
Figure 3.3(c) and (d) the GD and GDD of the whole cavity are simulated for a varying
number of glass plates. Their influence on the NOPO spectra is investigated in the
next section.

3.3 Experimental results of the NOPO

In previous publications, the scalability of NOPOs has already been examined in detail
[28, 51]. There it is shown that the slopes of the signal output power over the pump
power follow the typical laser characteristics with a linear progression above the pump
threshold. Depending on the output wavelength, the threshold and the efficiency may
vary slightly. Nevertheless, sufficient intensities for the subsequent stimulated Raman
spectroscopy can be achieved even with moderate pump powers. However, the tuning
behavior and the width of the individual output spectra are essential for the Raman
measurements and their resolution. This in turn is regulated via the internal round-
trip dispersion. In the following section, the influence of the dispersion is examined
more closely. Subsequently, the NOPO characteristics in the final configuration are
presented.

3.3.1 Impact of dispersion

As discussed in Section 2.3.2 the internal dispersion causes mainly two effects. On the
one hand, it affects the length by which the resonator mirrors needs to be shifted for
tuning the output wavelength. Only the spectral components that overlap spatially and
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Figure 3.3: Top: (a) GD and (b) GDD of the used individual DCMs 1 and 2 in dark
and bright blue, as well as of the DCM pair in orange. Bottom: (c) Simulation of
the internal cavity GD and (d) GDD (right) for zero to three inserted fused silica (FS)
plates. The final configuration, inserting two FS windows, which corresponds to 96 mm
glass per round-trip is highlighted in orange. The remaining ripples in the GDD occur
from the DCMs.

temporally with the pump pulses in the nonlinear crystal are amplified. Besides the
repetition rate of the pump radiation, this depends on the respective color round-trip
time and thus on the group delay dispersion and the cavity length. This relationship is
already illustrated in the Figures 2.6(b) and 3.3(c). Furthermore, the NOPO internal
dispersion defines the bandwidth of its output spectra. Since the pump pulses represent
a fixed gain window, their overlap with a spectrally more dispersed pulse causes a
narrower signal wavelength range. For the fast spectroscopy experiments narrow output
spectra, but a high tuning rate and thus small mirror shifts are beneficial. A suitable
trade-off needs to be found.

In the presented NOPO, the internal dispersion is realized by 12 mm thick windows
made of fused silica. To reduce losses in the cavity, they are either protected with
a broadband anti-reflection coating or inserted in Brewster’s angle into the cavity.
Without any glass plate, the NOPO is not stable. All frequencies are simultaneously
amplified in the nonlinear crystal and no stable mode can establish. Even with a single
glass window, controlled tuning of the output wavelength is difficult. Already small
length changes of the cavity by a few micrometers cause a large spectral variation. In
particular, the influence of two and three glass plates is investigated. Their respective
tuning curves with the output spectra in the frequency domain in relation to the
movement of the electronically driven translation stage are shown in Figure 3.4.
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Figure 3.4: (a) The tuning behavior of the NOPO with two (orange) and three (red)
12 mm thick fused-silica windows. The dotted lines indicate the calculated values.
(b), (c) Selected spectra for each configuration. The output power over the central
frequency is shown in dashed lines.

As shown in the schematic NOPO setup in Figure 3.2(a), each glass window is
traversed four times per round-trip in the standing wave cavity. The large optics are
each crossed twice on the way there and twice on the way back through the cavity.
Thus, one 12 mm thick plate introduces a total of 48 mm material per round-trip.
With two FS windows, the cavity mirror must be moved by 170 µm to scan through
the entire spectral range from 290 THz to 430 THz. With one additional plate, the
distance increases to 240 µm, although the spectral range is shortened to 410 THz.
Due to the added glass window, additional losses are introduced into the cavity. These
losses are not only visible in the reduced tunability and a harder alignment of the
oscillator, but also in lower output power. This is shown for two plates with at total
96 mm introduced fused silica in Figure 3.4(b) and for three plates with 144 mm in
3.4(c) respectively by the dashed lines. With comparable pump powers of about 7 W
in the green, the NOPO achieves with two glass plates up to 400 mW output power.
An additional plate reduces this value by 100 mW. Likewise, the drop in in output
power at 320 THz, caused by parasitic second harmonic generation, is stronger with
the added glass window. Though, the NOPO starts fluctuating in both configurations,
the unstable region is larger in the second case. No spectroscopy experiments can be
performed here.

Special attention is paid not only to the tuning range but also on the shape of the
output spectra. Individual spectra for both configurations can be seen again in Figure
3.4. However, only slight differences are found here. On average, the oscillator using
96 mm inserted glass emits spectra with a full width at half maximum (FWHM) of
3.8 THz. If the dispersion is increased to 144 mm fused silica, the width is slightly
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reduced to 3.6 THz. Nevertheless, the more unstable behavior of the NOPO is also
evident here. The width of the individual output spectra fluctuates more than in the
previous configuration. Besides very narrowband spectra, there are as well very wide
ones with up to 5.8 THz, which corresponds to 14.9 nm. For this reason, the setup
with two plates is used for the spectroscopic measurements. The minimal reduction
in spectral width does not justify the increased instabilities and challenges in setting
up the laser source. Alternatively, other types of glass with better transparency and
higher dispersion can lead to a more stable, but narrowband NOPO. Also, the use
of a single thick glass block instead of multiple windows may contribute to a better
performance. This prevents cavity losses due to fewer surface reflections.

3.3.2 NOPO characteristics

The complete tuning range of the NOPO in the final configuration is shown in Figure
3.4 in orange. For the spectroscopic measurements, particularly the spectral range from
365 THz to 400 THz or 750 nm to 820 nm is of interest. This is where the strong oxygen-
hydrogen and carbon-hydrogen stretching modes can be detected with the stimulated
Raman setup that will be described in Chapter 5. In this section, the focus lies on
this finite wavelength region, well away from the degeneracy point and the region of
parasitic SHG.

Essentially, after a warm-up period, the NOPO runs very reliable and stable during
the day. Nevertheless, it needs to be slightly readjusted after each turning-on to reach
the full power and bandwidth. The phase-matching within the nonlinear crystal and
though the tuning behavior is highly sensitive even to very small changes in length and
angle of the cavity mirrors. For this reason, the laser radiation is newly characterized
before each experimental unit. Mainly, the output spectra and power are recorded
in relation to the replacement of the piezoelectric actuator. Such a characterization
measurement is shown in Figure 3.5. More precisely, this is the calibration curve for
the following mixing experiments in Chapter 5.2.

The tuning curve in Figure 3.5(a) is not smooth, but has small irregularities. They
are caused by the ripples in the GDD. The individual spectra support pulse durations
as short as 130 fs. However, the pulses directly out of the NOPO are not Fourier
limited, but typically slightly shorter than the pump pulses [25]. For the subsequent
stimulated Raman spectroscopy experiments, these longer pulses are beneficial as they
provide a better temporal overlap of the detection beams. Therefore, no further com-
pression stages are included. The output power, plotted in Figure 3.5(c) decreases with
smaller wavelength and declines towards the edge of the phase-matched region. Nev-
ertheless, these power differences are of no significant importance for the spectroscopy
applications. In addition, the beam profile is pictured in the inset 3.5(b). Although it
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Figure 3.5: Tuning characteristic of the NOPO from an actual measurement (refer to
Section 5.2), showing (a) the output spectra and (c) power over the relative cavity
displacement. The inset (b) shows the elliptic beam profile with a Gaussian shape.

shows a slight ellipticity, it still features a Gaussian beam shape with excellent focusing
properties.

All in all, the presented NOPO is an ideal light source for stimulated Raman spec-
troscopy. With the fast-moving piezoelectric actuator, the output spectrum is tuned
within the shown range in less than 10 ms. Hence, real-time spectroscopy is enabled.
Actual measurements with the demonstrated system are shown in Chapter 5. In the
outlook im Chapter 6 further improvements for the NOPO are suggested. Besides a
possibility to extend the spectral range for the experiments, a transfer of the non-
collinear tuning concept to other nonlinear crystals is discussed. Of particular note, a
NOPO in the visible spectral range was already realized using the same concept [51].
By a further SHG step, fast tunable radiation in the ultraviolet spectral regime is feasi-
ble, which opens up further possibilities for spectroscopy applications. For example in
resonance Raman scattering, where the excitation energy is close to the electron tran-
sistions of the molecules. It provides a significantly enhanced intensity of the Raman
scattering.
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4 | Theoretical Aspects of Stimulated
Raman Scattering

The spontaneous Raman effect was discovered in 1928 by C. V. Raman [52] and earned
him the Nobel Prize two years later. Inspired by the blue color of the ocean1 Raman
wanted to study the scattering of light in liquids, as he stated in his noble lecture [54].
During his investigations he observed a new kind of radiation. A small portion of the
scattered light comes at different wavelength than the original one. A small part of
the photon energy is transferred to the molecules, raising them to a higher energy
level. The Nobel Committee recognized the great potential in this discovery, as it
provides insights in the structure of molecules and allows the analysis of all different
types of materials. At the latest with the development of the laser, which supplies
sufficient light intensities, Raman spectroscopy had its breakthrough. Today, it is one
of the most used analysis methods, mainly in chemical research and in biomedical
imaging. Several techniques and tricks emerged to increase the sensitivity towards
smaller probing volumes and shorter detection time scales. In this work, the focus lies
on Stimulated Raman Scattering. A method that evolved since 1960 from bulk samples
over single cell imaging to measurements of nanoscopic volumes [55]. In addition to
the textbooks [15,16,56], the following sections are based on a tutorial about coherent
Raman scattering [57]. In this special topic article all fundamental basics are brought
together.

4.1 Spontaneous Raman Scattering

Many physical processes do not only occur spontaneously, but they can be specifi-
cally stimulated. For example, the laser is based on stimulated emission instead of
spontaneous fluorescence. the NOPO from the first part of this work uses not only
parametric fluorescence, but its stimulated amplification. In the same way, there is
also a spontaneous and stimulated course in Raman scattering. This chapter starts

1Unlike the sky, the ocean does not get its blue color from scattering, but from the absorption of
the red parts in the visible spectrum. [53]
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with the spontaneous scattering processes and their mathematical description. They
are based on the the excitation of vibrational energy states in molecules. After the
fundamentals, the next chapter describes stimulated Raman scattering, which is used
for the spectroscopy experiments in the scope of this thesis.

4.1.1 Molecular vibrational resonances

In molecules, the energy levels are not only determined by the electrons, but also
by vibrational and rotational movements of the individual atoms against each other.
These vibrational modes are quantized and can be excited by infrared (IR) light. Typ-
ical excitation wavelengths range from 2500 nm to 20 000 nm, which corresponds to
frequencies between 15 THz and 120 THz or 500 cm−1 and 4000 cm−1. The electronic
energy levels are far above the vibrational ones, typically in the visible and ultraviolet
spectral regime.

To understand what is behind this IR absorption, the description of the nonlinear
polarization and its first linear order P (1) from Chapter 2 must be taken up. In a simple
classical model, a molecule can be described by charged masses, representing the atomic
nuclei, connected with a spring as bonding. The most simple case, a diatomic molecule,
is illustrated in Figure 4.1(a). It is described by two masses m1 and m2 holding
opposite charges ±q. The charge difference of the two masses induces a dipole moment
p(t) = qx(t). If now a linearly polarized electromagnetic light field E(t) = E0 exp(−iωt)
hits the molecule, it generates a Lorentz force FL(t) = qE(t) and excites the atoms to
oscillate around their ground position x0. The molecule passes from its ground state to
an excited vibrational state, as illustrated in the energy level diagram in Figure 4.1(b).
For weak fields, the motion of the masses follows a driven harmonic oscillation

d2x

dt2 + 2γ
dx

dt
+ Ω2

Rx = FL(t)
m

, (4.1)

with the damping term γ which represents the radiation losses, the systems resonance
frequency ΩR and the reduced mass m = m1m2/(m1 + m2). For excitation close to
the resonance (w ≈ ΩR) and for small damping (γ ≪ Ωr) the solution of this differen-
tial equation is an oscillation x(t) = x(ω) exp(−iωt) with the well-known Lorentzian
function as complex amplitude

x(ω) = −qE0/m

Ω2
R − ω2 − 2iωγ

. (4.2)

Extending this simple system to a macroscopic medium with N particles, the light
field generates not only a single dipole moment, but an overall polarization P (t) =
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Np(t). In linear optics, the polarization can be seen as direct response to the electric
field with the linear susceptibility χ(1) as proportionality factor:

P (ω) = Nqx(ω) = ε0χ
(1)(ω)E(ω), (4.3)

where ε0 is the electric permittivity in vacuum. The linear susceptibility χ(1) is a
complex material property alike Equation (4.2). Its real part is related to the refractive
index n(ω), whereas the imaginary part determines the absorption coefficient of the
medium α(ω) [58]. Close to the resonance, it applies

n(ω) = n0 −
1

2n0
Re{χ(1)} α(ω) = 2π

λ0n0
Im{χ(1)}. (4.4)

In these formulas, n0 is the mean refractive index of the medium and λ0 is the wave-
length in vacuum corresponding to the angular frequency ω. The course of the linear
susceptibility as a function of the excitation frequency is plotted in Figure 4.1(c). The
absorption shows a peak at the resonance frequency ΩR. At this frequency the molecule
absorbs the light and and passes in an excited vibrational state. The absorption bands
can be directly measured over IR absorption spectroscopy.

Figure 4.1: (a) Simplified picture of a diatomic molecule as two charged masses con-
nected with a spring. (b) Energy diagram of the IR absorption process. The system
is lifted from its ground state (GS) to the vibrational state (VIB) by infrared light
with the photon energy ℏΩR. The electronic levels (EL) require far more excitation
energy. (c) Normalized behavior of the linear susceptibility χ(1) across the molecular
resonance. The real part (top) is related to the refractive index of the medium. The
imaginary part (bottom) is related to the medium absorption and has a strong peak
at the resonance frequency ΩR.

4.1.2 Spontaneous scattering

Talking about scattering, the frequency of the incident light field ωP is far-away from
the resonance ΩR. Thus, the Lorentzian approximation from the previous Section 4.1.1
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is not valid anymore. Nevertheless, considering again the diatomic molecule in Figure
4.1(a), an exciting field E(t) = AP cos(ωPt) induces a dipole moment p(t) = α(t)E(t)
to the molecule, where α(t) is the polarizability. The polarizability is a property of
molecules and atoms. It is a measure of how strong the different charged particles
can be displaced under an external electric field. The higher the polarizability, the
easier it is to induce a dipole moment. Its strength depends on the intra-molecular
distance x. Without excitation, this distance oscillates at the resonant frequency
x(t) = xf cos(ΩRt), with a small fluctuation amplitude xf . For low fluctuations, the
polarizability can be expanded as Taylor series around its initial value α0, where the
molecule rests in its ground position x0

α(t) = α0 +
(

∂α

∂x

)
0

x(t). (4.5)

Combining all the equations the dipole moment is found as:

p(t) =
[
α0 +

(
∂α

∂x
xf cos(ΩRt)

)
0

]
AP cos(ωPt)

= α0AP cos(ωPt)︸ ︷︷ ︸
Rayleigh

(4.6)

+ 1
2

(
∂α

∂x

)
0

APxf cos[(ωP − ΩR)t]︸ ︷︷ ︸
Stokes

+ 1
2

(
∂α

∂x

)
0

APxf cos[(ωP + ΩR)t]︸ ︷︷ ︸
anti−Stokes

The first term, containing only the pump frequency ωP, describes the Rayleigh
scattering. The molecule stays in its ground state and the scattered light has the
same frequency as the initial one. The second term with the frequency ωS = ωP − ΩR

shows a red shifted scattering, which is the Stokes Raman scattering. The molecule
is moved from the ground state to an excited vibrational state, while the initial field
loses energy. The third term with frequency ωAS = ωP + ΩR describes the blue shifted
anti-Stokes Raman scattering. The molecule goes from the excited state to its ground
level transferring energy to the field. In Figure 4.2(a) the energy diagrams of the three
scattering processes are shown.

In a macroscopic picture with N molecules, the pump field with the frequency ωP

induces an overall polarization P (t) = Np(t) analogue to Equation (4.3) and thus
generates the Stokes field EStokes = AStokes cos(ωSt). This leads to the intensity of the
Raman shifted light:

I(ωS) = ε0c

2 |EStokes(ωS)|2 ∝ |xf |2|AP|2
(

∂α

∂x

)2

0
(4.7)
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Figure 4.2: (a) Spontaneous Raman scattering energy diagrams: In Stokes Raman
scattering the pump light transfers over a virtual energy level (VIR) the system into
an excited vibrational state (VIB). Accordingly in Rayleigh scattering the system stays
in its ground state (GS) and in anti-Stokes Raman scattering, it falls from its excited
state to the fundamental level. The electronic states (EL) are far above the excitation
energy. (b) Schematic illustration of the scattered light in the frequency domain: The
intensity of the Rayleigh scattering at the initial frequency ωP is much higher than the
inelastic Raman scattering.

From this equation it can be seen that the intensity scales with |∂α/∂x|2, which un-
derlies the requirement of a change in the polarizabilty α. Furthermore, it scales with
the amplitude of the nuclear motion |xf |2. However, the nuclear motions are not cor-
related. Each generated field carries a random phase, which causes the spontaneous
Raman scattering to be incoherent. Commonly, the intensity is described in terms
of a cross section σ(ω), which inherits all the material properties and the strength
of the frequency dependent Raman response. With the intensity of the pump beam
IP ∝ |AP|2, the sample length L and the number of molecules in the interaction volume
N the total intensity of the Stokes scattered light can be written as

I(ωS) = NLσ(ωS)IP. (4.8)

Typical values for the Raman cross section are listed in Table 4.1. Commonly, they
are determined as differential cross sections over the solid angle sr to account fot the
scattering angle.

Unfortunately, our classical approach does not provide the full picture of the spon-
taneous Raman scattering process. In thermal equilibrium the ground state is more
populated than the excited energy levels. For this reason, experimentally, the Stokes
scattering is more intense than the anti-Stokes scattering as illustrated in Figure 4.2(b).
This only follows from the complete quantum mechanic description. However, this cal-
culation goes beyond the scope of this thesis. It can be looked up in [56].

35



molecule frequency shift cross section dσ/dΩ
in cm−1 in cm2/sr/molecule

nitrogen N2 2330 5.5×10−31

oxygen O2 1556 6.77×10−31

carbon dioxide CO2 1338 8.31×10−31

water H2O 3657 13.75×10−31

ozone O3 1103 16.50×10−31

methane CH4 2917 40.15×10−31

Table 4.1: Raman cross section for typical molecules from our atmosphere. The results
were taken with an excitation wavelength of λP = 488 nm [16].

4.2 Stimulated Scattering

This chapter will first discuss coherent Raman scattering in general. Subsequently, the
stimulated Raman process, which is used for the measurements in the context of this
thesis, is described in more detail.

4.2.1 Coherent Raman scattering

For a classical description of the Coherent Raman scattering (CRS) process, the model
from Figure 4.1 needs to be extended. In addition to the pump field at ωP, the Stokes
field at frequency ωS is added as second initial wave. The total field in complex notation
can be written as

E(t) = AP exp(−iωPt) + AS exp(−iωSt) + c.c. (4.9)

The diatomic molecule still follows the movement of a driven harmonic oscillator
like described in Equation (4.1). However, the driving force F (t) depends now on
both fields. As the pump and Stokes frequencies are far from the resonance ΩR, the
vibrational mode cannot be excited efficiently. Nonetheless, the surrounding electrons
follow the incident fields. If the fields are sufficiently intense, nonlinear electron motions
can occur at the beating frequency Ω = ωP − ωS. The mathematical derivation of the
force can be found in [16]. It is given by

F (t) =
(

∂α

∂x

)
0

[APA∗
S exp(−iΩt) + c.c.] . (4.10)

Analogous to the solution in Equation (4.2) for the spontaneous scattering, the molecule
starts an oscillation at the beating frequency x(t) = x(Ω) exp(−iΩt) + c.c.. The vibra-
tional amplitude

x(Ω) = 1
m

(
∂α

∂x

)
0

APA∗
S

Ω2
R − Ω2 − 2iΩγ

(4.11)
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follows again a Lorentzian function. And analogous to Equation (4.3) an overall po-
larization P is found depending on the polarizability α(t). It splits into a linear part
PL = Nα0E(t) and into a nonlinear part

PNL(t) = N

(
∂α

∂x

)
0

[
x(Ω)e−iΩt + c.c.

]
×
[
APe−iωPt + ASe−iωSt + c.c.

]
= P (ωAS)e−iωASt + P (ωCS)e−iωCSt + P (ωP)e−iωPt + P (ωS)e−iωSt + c.c. (4.12)

The nonlinear polarization radiates at four different frequencies ωAS = 2ωP−ωS, ωCS =
2ωS − ωP, ωP and ωS with the complex amplitudes:

P (ωAS) = N

(
∂α

∂x

)
0

x(Ω)AP = 6ε0χNL(Ω)A2
PA∗

S CARS (4.13a)

P (ωCS) = N

(
∂α

∂x

)
0

x(Ω)∗AS = 6ε0χ
∗
NL(Ω)A2

SA∗
P CSRS (4.13b)

P (ωP) = N

(
∂α

∂x

)
0

x(Ω)AS = 6ε0χNL(Ω)|AS|2AP SRL (4.13c)

P (ωS) = N

(
∂α

∂x

)
0

x(Ω)∗AP = 6ε0χ
∗
NL(Ω)|AP|2AS SRG. (4.13d)

The nonlinear susceptibility χNL is a material quantity, which describes the frequency
response of the material to the incoming fields. Similar to the vibrational oscillations
in Equation (4.11) it follows a complex Lorentzian function

χNL(Ω) = N

6mε0

(
∂α

∂x

)2

0

1
Ω2

R − Ω2 − 2iΩγ
. (4.14)

The progression of the nonlinear susceptibility is alike the one of the linear susceptibility
shown in Figure 4.1(c). It is stronger the closer the difference frequency Ω is to the
resonance frequency ΩR. Further on, the nonlinear susceptibility is highly dependent
on the coupling term (∂α/∂x)0, which links the electron motions with the nuclear
modes.

The buildup of this nonlinear polarization is illustrated in Figure 4.3(a). The beat-
ing of the two frequencies in the total incident field E(t) drive the molecular vibration
x(t) at the resonance frequency ΩR. This vibration results in a changing polariz-
ability and mixes with the incident field to a nonlinear polarization, generating the
four frequencies ωAS, ωCS, ωP and ωS. The different procceses are named: Coherent
anti-Stokes Raman Scattering (CARS), Coherent Stokes Raman Scattering (CSRS),
Stimulated Raman Loss (SRL) and Stimulated Raman Gain (SRG). The energy level
diagrams in Figure 4.3(b) show the involved fields for each process. Note, that they do
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not provide any information about either the field intensities nor of the energy state of
the molecule (compare Figure 4.5).

Figure 4.3: (a) Illustration of the coherent Raman process. (b) Energy level diagrams of
the four stimulated Raman processes. The first argument in the polarization amplitude
denotes the frequency of the generated wave and the following ones after the colon
indicate the frequencies of the involved input waves.

CSRS is not often used in laboratory operations. The generated frequencies ωCS

are red-shifted with respect to the input fields and are often in competition with fluo-
rescence signals. In contrast, the CARS process generates blue-shifted frequencies ωAS.
Here, the measurements are less noisy and better detectors are available. However,
CARS suffers from a non-resonant background. There is an other four wave mixing
process, which scatters the light to the frequency ωAS, even if the difference between
pump and Stokes does not match the molecular resonance. SRG and SRL are discussed
in more detail in the next section.

4.2.2 The Stimulated Raman scattering process

The Stimulated Raman scattering process (SRS) includes the stimulated Raman gain
(SRG) and loss (SRL) introduced in the last section. The energy level diagrams from
Figure 4.3(b) already hint, that both processes are linked together as exact the same
fields are involved. Their nonlinear susceptibilities from Equation (4.13d) and (4.13c)
are connected over χNL = χSRL = χ∗

SRG. In this section we continue this considerations.
Keeping the classical model from the previous parts, a pump and a Stokes field

generate a nonlinear polarization PSRL, which itself produces a weak field at the pump
frequency ESRL = ASRL exp(−iωPt) exp(iϕ). The generated field can have a phase dif-
ference ϕ compared to the initial pump field. Its complex amplitude depends according
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to Equation (4.13c) to the nonlinear susceptibility ASRL ∝ PSRL ∝ χNL|AS|2AP. The
overall intensity at the pump frequency is given by the individual intensities and the
interference term

I(ωP) = ε0c

2 |EP + ESRL|2 ∝ |EP|2 + |ESRL|2 + [EPE∗
SRL + E∗

PESRL]

∝ IP + ISRL + 2IPISRL [Re{χNL} cos ϕ + Im{χNL} sin ϕ] . (4.15)

The intensity of the weak field ISRL in the second term is negligible in comparison to
the one of the pump field. However, the mixing term can be significant depending on
the phase difference ϕ and the strength of the nonlinear susceptibility χNL. In Figure
4.5(a) its dependence on the frequency Ω, which follows again a Lorentzian function,
is plotted. Far from the resonance frequency ΩR the susceptibility becomes small. At
resonance, the real part vanishes. The phase amounts to −π/2, so the generated field
is π/2 retarded with respect to the initial pump field. The same considerations can be

Figure 4.4: Behavior of the normalized susceptibility χNL over the frequency Ω =
ωP − ωS according to Equation (4.14). (a) Real (black) and imaginary (grey) part.
(b) The susceptibility expressed in polar form χNL = |χNL| exp(iϕ), decomposed in
amplitude and phase. [56]

done for the Stokes field. With the symmetrical susceptibility the phase adds up to
ϕ = π/2. The overall intensities are found to be

I(ωS) ∝ IS + 2IPIS Im {χNL} , I(ωP) ∝ IP − 2IPIS Im {χNL} . (4.16)

The pump field interferes destructively with the generated weak field, so it appears as
loss in intensity ∆IP. In the same time, the Stokes field experiences a gain ∆IS. The
process is illustrated in Figure 4.5(b) in the frequency domain.

This simple classical model already describes the most important aspects of SRS.
A more complex approach, by inserting the nonlinear polarizations from Equations
(4.13) into the wave equations as done in Section 2.1.2 for the parametric gain, results
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in the same dependencies. Within the slowly varying envelope approximation, the wave
equation for the pump and the Stokes field are [16,57]

∂AS

∂z
= iωS

2nSϵ0c
P (ωS) and ∂AP

∂z
= iωP

2nPϵ0c
P (ωP). (4.17)

In this way, a stimulated Raman gain gRIP can be found, which is related to the imag-
inary part of the nonlinear susceptibility. The detailed solution is given in Appendix
B. It leads to the SRG and SRL intensities, which can be described via the coupled
equations [59]

∂IS

∂z
= gRIPIS,

∂IP

∂z
= −ωP

ωS
gRIPIS. (4.18)

The gain and loss quantities are linked by ∆IP = −(ωP/ωS)∆IS. The pump beam
loses more energy, than is transferred to the Stokes beam. The residual energy remains
in the molecule. This can be seen in the energy level diagrams in Figure 4.5(a). In
contrast to the ones in Figure 4.3, they are not depicted in terms of fields, but of in-
tensities. As in the spontaneous Raman process, SRS lifts the system form its ground
state (GS) via a virtual energy level (VIR) into an excited vibrational state (VIB).
Thereby a pump photon is transferred into a Stokes photon. Nevertheless, their forma-
tion is based on different mechanisms. Spontaneous Raman scattering is an inelastic
scattering process with low probability, whereas SRS is a coherent interaction between
two beams. This is somehow similar to the differences between fluorescence and the
stimulated emission of radiation.

Figure 4.5: (a) Energy level diagrams of spontaneous and stimulated Raman scattering.
In the coherent case, the extinction of the pump photon is called stimulated Raman
loss (SRL) and the generation of the additional Stokes photon stimulated Raman gain
(SRG). (b) Illustration of the SRS process in the frequency domain. In contrast to
CARS and CSRS, SRS does not generate new frequencies, but appears as intensity
loss ∆IP and gain ∆IS on the pump and Stokes beam.

Indeed, it is possible, using SRS to build a Raman laser. However, the Raman
gain is quite low compared to the one of usual laser media. Therefore, it is often
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compensated by increasing the interaction length of the active medium utilizing a
fiber [59]. On the other hand, in microscopy, the SRL or SRG is measured to get
access to the vibrational information of the investigated samples. Here, it is more
common to express the intensity changes in dependence of a cross section as done for
the spontaneous case in Equation (4.8):

∆IP ∝ Nσ(Ω)IPIS, ∆IS ∝ Nσ(Ω)IPIS. (4.19)

Besides, spontaneous scattering can be considered as stimulated Raman process out
of vacuum fluctuations [57] . Vacuum fluctuations are present in all electromagnetic
modes, including the Stokes Mode with frequency ωS = ωP −Ω. However, they run in
any direction and have random phases, so that only incoherent fields can be generated.
Inserting the fluctuations δIP in Equation (4.16) leads to

δIS(L) ∝ δIS(0) + 2IPδIS(0) Im {χNL} . (4.20)

The first term is negligible, but the second one is amplified via the pump radiation
and the simulated Raman gain. Thus, it can be shown that the inelastic scattering
depends on the nonlinear susceptibility Ispon. ∝ Im{χNL}. Likewise, the cross sections
in the Equations (4.8) and (4.19) coincide and measurements of the SRL and SRG give
direct access to the Raman spectra. In real-life experiments, the stimulated signals
are generally three orders of magnitude higher, than the spontaneous ones. However,
typical values are in the range ∆IP/IP ∼ 10−4 to 10−7. In the next Chapter, techniques
to measure the small signals hidden in the laser noise, are shown.
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5 | Experimental realization of a
Stimulated Raman Scattering setup

After the presentation of the tuneable laser source and the theoretical aspects of SRS,
this Chapter covers the actual measurements. A big advantage of the SRS in combina-
tion with the fast tunable NOPO is the high acquisition speed. To enable a classifica-
tion, different techniques to achieve fast stimulated Raman spectroscopy are presented.
Then, the measurement setup is shown and the measurement principle is introduced
as an interplay between laser tuning and time-resolved detection. Firstly, it is used
for concentration determination in different solutions. Explicitly, mixing processes in
a water-isopropanol solution are observed in real-time to highlight the remarkable de-
tection speed. Furthermore, different plastic samples are investigated. Finally, even
microplastic particles (MP) floating inside a cuvette filled with water are analyzed.
With a temporal resolution of 8 ms, the tiny particles are detected when they cross
the detection beams. In the future, the presented technique may be used for fast MP
detection in water flows.

5.1 Measurement principle

Now that the origin of SRS-signals has been discussed in the theoretical considerations,
the question is how to measure them. Lock-in amplifiers find application everywhere,
where small, alternating signals are to be extracted from a large noise background.
They are electronic devices, which can convert a noisy ac-signal into a detectable dc-
output via phase-sensitive detection. Its input is multiplied with a reference signal
and passes a low-pass filter so that only the frequency of interest remains from all
frequency components. A more detailed explanation of lock-in amplifiers is given in
the Appendix C. Lock-In amplifiers are used in the vast majority of SRS-experiments.
As they need alternating signals, typically either the pump or the Stokes beam is
modulated by an acousto- or electro-optic modulator. If the difference between pump
and Stokes frequency corresponds to a Raman-active transition of the sample, the
modulation transfers to the respective other beam. This is measured at a photodiode,
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which passes the signal to the lock-in amplifier. There, it is isolated from the strong
background and read out. Lock-in amplifiers can reach integration times in the order
of microseconds. However, only a single spectral line, which corresponds to a single
difference frequency between pump and Stokes beam, can be observed in this way. For
broadband measurements multiplex SRS and spectral focussing established in addition
to the wavelength tuning [60]. These methods are presented in the following Section.
Afterwards, a detailed description of the measurement principle used in the scope of
this thesis is given.

5.1.1 Multicolor SRS methods

Summarizing the last Chapter, stimulated Raman measurements are based on the fact,
that different molecules show different Raman spectra as they own different vibrational
states. To interrogate a single Raman line, two laser beams are needed. Their frequen-
cies must be precisely tuned so that their difference frequency matches the vibrational
transition of interest. The most obvious way to achieve this is it to shift a narrowband
laser in wavelength, as illustrated in Figure 5.1(a). It is very possible with OPOs by
adapting the phase-matching conditions. In Chapter 3.1 already some systems were
presented, which can tune their wavelength particularly fast [35,49]. Nonetheless, other
methods to obtain stimulated Raman spectra at high rates are developed. A variety
of techniques and applications of SRS can be found in textbooks [61] or review pa-
per [55,60]. Here, the two most common methods, namely multiplex-SRS and spectral
focussing are presented in more detail.

Instead of scanning all spectral lines step by step, multiplex-SRS speeds up the
measurements significantly. Using one narrow and one broadband detection beam, al-
lows the recording of several lines simultaneously. However, a simple photodiode with
lock-in detection is no longer sufficient for detection. In its place, a spectral splitting,
an entire diode array and a multi-channel lock-in are needed. A schematic setup is
shown in Figure 5.1(b). Zhang et al. perfected this technique. They achieved acquisi-
tion times of 5 µs per SRS-spectrum with help of a 32-channel diode array and a lock-in
free detection [62]. Their setup needs a pulse shaper to spectrally narrow down the
Stokes beam down to 20 cm−1 for a good resolution. Behind the microscope system,
transmission gratings disperse the broadband pump light to fill the photodiode array.
The spectral window covers 200 cm−1. Another method that is frequently used is spec-
tral focussing. Here, the pump and the Stokes beam experience the same linear chirp
as depicted in Figure 5.1(c). The difference frequency, which excites the Raman transi-
tion, stays constant over the whole pulse length. It is tuned via a temporal delay, which
is typically easier to handle than wavelength tuning or spectral decomposition. It can
be realized over a motorized stage or a rapid acousto-optic delay line. Alshaykh et al.
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Figure 5.1: (a) Wavelength tuning, (b) multiplex SRS and (c) spectral focusing in the
spectral regime (top) and in the time regime (center), as well as a schematic setup
respectively (bottom).

succeeded in a sampling rate of 30 kHz with SRS-spectra spanning over 200 cm−1 [63].
In detection radiation is provided by an Ti:Sapphire pumped OPO. The pump beam
is chirped from 120 fs to 1.6 ps passing two glass rods. An acousto-optic programmable
dispersive filter or dazzler is used to match the chirp on the Stokes beam, as well as
to introduce the temporal delay. They reach a spectral window of 250 cm−1 with a
resolution of 25 cm−1. For comparison, Table 5.1 lists the presented systems with their
main properties.

citation spectral range coverage speed resolution

multiplex [62] 200 cm−1 2900–3100 cm−1 5 µs 20 cm−1
SRS per spectrum

spectral [63] 250 cm−1 2800–3050 cm−1 12.8 µs 25 cm−1
focussing per spectrum

this work 1500 cm−1 2000–3500 cm−1 7.7 ms 125 cm−1
per spectrum

fast wavelength [35] 2700 cm−1 570–3300 cm−1 5 ms 12 cm−1
tuning [35] per wavelength step

Table 5.1: Multicolor SRS techniques with typical parameters

Stimulated Raman scattering in combination with the NOPO introduced in the
previous chapters, utilizes wavelength tuning as the most straight forward technique.
The detection unit consists only of one photodiode in combination with the lock-in am-
plifier. No elaborate optics or spectral diffraction is needed. Nevertheless, it allows for
real-time recording of Raman spectra. The covered spectral window exceeds 2000 cm−1

and thus outperforms multiplex SRS and spectral focussing. The detailed setup and
actual measurements follow in the next Section.
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5.1.2 Experimental setup

For the SRS measurements, two laser beams with different wavelength are required.
Their difference frequency determines the scanned Raman transition. The Stokes beam
is provided by the thin-disk laser, which powers the NOPO. Its wavelength is fixed
at 1030 nm. The pump beam for the SRS-process is produced by the NOPO and
is commonly tuned between 750 nm and 850 nm. The piezo actuator in the NOPO
is driven with up to 65 Hz via a triangle voltage. Thus spectral lines ranging from
2100 cm−1 to 3600 cm−1 can be probed within less than 10 ms. Both laser systems
are inherently synchronized and share the same repetition rate. A delay line is used
to temporally overlap their pulses. Moreover, the amplitude of the Stokes beam is
altered by means of an acousto-optic modulator (AOM) (IntraAction Corp., AOM-
405A1). Modulation depths of up to 75 % are achieved at a modification frequency
of 1 MHz. Both, the delay line and the AOM are placed in the IR-beam with fixed
wavelethgth instead of the tuned NOPO output. In this way, dispersion effects are
avoided when tuning the NOPO. The two detection beams are spatially superimposed
by a dichroic mirror. Subsequently, a lens with a focal length of 50 mm focuses the
beams into the sample. Here, beam diameters of about 25 µm are achieved. With
a respective average power of 260 mW, sufficiently high intensities of 25 kW/cm2 are
generated in the probe. In front of the detection unit, a short-pass filter removes the
originally modulated Stokes beam. In case of a valid Raman transition, its modulation
is transferred to the pump beam. For the detection a large-area photodiode (Thorlabs,
FDS100) is used. An additional neutral density filter protects it against saturation.
The strength of the SRL-signal, which corresponds to the depth of the transferred
modulation, is sensed at the lock-in amplifier and finally passed to an oscilloscope for
fast data acquisition and visualization. A schematic of the SRS setup is shown in
Figure 5.2.

Figure 5.2: Experimental SRS setup: AOM: acousto-optical modulator, L: lens, S:
sample, F: shortpass filter, OSC: oscilloscope

For the interaction of AOM, photodiode and lock-in amplifier (Stanford Research
Systems, SR865A) the corresponding time scales have to be kept in mind. The reference
frequency of the lock-in amplifier and the modulation frequency of the AOM must
match exactly. For this reason, the internal reference in the lock-in amplifier is used to
drive the AOM. It supports frequencies up to 4 MHz. Generally higher frequencies are
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favorable, because in the lower and middle kHz range, the laser noise is rather strong.
On the other hand, the large-area photodiode supports only a limited bandwidth.
Because of the barrier layer capacitance, the larger the active area, the slower the
diode or the lower its cutoff frequency. In parameter studies with the used components,
modulation frequencies between 750 kHz and 1 MHz have proven to be suitable with
the best signal to noise ratio. Another parameter is the time constant of the lock-in
amplifier. It determines the detection bandwidth in which signals different from the
reference frequency are filtered out. A long time constant reduces more noise, but
increases the response time for the measurements. Too short constants may result in
crude signals. For the setup used, time constants of 30 µs work best. More details
about the measurement procedure and the results are presented in the next Section.

5.1.3 Measurement procedure

The primary aim of this work is the high-speed detection of stimulated Raman spectra.
For real-time acquisitions, the piezoelectric actuator in the NOPO is periodically moved
back and forth at rates between 50 Hz to 80 Hz. Thus, the NOPO’s output wavelength
periodically changes and the whole spectral range can be sampled in 6 ms to 10 ms.
Before the actual fast measurements, the setup must be calibrated each time so that
every position of the fast-moving piezo stage can be assigned to a specific spectral
line. In a slow measurement the NOPO output is characterized for different voltages
at the translation stage. This is demonstrated in Figure 5.3(a)-(c) on the left side.
It shows the piezo voltage, the output power and the output spectrum in relation to
the relative cavity length. A thermal power sensor (Thorlabs, S425C-L) measures the
average power. The spectra are read out by a grating spectrometer (Ocean Optics,
USB4000). Each monitoring point takes about 2 s from changing the voltage, waiting
for the devices response time to automatically read out the data. Consequently, each
voltage value can be mapped to a NOPO wavelength and thus in combination with
the Stokes beam of 1030 nm to an interrogated wavenu mber. Afterwards the real-time
measurements can take place.

As an example, SRS-spectra from a static water sample are recorded. The triangular
voltage on the fast piezo actuator has a frequency of 50 Hz. In other words, it takes
10 ms to pass through the entire frequency range for a single SRS-spectrum. The
voltage versus time is shown in Figure 5.3(d). It is permanently monitored by the
oscilloscope. Likewise, the output power of the NOPO can be tracked via a photodiode.
However, the spectrometer is too slow to measure on millisecond time scales. Instead,
the slow calibration measurement is used to assign a central wavelength to each time
point. Finally, the stimulated Raman signal from the lock-in amplifier is transmitted
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to the oscilloscope. A section of the recorded data is shown in Figure 5.3(d)-(g) on the
right side.

Figure 5.3: Illustration of the measurement principle. Left: slow calibration measure-
ment. (a) piezo voltage, (b) NOPO average output power and (c) spectrum over the
displacement of the cavity mirror. Right: fast measurement. Accordingly (d) piezo
voltage, (e) power and (f) central wavelength determined by the slow measurement
over time. (g) Stimulated Raman signal from the lock-in from a pure water sample.

Basically the measured SRS-spectra agree very well with the known reference spec-
tra from databases or other publications. Nevertheless, the power and the Raman-
signal in the Figure 5.3(e) and (g) above reveal a hysteresis in the mirror motion.
Their curves show differences in forward and backward direction. For this reason, only
every second spectrum is commonly used for analysis. Besides, they own a constant
time shift of a few milliseconds, which is already corrected in the graphs. Moreover,
the voltage-wavelength mapping at the end points where the piezo actuator changes
his direction fails, especially at high speeds. At the edges, the wavelengths are no
longer approached correctly. Though in the center part, the mirror movement can be
assumed to be linear. Apart from this small inaccuracies, which show up in the abso-
lute wavenumber values, this method detects stimulated Raman spectra very quickly
and reliable. The evaluated water spectrum as a function of wavenumber instead of
time is shown in Figure 5.4.

However, the spectral resolution is limited by the bandwidth of the individual
NOPO output spectra. In Chapter 3.3.1, it was determined to 3.8 THz full width at half
maximum, which corresponds to 125 cm−1 and is rather log. For comparison, the other
multi-color Raman techniques can achieve resolutions of 20 cm−1 to 25 cm−1 [62, 63].
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Figure 5.4: Evaluated stimulated Raman spectrum from above measurement (dark
blue) in comparison with a reference (light blue) [64].

And even the fiber-based OPO presented in Chapter 3.1 is much slower to tune through,
but comes up with an excitation bandwidth of 12 cm−1 [35]. Nevertheless, with over
1500 cm−1, a much higher spectral range can be covered than with other multiplex or
spectral focusing techniques. And the fast tuning of the NOPO in the non-collinear
configuration outperforms other SRS-methods using wavelength tuning with common
OPOs. The following measurements demonstrate its good performance for fast stimu-
lated Raman spectroscopy.

5.2 Mixing processes in liquids

This section deals with the observation of mixing processes in liquids. Besides water,
many different substances own very strong Raman lines. Here, isopropyl alcohol and
sugar are discussed in more detail. While water with the known molecular formula
H2O has its prominent Raman line in the region 3050 cm−1 to 3600 cm−1 due to the
stretching mode of the OH-group, isopropyl alcohol dominates in the wavenumber range
2800 cm−1 to 3050 cm−1. Based on its chemical composition C3H8O, the CH- and CH2-
groups determine the Raman line [65]. The same is true for sucrose, commonly known
as table sugar, whose chemical formula is C12H22O11 [66]. Their respective reference
Raman spectra [64,66,67] are shown in Figure 5.6(a) and 5.7(a).

The intensity of the Raman signal is directly proportional to the number of molecules,
as discussed in the theoretical Sections 4.1.2 and 4.2.2. In turn, the molecule count is
linearly related to the volume fraction of a compound in the mixture. Therefore, it is
possible to conclude the mixing ratios of the involved substances from their respective
Raman peak ratio. This is demonstrated in the following parts by means of sugar and
isopropanol.
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5.2.1 SRS on sugar solutions

The experiments presented here use sucrose solutions with different concentrations.
They are filled into fused silica cuvettes with a rectangular cross-section of 10 mm,
which are commonly used for absorption spectroscopy. They are sketched in Figure
5.5(a). The spectroscopy setup primarily follows the layout given in the previous Sec-
tion 5.1.2 and is shown again more distinctly in Figure 5.5(b). The samples are placed
in the focal point of the two detection beams. The Stokes beam has an amplitude
modulation of 1 MHz. The stimulated Raman loss is detected and stored via photodi-
ode, lock-in amplifier and oscilloscope. After balancing noise suppression and response
time, the time constant at the lock-in amplifier is set to 30 µs.

Figure 5.5: (a) Sketch of the cuvettes with sugar solutions. The different concentrations
are symbolized by the sugar cubes at the front. (b) Setup of the spectroscopy unit.
The Stokes beam is modulated in amplitude with a frequency of 1 MHz and is removed
behind the sample with a filter. The transfer of the modulation to the pump beam is
detected as Stimulated Raman loss (SRL).

Meanwhile, the cavity mirror on the piezoelectric actuator is moved at a rate of
65 Hz, so that the NOPO is tuned between 755 nm and 900 nm in 7.7 ms. The measured
Raman spectra shown in Figure 5.6(a) are averaged from five individual ones taken
in 70 ms each. Due to the hysteresis of the fast translation stage, only every other
spectrum is considered. Above the measurements, the literature spectra are displayed
[64, 66]. Below, the measured SRS-spectra with different concentrations are shown.
The Raman signals of water and sucrose are clearly visible, although the resolution is
not sufficient to resolve the small structures on the sucrose spectrum. With decreasing
concentration, from top to bottom, the sugar peak shrinks. Their size ratio is shown
next to the single spectra in Figure 5.6(b). For each spectrum from the adjacent
measurements, the Raman intensity ratio Isucrose/Iwater is determined and plotted above
the volume ratio Viso/Vwater. This was done using the maximum peak values in the
respective wavenumber range for water and sugar. The dashed fitting curve shows
the expected linear progression. The coefficient of determination R2 is 0.9876. Using
this straight line, it is possible to determine arbitrary concentrations. And with the
demonstrated NOPO and its fast tuning concept, this works exceedingly fast in a few
milliseconds. The next section shows this even more clearly using real-time observations
of alcohol-water mixtures.
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Figure 5.6: (a) Top: Reference spectra of sucrose and water [64, 66]. Bottom: Mea-
sured SRS spectra from four sugar solutions with different concentrations. (b) Linear
progression of the Raman intensity ratio Isucrose/Iwater over the sugar concentration.
The data points are extracted from the adjacent measurements.

5.2.2 SRS on water-isopropanol mixtures

The experimental setup is similar to the previous one. Instead of sucrose solutions,
various isopropanol-water mixtures with different mixing ratios are examined. To start,
Figure 5.7(a) again shows the reference spectra from the literature of water and iso-
propyl alcohol [64, 67]. Below in Figure 5.7(b), it displays the measured spectra with
different mixing quantities. On the y-axis, the volume fraction of isopropanol φiso is
shown. It takes values between zero, the sample contains only water, to one, the sam-
ple contains only alcohol. The spectra are obtained using the rapid detection method
presented in the previous section. Each spectrum is averaged from 17 individual ones,
recorded in a total time of 260 ms. The linear relationship of the mixing proportions,
here represented by the volume ratio Viso/Vwater, and the size ratio of the respective
Raman signals Iiso/Iwater is illustrated Figure 5.7(c). Again the maximum values of the
water and isopropanol peak are used directly. With the exception of the two marginal
values, representing pure water or pure alcohol, the data points lie on a perfect straight
line. The coefficient of determination is R2 = 0.9954. With these findings, mixing pro-
cesses can be observed very quickly with an real-time concentration determination.
This is illustrated in the following experiment.

This measurement is very similar to the previous one. However, no static samples
are investigated, but changing mixing ratios. The NOPO output wavelength is tuned
between 760 nm and 895 nm with a frequency of 65 Hz. The acquisition of a single
SRS-spectrum takes 7.7 ms. The sample setup is sketched in Figure 5.8(a), whereas the
continuously recorded SRS-spectra are mapped next to is in Figure 5.8(b). Initially,
there are 400 µL of isopropyl alcohol in the examined cuvette. The corresponding
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Figure 5.7: (a) Reference spectra of water and isopropyl alcohol [64,67]. (b) Measured
Raman spectra of water-diluted isopropyl alcohol solutions with different mixing quan-
tities. (c) Linear progression of the Raman intensity ratio Iiso/Iwater over the mixing
ratio Vwater/Viso. The datapoints are extracted from the adjacent measurement.

Raman spectra are marked with an A⃝. They feature only one significant peak around
2900 cm−1 originated from the alcohol, but no water signal. After 1.1 s one water
droplet is added. As water-alcohol solutions from strong streaks, the laser radiation
gets deflected and does not reach the photodiode correctly. The Raman spectra are
disturbed, labeled by a B⃝. Another 280 ms later the liquid calms down again. Next
to the still dominant isopropanol peak, a weak water signal emerges at 3410 cm−1.
Furthermore, slow, periodic movements within the solution are visible in the SRS-
spectra. They can be seen in the area C⃝ due to a decrease of the water signal and a
larger noise background.

Finally, the mixing ratio and thus the volume of the water droplet is determined
using the previously derived linear relationship from Figure 5.7(c). The peak intensity
ratio after the mixing process is determined to be Iiso/Iwater ≈ 14.6. Using the line
of best fit from Figure 5.7 and the initial alcohol volume of 400 µL, a mixing ratio of
Viso/Vwater ≈ 9.1 and thus a water droplet size of 44 µL is obtained. In parallel, the
average drop volume with the pipette is found to be 42 µL. For this purpose, a certain
volume is filled into the pipette and when emptying, the number of drops are counted.
The two values are in close agreement. In this manner, mixing concentrations can be
determined in a few milliseconds. The presented setup proves to be suitable for fast
spectroscopy and real-time observation of liquids. Further confirmation will be given
in the next Section. Here, the detection of microplastic particles directly in a water
environment is presented. A topic of growing interest and importance to our society.
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Figure 5.8: (a) Schematic setup of the mixing experiment. The pump and Stokes
beams (orange and red) are focused into the sample cuvette. The SRL-signal from the
pump beam is processed by the detection unit, consisting of photodiode (PD), lock-in
amplifier and oscilloscope (OSC). (b) Time series of Raman spectra observing mixing
processes of A⃝ pure isopropyl alcohol, B⃝ when adding a drop of water and C⃝ after
the mixing process. The spectra are taken with a rate of 130 Hz, corresponding to a
7.7 ms acquisition time.

5.3 SRS of Microplastic Particles

The global distributions of microplastics (MP) challenges the scientific community
worldwide. Even in the most remote regions on our planet, MP has been discovered:
In the snow of the north pole [68], as well as in Antarctica [69]. On the highest
mountains [70] and in the deep sea [71]. In freshwater systems, as well as in their
sediments and living organisms [72]. And even our drinking water is polluted by these
tiny particles [10]. There are countless publications with MP measurements from all
kinds of locations and there are already a vast number of reviews with typically more
than one hundred references. To shed some light on this convoluted field, here is a
brief overview.

Talking about MP, most people think about plastic packaging, which enter the
environment through our waste and sewage. Due to environmental influences they
break down to smaller and smaller pieces and accumulate in sediments and waters,
where they may enter the food chain. Yet packaging waste is not the biggest source of
MP. Every wash cycle can flush hundreds of thousands of microfibers from our synthetic
clothes into the wastewater [73]. Road traffic tyre wear is estimated to be responsible
for up to 10 % of the MP in the oceans [74]. From the streets through atmospheric
transport, they can travel long distances and distribute all around the world. Many
paints and coatings are based on polymers. MP hide in cosmetics and personal care
products or they are simply created by abrasion of our everyday objects. Researchers
estimate in a worst-case scenario, that humans ingest up to 5 g microplastics, the
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amount of a credit card, per week [75]. On average, however, the amount is likely to
be significant lower. Nevertheless, it can be assumed that adults intake more than 800
particles per day over inhalation and food [76]. The MP can accumulate in the body,
but the impact on the human health is not yet understood. This is mainly due their
diversity: MP can have different sizes, typically between 1 µm and 5 mm. They can
have different shapes like fragments, beads or fibers. And they all consists of different
chemical compounds, which of course impact their toxicity.

Anyhow, the research community agrees that more data needs to be collected. But
the behavior of MP makes their measurement difficult. They tend to stick together
and adhere in tubings or sample containers. Yet a slight breeze is enough to carry
them through the air and cross-contaminate samples. Furthermore, a standardized
analysis or concepts for the sample collection and preparation are missing. Many
already implemented studies are not comparable with each other [77]. Some only sort
and count particles by hand. Others go through multiple rinsing and filtration cycles.
Some works label the MP with dyes. Other determine the exact type of plastic by
spectroscopic methods. An overview of the main tools for MP identification is given in
the next Section. Subsequently, SRS measurements with the presented NOPO setup
are presented. First, fragments of plastic cups and plastic wrap are investigated. The
fast spectroscopy method is brought to bear on measurements of moving microplastics
particles in an aqueous environment.

5.3.1 Overview of common techniques for microplastics
analysis

By now, there are microplastics studies in great numbers. As a result of their large
variety, many reviews have been written, which are typically restricted to specific
regions, sample types or detection methods. This overview is mainly compiled from
the references [11, 78, 79]. A typical microplastics study proceeds as follows. Firstly,
samples are collected at a certain location. This can be sediments, water samples form
rivers, oceans and lakes or even animals, especially seafood and fish. Subsequently, the
samples have to be processed before they are analyzed in more detail. The animals
are dissected and searched for plastics. The sediments are screened too. Since plastics
are very light, the surroundings are usually removed by density separation. In most
cases, organic material accumulates on the particles and hinders further investigation.
Therefore, the particles are purified with chemicals or enzymes, which may not degrade
the plastics itself. And in all this, no particles shall be lost, nor shall the samples
be cross-contaminated. Here, it already becomes apparent that the preparation is a
rather challenging task. In addition, there are no standardized procedures. Not each
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study performs every single preparation step and they all use different equipment and
chemicals. Hence, the comparability between the various works is strongly limited.

After the preliminary processing, the actual identification and quantification of
MP begins. In many cases, the MPs are sorted and counted by hand with the aid
of stereomicroscopes. This visual inspection is fast and cost effective, but it does not
reveal the nature of the MP. Further on, the result depends greatly on the skill and care
of the performing person. Another straightforward analysis technique is the tagging
method [80]. The dye Nile Red stains the MP and fluoresces green when excited under
blue light. Again, the disadvantage is that the plastic material cannot be identified. In
addition, the dye may adhere to organic debris and thus falsify the results. In contrast,
chromatographic methods can reveal the type of plastic. Pyrolysis-gas chromatography
in combination with mass spectrometry was used to study environmental samples [81].
For this purpose, the MP are strongly heated. The resulting gases are subsequently
analyzed for their constituents under a mass spectrometer. Alternatively, the MP
are dissolved in strong solvents and then determined by liquid chromatography [82].
Although, both techniques have proven to be reliable, they are not suitable for the
analysis of large sample quantities. In one run, which takes about one hour, only a few
particles can be investigated.

Therefore, it is not surprising that spectroscopic techniques have become prevalent
in MP detection, most commonly Fourier-transform infrared (FTIR) and Raman spec-
troscopy. Both methods are well-established and non-destructive. They give access to
the characteristic vibrational spectra of molecules. Their basic principles are already
introduced in the theoretical considerations in Chapter 4.1. In FTIR spectroscopy, the
samples are directly irradiated with broadband infrared light. Thereafter, it is observed
which wavelength components were absorbed. Instead of scanning all wavelength in-
dividually, an interferometer is integrated in front of the sample with a continuously
moving mirror. The detected, time dependent interferogram is transferred into the
frequency domain via Fourier transformation. In this way, broad spectral ranges are
investigated very quickly [83]. FTIR spectroscopy often operates in transmission or
attenuated total-reflectance mode. This requires the infrared light to penetrate the
plastic samples. Large or colored particles with high absorption are hard to detect. In
reflectance mode, the results depend highly on the particle surface and are distorted
by scattered light. In addition, FTIR can not be used on aqueous samples, since water
absorbs very strongly in the infrared spectral range. In contrast, Raman spectroscopy
relies on inelastic scattering. For a detailed description, please refer to Chapter 4.1.2
on page 33. By moving from point spectroscopy to imaging, Raman spectroscopy is
superior to FTIR spectroscopy, because of its lower diffraction limit. Especially small
particles between 1 µm and 10 µm cannot be resolved by IR spectroscopy. However,
Raman microscopy suffers from long integration times for high-quality images. When
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scanning over large area samples, the time difference can add up to several hours. Fur-
thermore, an accurate sample preparation is necessary. Many organic and inorganic
materials show strong fluorescence lines, which interfere with the scattered detection
light. The main advantages and limitations of this two techniques are listed in Table
5.2.

FTIR spectroscopy Raman spectroscopy SRS spectroscopy

foundation absorption inelastic scattering coherent interaction

light source broadband IR emitter
(typ. 500–4000 cm−1)

continuous wave laser with
narrow linewidth

pulsed tunable laser source,
two synchronized beams

detector thermal detector or infrared
photodiode

spectrometer photodiode and lock-in
amplifier

detection time short,
typ. 0.1–1 s/spectrum

long integration times,
typ. > 1 s/spectrum

limited by laser tuning,
µs...s/spectrum (ref. 5.1.1)

spectra quality depends on
particle size and thickness

depends strongly on
laser parameters and
integration times

depends on light source,
typ. lower spectral
resolution and coverage

detectable MP MP > 10 µm,
large diffraction limit,
total absorption for too thick
particles

MP > 1 µm,
no upper limit

MP > 3 µm,
no upper limit

interferences strong water absorption,
only dry samples

parasitic fluorescence,
needs careful sample
preparation

no fluorescence,
works directly in water

Table 5.2: Analytical spectroscopic techniques for microplastics detection: FTIR, spon-
taneous and stimulated Raman spectroscopy with their advantages and disadvantages.

The use of stimulated Raman spectroscopy for MP detection is only reported by
a few [62, 84], although its benefits are already known from biomedical research. SRS
works directly in aquatic samples and is insensitive to parasitic fluorescence, so that
less sample preparation is needed. As SRS requires in addition to the pump radiation
a Stokes beam with longer wavelength, the diffraction limit is somewhat higher than
for spontaneous Raman spectroscopy. However, there is no size limitation for large
MP particles. Apparently, the requirements for the light source are much higher.
While FTIR and Raman spectroscopy rely on well established systems, SRS needs
two synchronized pulsed laser beams. OPOs are the systems of choice. However, the
fast tuning concepts introduced in Section 5.1.1 are demonstrated only occasionally in
laboratory work and are not yet ready for widespread use. Meanwhile, the commercially
available OPOs lose their advantage of potential fast SRS-signal acquisition due to their
slow tuning speeds. The NOPO presented in this thesis can overcome this limitation.
In future, this technique may pave the way to fast and reliable MP identification. For
better comparison, SRS is included in Table 5.2.
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5.3.2 SRS of static plastic samples

Before studying the small microplastic particles, macroscopic samples are examined.
For this purpose, pieces with a diameter around 10 mm are cut out of two different
transparent, disposable plastic cups. One is made of polypropylene (PP) and has a
very thin wall thickness of about 150 µm. The other cup, which is made of polystyrene
(PS) is more stable with a thickness around 450 µm. The setup resembles that of
the previous experiments observing the mixing processes. Instead of the cuvettes,
the plastic pieces are brought into the focus of the pump and Stokes beams. This
task is rather tricky due to the narrow width of the plastic samples. While the large
cuvettes could easily be placed in the correct position by hand, a translation stage
with a micrometer screw is needed to move the samples into the focal point to find the
highest Raman signal. The spectroscopic setup is sketched in Figure 5.9.

Figure 5.9: (a) Sketches of the investigated items: two disposal plastic cups made of
polypropylene and polystyrene, polyethylene cling film and a 2 mm long cuvette filled
with water. (b) Setup of the spectroscopic unit. Instead of the large cuvettes, the
plastic pieces, which are only a few micrometers thick, are brought into the focus.

Again, the NOPO is tuned at a rate of 65 Hz between 750 nm and 900 nm, which
corresponds to an acquisition time of 7.7 ms per spectrum. The recorded SRS spectra,
which are illustrated in Figure 5.10(a) and (b) are averaged from 16 single ones, taken
in less than 250 ms. As in the former measurements, in comparison with spontaneous
Raman spectra from the literature, small structures cannot be resolved, but the shape
and position of the SRS spectra agrees very well with the references [85,86]. In addition,
both types of plastics can be differentiated clearly. At this point, it is important to
note that the selection of the correct time constant at the lock-in amplifier is crucial. If
it exceeds 30 µs, the small PS peak at 2900 cm−1 is no longer recognizable but merges
with the larger one around 3100 cm−1. Moreover, the spectra broaden so that the
different types are no longer distinguishable.

In preparation for the following experiments on microplastic particles in a water
environment, a SRS spectrum of a 2 mm cuvette filled with water is recorded and
inserted into the graphics in Figure 5.10. All spectra are normalized with respect to
the water signal. While the signal from the 150 µm thin PP is about the same as from
the water peak, the signal strength from the 450 µm thick PS is about twice as large.
To push the sample thickness to the limit, SRS measurements on cling film are realized.
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Figure 5.10: Measured SRS-spectra of (a) 150 µm thick polypropylene, (b) 450 µm
thick polystyrene and (c) 5 µm thin cling film compared to the Raman signal of 2 mm
water. The spectra are normalized with respect to the water peak. The reference
spectra [64,85–87] are plotted in light colors.

According to the packaging information, the plastic wrap is made of polyethylene (PE)
and has a thickness of less than 5 µm. Even though it is even more challenging to
position the sample correctly, SRS spectra are recorded. However, compared to the
2 mm water cuvette, the signal is 20 times smaller. It is shown in Figure 5.10(c).

This preliminary experiments on static samples show that it is indeed possible to
detect MP directly in a water flow. It is also feasible to distinguish between different
types of plastics. The main challenge is to guarantee that the particles pass through
the focal point of the detection beams. If they intersect the radiation only partially or
cross it too far in front or behind the focal point, the weak SRS signal further reduces
until it is lost the strong water background. In the next section, evidence of a successful
measurement is provided.

5.3.3 SRS of microplastics in an aquatic environment

As an example for microplastics, the following experiment is carried out with polyamide
(PA) particles. The particles are originally produced as laboratory supplies for separa-
tion processes and have sizes between 50 µm and 160 µm. As a reminder, the Gaussian
beam diameters of the two detection beams are around 25 µm. Thereby, they can be
completely blocked by the particles temporarily. Polyamide has a greater density than
water, so the microplastics would sink quickly to the bottom of the sample container.
Instead, a 19 % sodium chloride solution with a density of 1.13 g/cm3 is used as liq-
uid environment. The dissolved ions naturally do not have any molecular vibrations
and thus no Raman response. Though the plastic particles are able float constantly
through the sample solution, comparable to a snow globe. The used cuvette is narrower
than in the mixing experiments. It is made of borosilicate glass and has a rectangular
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cross-section with a geometrical path length of 2 mm. The rest of the setup remains
unchanged.

Figure 5.11: Stimulated Raman spectroscopy on polyamide plastic particles. (a) Nor-
malized Raman spectra of the strong water background (dark blue) and a single mi-
croplastic particle after background subtraction (light blue) compared to a reference
spectrum (black) obtained by spontaneous Raman spectroscopy. (b) 5 s time series of
broadband SRS spectra with four polyamide particles crossing the detection area, as
well as (c) a cut-out of the Raman signal originated from the plastics with background
subtraction.

Figure 5.11(b) shows a time series of SRS-spectra from the described sample with
a total duration of 5 s. The NOPO is tuned at 60 Hz between 710 nm to 830 nm. This
corresponds to a detection time of 8.3 ms for one single spectrum over a wavenumber
range from 2300 cm−1 to 4300 cm−1. Most prominent is the strong Raman signal from
the water solution at 3450 cm−1. Though, at 0.3 s, 1.2 s, 2.3 s and 4.4 s a decrease
appears. Instead, a weak signal emerges at 2890 cm−1, illustrated by the dashed arrows.
This is caused by four plastic particles crossing the detection beams. It needs to be
considered, that the Raman signal from 2 mm water line is more than ten times stronger
than the small particles with diameters around 100 µm. To avoid an overloading of the
water peak at the lock-in amplifier, it is necessary to work in a low sensitivity regime.
This in turn causes the poor microplastics signal. To better highlight the signal, it
is shown after subtracting the strong background in Figure 5.11(c). Additionally, a
single spectrum of one particle is illustrated in Figure 5.11(a). For comparison, a
spontaneous Raman spectrum of the same particles in a water environment is given.
More details of its acquisition can be found in [88]. It is seen, that their positions along
the wavenumber axis agree very well.
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Finally, the parametric oscillator proves to be an excellent light source for stimu-
lated Raman spectroscopy. Especially in the important field of microplastics, it can
lead the way for a fast detection and identification of this particles. The shown mea-
surements covered a wavenumber range of more than 1500 cm−1 in combination with
short detection times around 8 ms. Still, there are more ideas for further improvements,
which are presented in the Outlook 7.
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6 | Conclusion

The main achievement of this thesis was merging the fast tunable NOPO with stimu-
lated Raman spectroscopy experiments. Both had already been realized independently,
but only in combination they allow for real-time observations in fluids. This technique
may play an important role in the future, not only to monitor microplastics. To achieve
this goal, insights into the construction of optical parametric oscillators are needed, as
well as knowledge of coherent Raman scattering. Both techniques are based on non-
linear effects, which are based on related effects caused by nonlinear polarization in an
optically active medium. Their origins were reviewed and mathematically described in
the two theoretical Chapters 2 and 4. The experimental findings are summarized in
the following.

Experimental realization of the NOPO

The NOPO is characterized by an excellent tunability over an ultra-broad spectral
range. Its core, a 2 mm long BBO crystal, gets pumped at a noncollinear angle and
supports a wide phase-matching range from 650 nm to 1030 nm with a significant gap
at 900 nm caused by parasitic effects. A fast piezoelectric actuator is used to control
the cavity length and thus to shift the central output wavelength of the spectrum. This
allows control the entire spectral range in a few milliseconds. The slightly elliptical
beam profile shows a Gaussian shape with good focusing properties. The output power
is scalable up to more than 1 W, whereas only a moderate 300 mW is needed for the
spectroscopy experiments. After warming up, the NOPO runs very stable at these
conditions.

The influence of the internal dispersion in the cavity was investigated in more detail.
It affects the NOPO in many ways. On the one hand, the GD determines the distance
of the relative change in cavity length and thus the tuning speed. Preferably, it ought
to be small. On the other hand, a large amount of GDD is beneficial for narrow-band
output spectra. However, too many or too thick glass plates cause losses and affect the
stability of the cavity. Here, a good balance had to be found.
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Stimulated Raman Spectroscopy experiments

Stimulated Raman spectroscopy was performed successfully with the configured NOPO.
Compared to other spectroscopy setups two major benefits stand out. Firstly, the NO-
POs output wavelength can be tuned much faster than with commercially available
OPOs, which are currently the leading light sources for SRS. Instead of scanning only
single spectral lines, which can be accessed slowly in the range of seconds, the pre-
sented setup allows real-time spectroscopy over a wide wavenumber range. More than
1500 cm−1, between 2000 cm−1 and 3500 cm−1 can be examined in less than 10 ms.
Secondly, the spectroscopic setup is very basic and compact. Unlike the other two
comparatively fast methods, spectral focusing and multiplex SRS, no dispersive ele-
ments are required. On the contrary, the spectroscopic unit consists merely of the most
necessary elements: amplitude modulation, focusing, photodiode and lock-in amplifier,
which are found in all setups.

In this manner, various experiments were realized. Since water samples cannot be
analyzed by conventional IR spectroscopy, their observation is a potential application
for SRS. In this work, sugar and isopropyl alcohol solutions in water were studied.
The linear relationship between the stimulated Raman signal and the concentration
ratio was exploited to observe mixing processes. Thus, with a temporal resolution
of 7.7 ms, the addition of a water droplet in isopropanol was followed. Subsequently,
the water volume could be estimated correctly. Furthermore, the goal of monitoring
microplastics in a water environment was achieved. Using stationary plastic samples, it
was shown that individual plastic types are distinguishable, despite the lower spectral
resolution of the recorded spectra compared to spontaneous Raman measurements. In
addition, moving plastics particles with sizes between 50 µm and 160 µm floating in
a water cuvette were detected, likewise in real-time. Within a time span of 5 s, four
particles were detected. On average they stayed in the detection beams for 150 ms
before moving back out of the focal area. To conclude, this work opens the door for
continuous monitoring of water flows for microplastics. The constructed NOPO proves
to be a suitable and reliable light source for this purpose. Nonetheless, there are more
ideas on how to further improve the NOPO with the SRS-spectroscopy setup. Some
of them are presented in the Outlook.
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7 | Outlook

This thesis demonstrates the suitability of the NOPO as light source for stimulated
Raman spectroscopy. During its development and the spectroscopic experiments, new
ideas emerged. On the one hand, they concern the oscillator itself, but also new fields
of application. Some of these ideas have already been realized and are part of current
research. For example, a NOPO based on the same technique, which is tunable over the
whole visible spectral range [51]. Besides an adaptation of the angles in the nonlinear
crystal, this requires a transfer of the pump radiation into the ultraviolet regime. Even
a NOPO emitting UV-light is feasible by exploiting nonlinear mixing processes inside
the cavity. This spectral range is of special interest for the spectroscopy applications.
A Raman excitation with this short wavelength is close to electronic transitions in the
molecules, which leads to an enhancement in the stimulated Raman intensities. This
technique is known as resonance Raman spectroscopy. Other ideas are still in their
infancy and need to be developed further. Some of them are presented here.

Development towards broad applicability

Prior to the NOPO’s widespread use beyond the laboratory work, its setup must be
reduced in size. Including the home-made thin-disk laser as pumpp source, it takes
about 2 m2 on the optical table. The pump laser may be replaced by a compact fiber
laser. The NOPO itself can be compacted by a more adept cavity folding. Reducing the
cavity length is only recommended to a limited extend. With constant pump power, this
leads to a reduced pulse peak power, which is fundamental for the nonlinear processes
in the NOPO as well as for the coherent Raman spectroscopy.

Expansion of the spectral range

Typical Raman spectra do not only own peaks in the wavenumber range above 2800 cm−1,
which where exploited in the shown measurements. Between 500 cm−1 to 1200 cm−1

exists the so-called fingerprint regime with many smaller peaks originating from the
CO- and CC-groups of the molecules [65]. With the demonstrated setup, this region
would be addressed at NOPO output wavelength of 910 nm or higher. However, due to
simultaneously phase-matched second harmonic generation in the used BBO-crystal,
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the oscillator starts to run unstably just from there on. This was already shown in
the NOPO characteristics on page 27 by means of the power drop in Figure 3.4 and
in the phase-matching curves in Figure 2.5 in the theoretical section on page 16. In
this plot the solution to this problem is already visible. By changing from the Poynt-
ing vector walk-off to the tangential phase-matching geometry the interfering parasitic
processes are avoided. Using the noncollinear angle on the other side of the crystal
axis, a broadband tunability from the degeneracy point at 1030 nm down to 780 nm
with a plateau-like output power is expected. Though at the cost of a degraded beam
profile caused by the larger walk-off. The influences of the temporal and spatial effects
on the NOPO radiation are simulated in [26]. The actual impact on the spectroscopy
applications remains to be studied in more detail.

Further spectroscopy applications

The most obvious use of the constructed light source is its integration into a microscope.
With a suitable focusing and an adjustment of the laser power, for example biological
samples with small structures in the µm-range can be resolved. When scanning large-
area samples, the NOPO can exploit its fast tuning times. However, in biomedical
imaging typically only one or two Raman peaks are sampled, for example one for lipids
and one for proteins [35]. The time benefit with the NOPO is negligible in this case.
Nevertheless, if the identification of a special protein with information over a spectral
range as wide as possible is required, the NOPO comes into play again. In addition, the
demonstrated setup can still be combined with other technologies to increase the signal
strength. Surface-enhanced Raman scattering uses the enhancement of electromagnetic
fields close to plasmonic nanoantennas. In this way, the Raman signals are intensified
by many orders of magnitudes, so that even single molecules can be detected [89]. This
applies also to the coherent Raman spectroscopy methods like SRS and CARS.

In contrast, the demonstrated SRS setup can be extended to larger scales too. The
current NOPO design allows already output powers of more than 1 W. By adjusting
the beam diameters on the critical optics, especially in the nonlinear crystal, the power
can be scaled even further. At this point, the initial idea from the introduction 1 at
the very beginning of thesis is taken up again. A high-power NOPO allows monitoring
of large volumes or process flows in real-time.

NOPO for IR-spectroscopy

The concept of the fast tunable parametric oscillator with non-collinear phase-matching
can be transferred deeper into the infrared spectral regime. Cadmium silicon phosphide
(CSP) is an emerging nonlinear, birefringent crystal used in mid-IR OPOs [90]. Typi-
cally, these parametric oscillators are collinear phase-matched and pumped with 1 µm.
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Figure 7.1: (a) Phase-matching curve for a 1.5 mm CSP-crystal which is pumped at
1064 nm and tuned over the crystal angle θ. (b) Phase-matching curve for the same
crystal, cut at θ = 50° and pumped with 1950 nm. At a non-collinear angle of 1.4°
broadband PM is found. The green line marks phase-matched parasitic SHG.

The angular tuned signals range from 1.2 µm to 1.3 µm, while the idler reaches the mid-
IR around 6 µm to 7 µm. In contrast, pumping at 2 µm is also possible. Thulium or
holmium doped fiber lasers with sufficient power and picosecond pulses are already com-
mercially available at this wavelength. For a CSP-crystal, cut at θ = 50° broadband,
non-collinear phase-matching is found under an angle α = 1.4°. The phase-matching
curve is shown in Figure 7.1. The simulation is based on the Sellmeier coefficients
according to [91].

The tunable output reaches from 2.5 µm to 3.7 µm, which corresponds to wavenum-
bers between 2700 cm−1 and 4000 cm−1. In this spectral region, the excitation lines of
OH-, NH- and CH-bondings in molecules are found, which could be directly accessed
with such a light source by infrared spectroscopy. The birefringent walk-off angle is
rather small at 0.5°, so that even in tangential phase-matching geometry a decent beam
profile is to be expected. For the intracavity dispersion management, it is necessary to
change to other glass types with a wider transparency range, for example magnesium or
calcium fluoride windows. The main challenge will be the development of broadband,
highly reflective optics in the infrared spectral regime with a flat GDD-profile.
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A | Optical Parametric Gain

In most literature the calculation of the parametric gain is given only piecewise. Often
there are big jumps between the calculation steps. The complete derivation is carried
together from several textbooks [15,16].

To calculate the parametric gain, let’s start with the three coupled amplitude equa-
tions for the difference-frequency process introduced in Equation (2.6). As explained
in Chapter 2.1 the OPA process is a special case of DFG. Here, it is assumed that the
pump beam is strong and do not experience any depletion.

∂AS

∂z
= iκSAPA∗

I e
i∆kz (A.1)

∂AI
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To solve the equation, take the second derivation from Equation (A.1):
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The solution of the differential equations has the following form:

AS(z) = [α cosh(gz) + β sinh(gz)] ei∆k/2z (A.5)

AI(z) = [γ cosh(gz) + δ sinh(gz)] ei∆k/2z with g2 = Γ2 − (∆k/2)2. (A.6)

From the starting conditions AS(0) = AS0 and AI(0) = AI0, we already get the first
coefficients α = AS0 and γ = AI0.
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From this approach we take the derivative and then compare it with the initial wave
equation (A.1):

∂AS
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= g [AS0 sinh(gz) + β cosh(gz)] ei∆k/2z + i

∆k
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The same calculation can be repeated with the idler envelope AI(z) and the Equations
(A.2) and (A.6). A subsequent coefficient comparison leads to the two still unknown
variables beta and δ.
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Both solutions, for the signal and idler waves are symmetrical. However, in general
the idler is non-resonant in an OPO or not seeded in an OPA. This changes the starting
conditions to AI0 = 0 and the solution for the signal beam is

AS(z) = AS0

[
cosh(gz)− i

∆k/2
g

sinh(gz)
]

ei∆k/2z with g2 = Γ2 − (∆k/2)2. (A.7)

The intensity of the signal beam is calculated over I = 1
2cε0|AS|2. It is proportional to

|AS(z)|2
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1 + (∆k/2)2

g2

)
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= 1 + Γ2

g2 sinh2(gz). (A.8)

The net gain G(l) after a crystal of length z = l is defined over

G(l) = I(z = l)
I(0) − 1 = Γ2

g2 sinh2(gl), (A.9)

which is the final expression from Equation (2.7) shown in Chapter 2.1.2.
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B | SRS from the wave equation

Like the parametric gain (2.7) for the explanation of the OPO in Chapter 2.1.2, the
stimulated Raman gain is derived in more detail at this point. And again, we start with
the propagation equations from Equation (4.17) and insert the corresponding nonlinear
polarizationsfor the coherent Raman processes from the Equations (4.13c) and (4.13d).
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Firsts, let’s consider the intensity I = 1
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The difference of the nonlinear susceptibilities can be simplified over

χNL − χ∗
NL = (Re{χNL}+ i Im{χNL})− (Re{χNL} − i Im{χNL}) = 2i Im{χNL}.

The absolute squares of the amplitudes are replaced by the corresponding intensities
|A|2 = 2I

ncε0
. Thus, the differential equations read as
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with the Raman gain coefficient gR = 12ωS
nSnPc2ε0

Im{χNL}.
Assuming that the incoming Stokes and pump beams do not experience any inten-

sity change when they generate the weak stimulated Raman gain and loss fields [57],
the solution of the propagation equations are

IS(z) = IS(0) exp(gRIP(0)z) and IP(z) = Ip(0) exp(gRIS(0)z). (B.5)
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C | Principle of Lock-In Amplifiers

All the presented spectroscopy measurements base on the stimulated Raman loss, which
is detected as a very small intensity change on the NOPO radiation. Specifically, in
the microplastics experiments shown in Section 5.3.3, the NOPO radiation generates
a voltage around 300 mV on a photodiode, varying slightly with wavelength. However,
the strong Raman intensity generated by the water environment causes a voltage change
of 150 µV. This is a factor 2000 less. The signal from the microplastics is another
order of magnitude lower. Such tiny changes cannot be measured directly. Lock-
In amplifier provide a remedy. Their operating principle is briefly illustrated here.
Further information can be found in the manufacturer’s manuals [92,93].

Lock-in amplifiers require periodic input signals, which are compared to a reference.
Both of them can be expressed by sinusoidal functions, whereby the input signal has
an unknown amplitude V0 and phase θ, plus a strong background VBG in some cases.

Vref(t) = sin [ωreft] Vsig(t) = V0 sin [ωsigt + θ] + VBG. (C.1)

The signal to be measured and the reference voltage are mixed electronically. Mathe-
matically, this corresponds to a multiplication, which contains their sum and difference
frequencies

Vmix(t) = Vref(t)× Vsig(t) (C.2)

= 1
2V0 cos[(ωref − ωsig)t− θ]− 1

2V0 cos[(ωref + ωsig)t︸ ︷︷ ︸
fast

+θ] + VBG sin[ωreft︸ ︷︷ ︸
fast

].

Subsequently, the processed signal passes a low-pass filter, which removes all fast os-
cillations. In mathematical terms, the signal is averaged over time. In the general
case, all terms disappear. However, if the reference frequency coincides with the signal
frequency ωref = ωsig, a constant dc-term VX = 1

2V0 cos θ remains. Copying the input
signal and repeating the operations with a reference shifted by π/2 yields the second
quadrature component VY = 1

2V0 sin θ. Both together result in the searched signal
amplitude V0 and phase θ. For illustration, the process is sketched in Figure C.1(a).
Next to it are two examples.
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Figure C.1: (a) Sketch of the lock-in measurement. (b) Exemplary input signal with
fsig = 3 Hz and identical reference frequency. (c) Resulting signal after the mixer (blue)
and the low-pass filter (orange). (d) Same input signal with mismatched reference
fref = 4 Hz. (e) The corresponding outputs average to zero.

Figure C.1(b) shows a signal and reference wave with the same frequency of 3 Hz.
On the other hand in (c), the mixed signal is plotted in blue. Averaged over time,
a constant value remains, which corresponds to the VX-quadrature from the above
calculation. In the graphs below, the reference frequency does not match that of the
signal. The mixed signal shows beatings and averages to zero. The input signal cannot
be extracted.

Figure C.2: Left: Noisy input signal with 5 Hz carrier frequency in (a) time and (b)
frequency domain. Middle: Same signal after mixing with a matched 5 Hz reference
(blue). (c) After the subsequent filtering with a 500 ms time constant a not vanishing
output emerges (orange). (d) In the frequency domain, a distinct dc-signal is apparent
inside the the 2 Hz filter bandwidth. Right: Mixed signal with an unfitting 10 Hz
reference (blue). (e) The lock-in output averages to zero (orange). (f) No signal
apparent.
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A second example is given in Figure C.2, where a noisy input signal with a 5 Hz
carrier frequency is extracted by a lock-in amplifier. The mixed and low-pass filtered
signals are shown in blue and orange as in the previous Figure C.1(c) and (e). Addition-
ally, the improvement of the signal-to-noise ratio in the frequency domain is illustrated.
In contrast, no signal is detected if the reference frequency is incorrectly chosen.
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