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Foreword
We are delighted to present the proceedings of the fourth Conference on Production Systems 
and Logistics (CPSL 2023 - 1), held at the esteemed campus of Tecnológico de Monterrey (Tec 
de Monterrey) in Querétaro, Mexico. This unique edition of the conference was organized in 
close collaboration with the FIR of RWTH Aachen and was held in conjunction with the E-Mas 
Conference, together forming the Congress I4R – Innovation for Realization.

The collaboration between CPSL, FIR, and the E-Mas Conference has cultivated a synergistic 
atmosphere that stimulated the sharing of innovative ideas and solutions among specialists, 
researchers, and professionals in production systems and logistics. This collaborative effort 
has significantly enriched the conference experience and expanded the horizons of all 
attendees, which is in line with the intentions of the CPSL to create a platform for young 
scientists to network and exchange ideas – a place to discuss groundbreaking research 
findings and share perspectives on current topics with like-minded individuals.

This year's joint format with the E-Mas made it possible that we could welcome over 250
participants to our event in Mexico, where we enjoyed a memorable conference at Tec de
Monterrey. We are very proud that the CPSL has grown to a conference committee of 28
contributing research institutions making it possible to publish 91 papers in its fourth edition
with 94 hosted scientific presentations.

We extend our deepest gratitude to all partners who made this conference possible. Special 
thanks go to Tecnológico de Monterrey and FIR of the RWTH Aachen, whose invaluable 
contributions were essential for the event's organization. We also appreciate the reviewers 
who participated in the rigorous yet supportive review process, and our keynote speakers for 
their captivating and inspiring presentations. Lastly, we thank all participants and fellow 
researchers who generously shared their research knowledge and experiences, making CPSL a 
remarkable event.

We eagerly anticipate welcoming you again at CPSL 2023 - 2 in Stellenbosch, South Africa, 
from November 14th to 17th, 2023.
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Dr.-Ing. David Herberger M. Sc. Marco Hübner
Conference Chair Conference Chair



Review Process
The Conference on Production Systems and Logistics (CPSL) is an international forum for the
scientific exchange on current findings in the field of production engineering.

For the submission of a paper, an abstract had to be uploaded considering the following main
topics:

The submitted abstracts were evaluated in an internal review process, whereby successful
submissions were invited to upload a full paper. Full papers had to adhere to a specific
template and format provided on the CPSL website.

The submitted full papers were reviewed in a two-stage peer review process by experienced
scientists from renowned research institutions as well as authors of other submitted papers.
This process ensures a constant and high quality as well as the influence of all participants on
the papers and reviews. Consequently, each paper submitted was sent to at least two
reviewers, with a third reviewer being requested in case of non-consensus between the first
two reviewers, if applicable.

The reviewers were asked to review the submitted papers on the basis of a provided
evaluation template and were encouraged to give detailed comments and suggestions for
improvement. Among others, the following key questions were considered:
- Does the title reflect the contents of the paper?
- How do you rate the comprehensibility and logical presentation of the paper?
- How do you assess the relevance and originality of the topic described?
- How do you assess the practical relevance of the paper?
- Do you consider the work a proof of a thorough research and knowledge of the latest

literature in the field of research?
- Are the conclusions clear and valid?

After completion of the reviews, all authors were given sufficient time to improve their papers
according to the remarks of the reviewers. All papers that received major remarks in the first
review loop were reviewed again in a second review loop and were also accepted, provided
that the remarks were conscientiously incorporated.
For more information on the review process and the “Publication Ethics and Publication
Malpractice Statement” please visit the conference website.
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Digitalization in Business and Society – The New Normal
Prof. Dr.-Ing. Volker Stich
Managing Director of FIR at RWTH Aachen & 
Director of Cluster Smart Logistic

Digitalization has started to change our lifes, behaviours, ways of 
communication and social interactions. Sometimes we are aware 
of these changes, sometimes not, because it is a gradual process, 
but with exponentional speed. The presentation tries to highlight, 
what has happenend already and what could be the future of 
„New Normal“
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New opportunities for sustainable value creation in all involved 
technological elements of Circular Economy (CE) through 
Sustainable Manufacturing (SM) principles will be presented. A 
systematic metrics-based approach for new product/process 
development for sustainable manufacturing including the 6Rs 
(Reduce, Reuse, Recycle, Recover, Redesign and Remanufacture) 
with closed-loop total life cycle (Pre-manufacturing, 
Manufacturing, Use and Post-use) considerations to facilitate SM 
will be presented. Sustainable value creation in closed-loop SM 
will be shown as the basis for achieving and advancing CE, with 
digital technologies to serve all stakeholders (manufacturers, 
users, and the society at large).
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Hardly any other question is currently occupying corporate 
executives more than the question of how you can lead your 
company into a completely new future against the backdrop 
of globally recognized climate targets and the potentials of 
digital transformation. The associated challenges summarized 
under the title of so-called twin Transition are occupying 
companies with the highest intensity and at a rapid pace. 
While some companies are achieving trailblazer status, others 
are finding it difficult to change and therefore lag behind. 
Digitization is considered a key factor in this context: It can be 
used to develop data-based, new business models and thus 
reshape entire value chains - and this will make it possible to 
realize concepts such as the circular economy. Digital leaders 
play a pivotal role in this transition because they can increase 
the confidence of their organizations behind often risky and 
disruptive initiatives needed to achieve the change. Thus, 
building trust in the entire organization is becoming a key 
element. Before this background, it is not enough to adapt 
existing leadership concepts; a completely new understanding 
of leadership must be implemented in many areas.
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Abstract 

Increased transparency and domain expertise are often prerequisites for identifying energy savings potentials 
and improving energy efficiency in manufacturing systems. Small and medium-sized enterprises pursuing a 
reduction in CO2 emissions are especially faced with challenges from the complexity of process data and 
limited domain expertise. Against this background, this paper presents an expert system for preliminary 
energy diagnostics using automated energy analysis of production machines and providing measures for 
improving energy efficiency. Due to their significant energy consumption and increasing importance along 
various process chains, the use case is developed for chamber cleaning machines. A knowledge base is 
combined with artificial intelligence techniques for data processing to reveal efficiency potentials based on 
machine load profiles. The knowledge base created by experts assigns domain-specific information to the 
automatically processed input data. Key performance indicators are then utilized for internal and external 
benchmarking and quantification of energy potential, narrowing down promising energy efficiency 
measures. The suitability of the proposed approach is demonstrated by applying the expert system to two 
different chamber cleaning machines. 

 

Keywords 

sustainable manufacturing; artificial intelligence; energy analysis; parts cleaning; knowledge management 

1. Introduction 

With rising energy costs and increasing pressure towards production sites to reduce carbon dioxide 
emissions, the industry sector is faced with the challenge of introducing measures for a more sustainable 
production, while keeping up with consumer demand and maintaining process quality [1]. Combined with a 
lack of knowledge surrounding process factors influencing the resource efficiency of production processes, 
operators often struggle with allocating and exploiting efficiency potentials [2]. Against the backdrop of 
German industrial energy consumption, where process heat represented around two thirds of final energy 
consumption in 2020 [3], process heat applications such as industrial cleaning machines harbor a variety of 
energy and resource savings potentials [4]. 

Meanwhile, the metal-working industry has been seeing a steady rise in the importance of parts cleaning 
along various process chains. Specifically, this process is often crucial for downstream processes, such as 
coating or joining, as well as lifetime and performance of the treated parts [5]. Hence, rising quality 
requirements – especially within the automobile industry – push manufacturers and users towards optimizing 
the parts cleaning process [6]. This is reflected in the acknowledgement of parts cleaning processes as 
elementary processes in their respective value chains [7]. 
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To contribute to tackling the mentioned challenges while focusing on energy consumption, we present an 
expert system-based approach for detecting energy saving potentials in the operation of industrial chamber 
cleaning machines. The approach aims to increase transparency by employing machine learning (ML) 
algorithms in identifying machine processes based on the machine’s load profile and deducting suitable 
energy efficiency measures to present to the user. 

The following work starts with an introduction to chamber cleaning machines and expert systems including 
the structure of the developed approach in section 2. Section 3 focuses on the implementation of the expert 
system and its individual components, while the specific use case and the corresponding expert system 
performance are subsequently presented and discussed in section 4. Finally, a conclusion is drawn and the 
outlook is considered in section 5. 

2. Background 

The following section provides an introduction to the fundamentals of chamber cleaning machines in 
subsection 2.1 and expert systems in subsection 2.2. 

2.1 Chamber cleaning machines 

According to DIN 8592, parts cleaning is described as the process of removing unwanted substances, i.e., 
soils, from the surface of parts up to a certain degree. The cleaning task can be carried out by a variety of 
cleaning techniques. [8] 

Based on a survey conducted in 2020, aqueous parts cleaning processes are by far the most common in the 
German industry. Aqueous parts cleaning is most often performed in chamber cleaning machines, making 
them the most significant type of parts cleaning machine in terms of representativity and total energy savings 
potential in German industry. [7] Hence, the examined use case focuses on single chamber cleaning machines 
for spray cleaning. The corresponding process steps and most important machine components are presented 
in the following subsections. 

2.1.1 Process steps 

The parts cleaning process comprises of three main process steps: cleaning, rinsing (optional) and drying. 
Depending on the cleaning task, these steps may vary in length and repetition or include further intermediate 
steps, such as dripping or process pauses. [5] 

The cleaning step aims to separate the soils from the surface of the parts. In aqueous cleaning, this task is 
conducted by a cleaning liquid containing an aqueous cleaning agent at a certain concentration. The type and 
concentration of the cleaning agent are manually chosen based on the cleaning task. The cleaning agent 
requires a certain temperature range to be effective in soil-removal. Furthermore, in the case of spray 
cleaning, the cleaning liquid is ejected at an elevated pressure through spray nozzles onto the part’s surface 
to mechanically remove the soil. Additional movement of the cleaning basket or nozzle frame (e. g. rotation) 
further supports soil removal through mechanical action. The rinsing step is sometimes required to flush the 
parts from the soil-saturated cleaning liquid to ensure this does not subsequently cause unwanted residue on 
the part’s surface. Rinsing usually operates at a similar temperature as cleaning and only varies in the soil-
saturation and cleaning agent concentration of the liquid. Finally, the drying step is required to remove the 
cleaning or rinsing liquid from the parts surface to avoid corrosion of the metal part or enable following 
critical production processes. Drying can be performed evaporatively or non-evaporatively and is most often 
based on convection through blow-down with pressurized air or hot air. [5] 

The following use case focuses on single-tank cleaning machines, which rely on just the cleaning and drying 
steps, eliminating the rinsing step. Furthermore, since chamber cleaning machines operate batch-wise, they 
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must be loaded with soiled parts before the cleaning process and unloaded afterwards, adding one more 
process step to the machine process. 

2.1.2 Components 

Based on the considered use cases, we present the most important components of chamber cleaning machines 
as illustrated in Figure 1. As the name suggests, single-tank chamber machines (1) are mainly comprised of 
a treatment chamber (2) and one media tank (3). The treatment chamber carries the cleaning basket, which 
is loaded with soiled parts (10) before the cleaning process. To improve mechanical action supporting soil 
removal during the cleaning process, the cleaning basket is fitted with an electric motor (8) to effect relative 
movement between the parts and the spray nozzles (9). During the cleaning step, the spray nozzle system is 
supplied with cleaning liquid from the media tank with the help of an electrically driven spray pump (5). An 
electric tank heater (4) is installed in the media tank to maintain the temperature range required by the 
cleaning task. After the cleaning step, the parts are dried convectively via hot air supplied by the electrically 
driven drying fan (6), which passes ambient air through the electrical drying air heater (7) and into the 
treatment chamber. 

 

Figure 1: Chamber cleaning machine schematic with most important components 

2.2 Expert system 

Expert systems are a subfield of artificial intelligence with the objective of solving complex problems and 
providing the decision-making ability of a human expert in a particular domain [9]. The basic idea of an 
expert system is to represent the knowledge of experts in a computer system, aggregate it and make it 
available to support other users in their tasks and reduce their workload [10].  

Figure 2 presents the overall architecture of the developed expert system. Electrical load profiles and the 
human expert provide the expert system with input information. The electrical load profiles are acquired for 
each analyzed machine by measuring the active power consumption at the main power supply, whereas the 
knowledge base must be defined only initially by the human expert and is applicable to all considered 
machines. The knowledge base contains all information and facts that makes an expert abundantly 
knowledgeable in their fields. The inference engine combines the problem-related expert knowledge with 
the measurement data of the analyzed entity and generates conclusions. [11] The explanation component 
presents the conclusions to the user via an interface and explains how or why the expert system arrived at a 
particular solution [10]. 
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Figure 2: Expert system architecture 

3. Implementation 

Various methods exist for implementing the architectural features of an expert system. Since the interface is 
of minor importance for the proof of concept, it is implemented as a text-based output with a graph. The 
following section describes the other features in more detail that are implemented in Python. 

3.1 Knowledge base  

The knowledge base defined by the expert contains expertise as machine-readable data structures and is 
divided into two segments. Both segments are implemented as lookup tables. The first segment shown in 
Table 1 provides facts about the production process, for which the load profile is shown in Figure 3. As 
explained in section 2.1, parts cleaning consists of several consecutive steps. The cleaning machines 
investigated in the following use case operate with one media tank for the cleaning liquid, omitting the 
rinsing step. This leaves the processes with cleaning, drying and loading steps. The process steps are listed 
together with their respective identification numbers (ID) in Table 1. Other unspecified events, such as 
pauses between the steps, are expressed as other. 

Table 1: Knowledge base for the production process of chamber cleaning machines 

Process ID Designation Description 
0 Clean Remove soil from parts’ surface (spray cleaning) 
1 Dry Remove cleaning liquid from parts’ surface (hot air) 
2 Load Load/Unload parts in treatment chamber 
3 Other Unspecified events 

 

The second segment, shown in Table 2, presents a knowledge base for improving energy efficiency by 
mapping energy efficiency measures to machine-readable rules. These are based on the duration !!,# of each 
identified iteration " = 0,… , '! of each process step ( (see Figure 3). The knowledge base relates to time-
based measures, as these have promising savings potential and can be easily identified and implemented. 

 
Table 2: Knowledge base for improving energy efficiency of chamber cleaning machines 

Energy efficiency measure  KPI Rules 
Minimize clean time !$,# IF !$,# > min{!$,$, . . , !$,%!} THEN reduce !$,# 
Minimize dry time !&,# IF !&,# > min{!&,$, . . , !&,%!} THEN reduce !&,# 
Minimize load time !',# IF !',# > min{!',$, . . , !',%!} THEN reduce !',# 
Minimize other time !(,# IF !(,# > min{!(,$, . . , !(,%!} THEN reduce !(,# 

Expert system 
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engine 

Explanation 
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Expert Knowledge 
base 

User Interface 
Electrical 
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Figure 3: Visualization of a load profile with different machine processes 

3.2 Inference engine  

The inference engine derives promising energy efficiency measures based on electrical load profiles and 
knowledge. This corresponds to a typical forward chaining reasoning paradigm, as shown in Figure 4. 
Forward chaining from data to conclusions starts with a collection of knowledge and draws allowable 
conclusions [12]. In this instance, the input information is used to identify the production processes defined 
in Table 1. The identification of the production processes is achieved automatically by a trained ML model.  

The development of the ML application for the identification of machine processes follows the Cross-
Industry Standard Process for ML (CRISP-ML). CRISP-ML consists of six phases, starting from business 
and data understanding, which is also essential for the knowledge base and concluding with the long-term 
deployment of the ML model. [13] This paper focuses on the first four phases, with section 3.1 covering 
already the first phase, business and data understanding. The initial phase is followed by data preparation. 
In this phase, in accordance with [14], a supervised learning approach was pursued, using features based on 
a fixed window size. In the subsequent modeling several supervised algorithms, which are also considered 
in [14], are compared and the hyperparameters are optimized using grid search [15]. Being balanced datasets, 
where no machine process is vastly over- or under-represented, the results of the ML models are evaluated 
in the fourth phase based on the average accuracy using a 5-fold cross validation [16,17]. The Random Forest 
Classifier from the Python library scikit-learn [18] achieves the best results with 92.63 % for the 
identifiaction of unknown data of the same cleaning machine and with 90.79 % for the identifiaction of 
unknown data of a different cleaning machine. 

Once the processes have been identified, the measurement data for each individual process is grouped into 
the corresponding timeslot !!,#, as seen in Figure 3. Outliers are then processed by applying a median filter 
if the duration and energy demand of one timeslot deviates significantly compared to the majority of the 
residual timeslots of the same process. This also allows subsequent filtering of overlapping state-controlled 
processes, such as TH. Subsequently, energy key performance indicators (KPI) are calculated, enabling the 
derivation of promising energy efficiency measures on the one hand and the quantification of energy 
efficiency potentials and comprehensibility for the user on the other. The energy efficiency measures are 
mapped to the energy KPI in accordance with Table 2. The expert system prioritizes the energy efficiency 
measures based on the absolute energy savings potential. 
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Figure 4: Inference engine architecture  

3.3 Explanation module 

To provide the user with an explainable presentation of concluded energy efficiency potentials and energy 
efficiency measures, energy KPI directly determined and calculated from the measurement data are used. 
For the implementation of the expert system basic KPI are first defined in Table 3, from which other energy 
KPI can be derived. The basic KPI include the sum of all durations !!,)*)+, for each process (, as well as the 
corresponding total energy consumption "!,)*)+,. To later calculate the potential savings, the number of 
iterations '! is also given for each process. 

Table 3: KPI for the explanation module 

KPI  Description Unit 
Cleaning time !$,)*)+, Total duration for cleaning Second (s) 

Drying time !&,)*)+, Total duration for drying Second (s) 

Loading time !',)*)+, Total duration for (un-)loading the machine Second (s) 

Other time !(,)*)+, Total duration of other activities Second (s) 

Cleaning iterations '$ Total iterations of cleaning steps - 
Drying iterations '& Total iterations of drying steps - 
Loading iterations '' Total iterations of loading steps - 
Other iterations '( Total iterations of other activities - 
Cleaning energy 1$,)*)+, Total energy consumed while cleaning Watt-hour (Wh) 

Drying energy 1&,)*)+, Total energy consumed while drying Watt-hour (Wh) 

Loading energy 1',)*)+, Total energy consumed while (un-)loading the machine Watt-hour (Wh) 

Other energy 1(,)*)+, Total energy consumed during other activities Watt-hour (Wh) 

 

Further energy KPI are the potential relative time savings 2! and the potential relative energy savings 3! for 
each process (. These reflect the potential savings, when only the minimum time duration !!,-!. is applied 
to all iterations '! of each process (, instead of the identified durations which result in the total duration. 
Potential time savings are the main driver of potential energy savings, since the efficiency measures 
recommended by the expert system are based on time. The potential relative savings, 2! and 3!, are calculated 
following equations (1) and (2): 
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2! =
!!,)*)+, − '! ∙ !!,-!.

!!,)*)+, ⋅ 100% with !!,-!. = 	9(:{!!,$, . . , !!,%!} (1) 

3! =
1!,)*)+, − '! ∙ "!,-!.

1!,)*)+,
⋅ 100% with "!,-!. = 	9(:{1!,$, . . , 1!,%!} (2) 

4. Use Case 

The following subsections describe the experimental setup used for demonstration of the expert system and 
discuss the achieved results. 

4.1 Experimental setup 

To investigate the suitability of the approach, the expert system is applied to two batch cleaning machines 
at the ETA research factory at Technical University of Darmstadt, shown in Figure 5. For consideration of 
transferability of the expert system, machines of different manufacturers with varying constructive design 
were selected for the use case. The active power was measured for 3.5 hours at the main power supply of 
each cleaning machine, covering a number of at least 10 processing cycles. Wherein a process cycle includes 
a loading, cleaning, drying and unloading process. This ensures that the data set for training the ML model 
covers all processes in Table 1, even those that were not explicitly defined and may overlap with other 
processes, such as the TH. The electrical measurements were conducted as presented in [19] without 
interrupting the circuit. 

 
(a) 

 
(b) 

Figure 5: (a) BvL OceanRC 750 and (b) MAFAC KEA at the ETA Research Factory 

4.2 Results 

The measurement data of the BvL OceanRC 750 used for developing and training the ML model are shown 
in Figure 6 (a) and the classification results of the expert system implemented on the measurement data of 
MAFAC KEA are shown in Figure 6 (b). The graphical representation of the classification of the machine 
processes is also part of the explanation module and provides a basis for the comprehension of further results. 

In addition to the graphical classification of the machine processes, the user is provided with the calculated 
energy KPI shown in Table 4. Furthermore, the expert system returns the corresponding energy efficiency 
measures in the same order as in Table 2. 
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Table 4: Results of the expert system for MAFAC KEA 

KPI  value KPI value 
!$,)*)+, 8170 s 1$,)*)+, 4.67 kWh 

!&,)*)+, 1260 s 1&,)*)+, 1.18 kWh 

!',)*)+, 2780 s 1',)*)+, 0.11 kWh 

!(,)*)+, 320 s 1(,)*)+, 0.05 kWh 

2$ 6.36 % 3$ 10.63 % 
2& 7.14 % 3& 6.38 % 
2' 82.73 % 3' 68.65 % 
2( 6.25 % 3( 30.21 % 

 

 
 

  
Figure 6: (a) Measurement data of BvL OceanRC 750 for training the ML model and (b) application of the expert 

system to measurement data of MAFAC KEA 

4.3 Discussion 

The expert system identifies energy saving potentials for each process and provides promising energy 
efficiency measures. For the presented use case, Table 4 shows that the cleaning process takes considerably 
longer, requires the most amount of energy and yields the highest potential absolute energy savings with 
0,50 kWh. Therefore, the expert system first prioritizes to minimize the cleaning time. Significant energy 
savings potential is also found in the drying process with 0.08 kWh. Furthermore, due to the high potential 
relative time savings, the loading process shows potential energy savings of 0.08 kWh. In total, 11.02 % of 
energy could potentially be saved for the observation period and the production process could be shortened 
by 23.38 %. 

20 1process ID 3

A
ct

iv
e 

po
w

er
 

Time in s 

 

Time in s 

A
ct

iv
e 

po
w

er
 

(a) 

(b) 

8



The results shown in Table 4 support in determining an internal benchmark. However, energy KPI calculated 
by the expert system are archived, so that external benchmarks from other cleaning machines can also be 
applied. It should be taken into account that the maximum optimization potential relates to known processes, 
so it may be underestimated. Furthermore, the recommended energy efficiency measures only refer to the 
cleaning of parts with similar contamination and geometry. In case of deviations of the parts, batch size or 
strongly varying degrees of contamination, the required processes duration must be examined. The 
minimization of the loading time, however, is an exception where this does not have to be considered, as 
long as the number of parts or jigs remains the same. 

5. Conclusion and outlook 

This paper presents an expert system for improving the energy efficiency of chamber cleaning machines. 
For this purpose, a knowledge base consisting of process and energy efficiency knowledge was combined 
with an inference engine and an explanation module. The implementation of the expert system carried out 
with a BvL OceanRC 750 cleaning machine was applied to a MAFAC KEA cleaning machine. Thus, 
demonstrating the transferability of the expert system and the automated energy analysis with suggested 
energy efficiency measures. For the presented use case, the expert system identified potential energy savings 
of 11.02% and potential time savings of 23.38% that could be achieved by implementing time-based energy 
efficiency measures. 

However, the expert system has its limitations in the knowledge base, the accuracy of the ML model and the 
defined energy KPI. Therefore, future developments will cover an extension of the knowledge base to 
include information regarding parts geometry, contamination, production-specific requirements and non-
time-based energy efficiency measures. Furthermore, additional KPI for evaluating energy requirements and 
process performance can be defined. Lastly, improvements in the performance of the ML model can be 
achieved and the transferability of the expert system increased by extending it to other production machines. 
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Abstract 

Industrial manufacturing plants, including machine tools, robots, and elevators, perform dynamic 
acceleration and braking processes. Recuperative braking results in an increased voltage in the machines’ 
direct current (DC) links. In the case of a diode rectifier, a braking resistor turns the surplus of energy into 
lost heat. In contrast, active rectifiers can feed the braking energy back to the AC grid, though they are more 
expensive than diode rectifiers. DC link-coupled energy storage systems are one possible solution to 
downsize the supply infrastructure by peak shaving and to harvest braking energy. However, their control 
heavily depends on the applied load profiles that are not known in advance. Especially for retrofitted energy 
storage systems without connection to the machine’s control unit, load profile recognition imposes a major 
challenge. A self-tuning framework represents a suitable solution by covering system identification, proof 
of stability, control design, load profile recognition, and forecasting at the same time. This paper introduces 
autonomous load profile recognition in industrial DC links using an audio search algorithm. The method 
generates fingerprints for each measured load profile and saves them in a database. The control of the energy 
storage system then has to be adapted within a critical time range according to the identified load profile and 
constraints given by the energy storage system. Three different load profiles in four case studies validate the 
methodology. 

Keywords 

Load profile recognition; DC link; Audio search algorithm; Self-tuning control; Energy storage system 

1. Introduction 

Industrial applications, e.g., robots [1], machine tools, and lifts [2], perform dynamic movements. Braking 
processes lead to an increased DC link voltage within the machine’s frequency converters [1]. A braking 
resistor usually wastes this surplus of energy in case there is no active rectifier for feeding the current back 
to the AC grid [3]. Energy storage systems represent one way to avoid the dissipation of braking energy and 
increase manufacturing systems’ energy efficiency. Here, mechanical, electrical, electrochemical, hydraulic, 
and hydroelectric storages come into consideration [4]. In literature, the use of flywheel energy storage 
systems [1,5] as well as supercapacitors [6–8] with limited capacity is widespread. As stated in [8] and [2], 
a plug-and-play feature is crucial for retrofitting industrial DC links with energy storage systems. Proprietary 
communication units of manufacturing machines endanger this requirement [2]. Therefore, avoiding 
communication between the machine’s and the energy storage system’s control unit is a desirable feature 
[2]. Moreover, load profiles may vary during operation depending on the specific energy demands of 
manufactured products [9]. According to the product, there can be cyclically recurring load profile 
sequences. 
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This paper deals with autonomous load profile recognition in industrial DC links to facilitate self-tuning 
control of retrofitted energy storage systems. A well-established audio search algorithm [10] provides a 
feasible solution for autonomous load profile recognition as the problem statement is similar to identifying 
pieces of music. Furthermore, this paper addresses measurement uncertainty. Noise amplitudes are usually 
smaller than a tenth of their sensors’ accuracy. As a multiplication of the current and voltage signal takes 
place before receiving the actual load profile, their two single uncertainties add up to the total uncertainty 
[11]. Band-limited white noise expresses itself as a zero-mean statistical fluctuation [12]. As proposed in 
[11], a normally distributed random number generator provides the added white noise in this paper. Adding 
noise enlarges the amount of training data [11]. 

The rest of this paper is structured as follows. Chapter 2 illustrates the state of the art for industrial DC links 
as well as load profile recognition and forecasting. Chapter 3 presents the audio search algorithm and 
translates it according to the problem statement of this paper. Then, chapter 4 proves the validity of the 
algorithm using three different load profiles of a machine tool under the influence of noise. Chapter 5 
concludes this paper and motivates future research work. 

2. State of the art 

This chapter introduces industrial DC links and distinguishes them from DC microgrids. In addition, it 
explains several variants of adaptive and self-tuning control. At last, this chapter discusses scientific 
approaches for load profile recognition and forecasting. 

2.1 Industrial DC links 

Figure 1 distinguishes variants of industrial DC grids connecting the AC grid to drive systems using power 
electronic converters. An intermediate circuit transfers energy from a rectifier to an inverter. DC links consist 
of at least two intermediate circuits and are usually based on one proprietary system manufacturer, e.g., for 
robots with more than one axis [13]. DC microgrids further extend DC links by integrating multiple drive 
systems, renewable energy sources, and energy storage systems [14]. 

 
Figure 1: Topological distinction between industrial DC grids. 

DC microgrid

DC link

Intermediate
circuit

AC grid Line filter Rectifier Inverter Motor

Renewable energy
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2.2 Adaptive and self-tuning control 

There are three variants of adaptive control. The first is gain scheduling, often referred to as look-up table 
[15]. This approach is applied to energy storage systems in [16], and especially useful if the system 
performance and disturbances are known in advance [15]. The second variant is model reference adaptive 
control (MRAC) relying on a pre-developed model [17]. Model identification adaptive control (MIAC) 
marks the third variant. MIAC identify the process model during operation making them suitable for systems 
with high uncertainty [17]. MIAC and self-tuning control are used interchangeably [18]. Furthermore, 
iterative learning control (ILC) also belongs to self-tuning techniques [19]. Iterative learning control 
modifies the control loop’s set point depending on error information of past cycles. Moreover, the quite 
similar repetitive control is appropriate for continuous processes, while iterative learning control returns to 
its initial conditions after each iteration [20]. 

2.3 Load profile recognition and forecasting 

Forecasts are a sub-group of predictions. Both approaches rely on historical data to project future events. 
Forecasting represents a prediction based on time series data, whereas a prediction does not necessarily have 
to use time-based data [21]. This paper interprets recognition as a prediction of a load profile identifier. As 
soon as the applied algorithm correctly recognizes the load profile due to the knowledge of previous cycles, 
forecasting the future power demand seems rather trivial for deterministic processes. 

This section provides the results of a literature review for load profile recognition and forecasting. Dietmair 
and Verl develop a generic energy consumption model for a milling machine [22]. They link system states 
to their specific energy consumption and simulate the G-code in advance [22]. Mühlbauer et al. forecast the 
energy intake of a milling machine using information from the G-code (e.g., rotational speeds, coordinates, 
tools, etc.). The authors compare several regression models, including linear, Gaussian process, polynomial, 
and random forest regression [23]. Brillinger et al. examine how decision trees and random forests can be 
applied when forecasting the energy use of CNC machines [24]. In order to recognize load profiles in an 
industrial DC microgrid and to enable adaptive control for energy storage systems, Männel et al. propose 
cross-correlation analysis [25]. Reger et al. combine hidden Markov models with cross-correlation analysis. 
Furthermore, the authors apply short-term Fourier analysis and wavelet transformation to generate features 
in the frequency domain [26]. K-means clustering is the basis for load profile recognition of a machining 
center and forecasting of an industrial robot in [9]. In addition, Barreto et al. use fuzzy c-means clustering 
to define typical load profiles of three industrial machines in the textile industry [27]. In [28], support vector 
machines for load profile forecasting are compared to neural networks and linear regression. Dietrich et al. 
analyze deep learning approaches, including long short-term memory networks (LSTM) and convolutional 
neural networks (CNN), to use demand response on the machine and factory level [29]. Efimov et al. 
investigate an adaptive neuro-fuzzy inference system (ANFIS) for load profile forecasting in an industrial 
robot [30]. 

Most of the described approaches rely on information provided by the machines’ G-code, i.e., a widespread 
computer numerical control programming language. Interpreting G-code is a time-consuming challenge due 
to different software standards and numerous control system manufacturers. Therefore, this paper proposes 
a novel solution path. The authors apply a well-known audio search algorithm to measured load profiles of 
a DC link. A voltage, a current, and a trigger signal suffice to recognize several electrical load profiles 
without the need to access and analyze the machines’ G-code. The proposed algorithm recognizes the load 
profiles within only a few seconds, is robust against noise and easily transferable onto other machines. 
Eventually, this allows for self-tuning energy storage control. 
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3. Modified audio search algorithm 

This chapter introduces the adapted audio search algorithm, including its most crucial functions and 
calculation steps. In 2003, Wang [10] proposed a robust audio search algorithm to recognize music segments 
using hashed time-frequency constellations. Based on these generated fingerprints, the algorithm can identify 
tracks within a database containing millions of songs [10]. Multiple MATLAB implementations of the 
algorithm are available online. This paper uses a customized MATLAB version of [31]. The original 
methodology is adapted to the electrical load profile data of a machine tool. Figure 2 illustrates the adapted 
methodology of the load profile recognition in this paper. 

 
Figure 2: Simplified methodology of the load profile recognition. 

First, the algorithm receives a trigger signal from the machine tool’s control unit. This induces the 
manufacturing process as well as the DC current and DC voltage measurement located right behind the 
rectifier for the load profile recognition. The trigger signal solely marks the load profile’s start and end. After 
five seconds, the algorithm starts generating so-called hashes from the load profile as well as the time vector 
and adds them to a table. As part of the hash generation, a filter has to smooth the load profile to eliminate 
irrelevant extrema and reduce disturbances. After applying the filter, the algorithm identifies the power 
extrema, i.e., relevant minimum and maximum power values. The hashes have a length of ten digits and are 
composed of four parts as described in (1): 
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1. Sign of the anchor point (!! = 0 for negative power, !! = 1 for positive power) 
2. Absolute power value %! of the anchor point rounded to one decimal place 
3. Absolute power value %!"# of the consecutive point rounded to one decimal place 
4. Difference between the time stamp of the anchor point &! and the consecutive point &!"# 

Each extremum once serves as an anchor point within a loop. This logic is suitable for loads that are smaller 
than 100 kW and bigger than -100 kW. A higher number of digits is appropriate if the power values exceed 
the said limits. The number of digits also depends on the required accuracy and hash composition. Even an 
overflow caused by increased values would presumably not infringe on the uniqueness of a hash. To make 
the recognition more robust, one can easily generate additional hashes using a second consecutive extremum, 
as shown in Figure 3. 

If at least one load profile has been measured before, another function calculates whether there are common 
hits between the recently generated hash table and already stored hash tables in the hash database. If a 
minimum of two hits is reported, the algorithm publishes the identifier of the matching load profile within 
the self-tuning control framework. 

 
Figure 3: The load profile extrema lead to unique hashes. 

Moreover, the time vectors of the currently sampled load profile and historical load profiles in the database 
can be put in a scatter plot to visualize hits (see Figure 4). In this example of an ideal recognition, the hits 
lie on a line with a slope of 1. 

 
Figure 4: Exact hits in the second cycle of load profile 1 without added noise. 

Eventually, the algorithm checks its trustworthiness by looking at the relation between exact hits and the 
total number of found hashes in (2). 

Power

Time

Anchor point

Second consecutive point

First consecutive point

Relevant maxima
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Load profile

ℎ(!ℎ = !! ⋅ 10$ + %! ⋅ 10% + %!"# ⋅ 10& + (&!"# − &!) ⋅ 10# (1) 
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Subsequently, either the load profile identifier is sent to the control design function or it supplies already 
designed trajectories for the energy storage system’s state of charge and exchange power. In case the 
recognition of a load profile is not successful, it becomes a new part of the hash database with its own new 
identifier. Finally, a database stores the results. 

4. Case study 

The following case study validates the adapted audio search algorithm. First, the chapter focuses on the 
experimental design. Afterward, this chapter presents and discusses the results. 

4.1 Experimental design 

Three load profiles from the same machine tool are the inputs to the MATLAB simulation containing the 
recognition algorithm and a trigger signal that initiates the machine tool’s manufacturing cycles. In the 
beginning, the algorithm has not yet witnessed any of the three load profiles. Therefore, the first cycle of 
each load profile will not lead to a recognition. Table 1 provides the chosen sequence of ten load profile 
cycles that all have a length of 50 s with a waiting time of 5 s at the beginning of the simulation to see the 
first trigger. 

Table 1: Simulated sequence of load profiles. 

Periods Load profile identifiers Number of cycles 
5 s ≤ t ≤ 155 s 1 3 

155 s < t ≤ 255 s 2 2 
255 s < t ≤ 355 s 3 2 
355 s < t ≤ 405 s 1 1 
405 s < t ≤ 455 s 2 1 
455 s < t ≤ 505 s 3 1 

 

In this paper, a Savitzky-Golay filter of 15th order over 501 samples serves to smooth the load profile before 
the generation of characteristic extrema and hashes. Furthermore, the extrema have to possess a time 
difference of at least 100 ms and a power difference of more than 2 kW. Moreover, white noise is added to 
the load profiles to check on the algorithm’s robustness. The white noise accounts for measurement 
inaccuracies. This results in four case studies with noise amplitudes of 0.0 %, ± 0.1 %, ± 0.2 % and ± 0.5 % 
of the load profile’s maximum power. 

4.2 Results 

Figure 5a depicts the load profile sequence of Table 1. The actual computing times for the recognition in 
Figure 5b are always less than two seconds. This computing time marks the period between the buffering of 
the first relevant extrema and the publishing of the load profile identifier. 

./0!&12/&ℎ345!! = 67(8&	ℎ3&!
.2&(:	40;<5/	2=	=204>	ℎ(!ℎ5! ≥ 50	% (2) 
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Figure 5: a) Load profile sequence, b) Computing times of the load profile recognition. 

To challenge the algorithm’s robustness, the authors add three noise amplitudes to the original load signal. 
The authors assume that ordinary sensors possess an accuracy of ± 1 %. The noise amplitudes should not 
exceed a tenth of this value for one sensor and, respectively a fifth of the accuracy for two sensors, i.e., 0.2 
%  in this specific case. Figure 6a shows the actual sequence of load profile identifiers according to Figure 
5a. Figure 6b to Figure 6e depict the case study of different noise amplitudes. Figure 6f reveals the 
trustworthiness of each case. For a noise amplitude (NA) of 0 %, the algorithm provides almost ideal results 
as expected. A noise amplitude of 0.1 % also achieves good trustworthiness of over 70 %. The demanded 
robustness at a noise amplitude of 0.2 % is mostly achieved, but in the eighth cycle (355 s < t ≤ 405 s), the 
algorithm publishes the load profile identifier quite late, and the trustworthiness is sometimes lower than 50 
% during the load cycle. This occurs due to the sparse number of extrema during the first 20 s of load profile 
1. However, the algorithm can recognize load profiles 2 and 3 with levels of trustworthiness around 60 %. 
These two load profiles procure more hash information. A noise amplitude of 0.5 % pushes the algorithm 
beyond its limits, and the trustworthiness falls below the threshold of 50 % for most of the simulation time. 

5. Conclusion 

This paper has introduced the application of a well-established audio search algorithm for autonomous load 
profile recognition in industrial DC links to enable self-tuning control of energy storage systems. The present 
publication distinguishes DC links from DC microgrids, defines several variants of self-tuning control, and 
provides the state of the art for load profile recognition and forecasting. The methodology of the audio search 
algorithm is visualized, and its implementation in a case study leads to promising results. Increased added 
noise negatively influences the algorithm’s trustworthiness. 

Future research should focus on further reducing the computing time and storage space requirements. The 
authors have to increase the algorithm’s robustness to cover applications with lower measurement accuracy. 
At least half of the found hashes should be exact hits to safely recognize the load profile. 
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Here, the filter design plays an important role. In addition, other signal features for hash generation might 
be suitable, e.g., in the frequency domain. 

 
Figure 6: a) Actual sequence of the load profile identifiers and recognized load profile identifiers for noise amplitudes 

(NA) of b) 0.0 %, c) 0.1 %, d) 0.2 %, e) 0.5 % of the maximum occurring power, and f) trustworthiness and 
recognition threshold for the presented cases. 
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Abstract 

Sustainability is getting more and more attention in society, industry, and research. Companies are 
increasingly focusing on sustainable practices to meet different requirements. Industrial maintenance, which 
tends to be considered sustainable, is now more frequently examined in research for its actual sustainability, 
and various approaches to the design of maintenance are being presented. In this context, the term sustainable 
maintenance is not uniformly defined. There are different underlying assumptions about the term 
sustainability within the maintenance function itself, whether it is a support-function to enable sustainable 
manufacturing or a standalone function to improve sustainability in manufacturing companies by itself. For 
this reason, this study defines the term Sustainable Maintenance based on previous publications. For this 
purpose, a systematic literature review of 46 publications identified as relevant to the topic is conducted, and 
then a definition is derived via the Genus Proximum et Differentia Specifica by Aristotle through the 
distinction of sustainable maintenance from traditional maintenance. 

Keywords 

Sustainable Maintenance; Sustainable Manufacturing; Industry 4.0; Stakeholder Theory; Triple Bottom Line 

1. Introduction 

In today's world, companies face a wide variety of challenges, such as scarcity of physical resources, stricter 
laws and regulations, customer demand for high-quality products, and economic stagnation [1]. Challenges 
such as the shortage of natural resources and the growing focus on environmental concerns pose problems 
for companies, which can however lead to competitive survival and even competitive advantage in response 
to regulations [2]. Incorporating sustainability into corporate strategies is referred to as Sustainable 
Development when the current needs of the company and those of their stakeholders are met while focusing 
on protecting the environment and society [3].  

Sustainability is a challenge for manufacturing companies that can lead to better product quality, increased 
market share, and increased profits [4]. In this context, sustainable maintenance activities have also come 
into focus, which, in addition to the traditional technical and economic dimensions, also consider the 
environmental and social ones [5]. 

Maintenance influences the productivity and, consequently, the profitability of companies through a direct 
impact on efficiency, effectiveness, and quality of actions, which are considered key elements of adequate 
maintenance strategies [6]. In fact, maintenance actions influence not only the technical dimensions of 
production systems, i.e., reliability and availability, as well as product quality, but also the three 
sustainability dimensions: environmental, economic, and social. [7]  
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Sustainable maintenance has no clear definition but is often described as a process that achieves the condition 
of the objects to be maintained through technical measures [4,8] and prevents negative ecological impacts 
[9,8,10] the safety of employees [8,4,10] and stakeholders [9] and is economically sound [9,8] and thus also 
ensures the competitiveness of the company [11]. 

In current research, the importance of considering sustainability aspects in industrial maintenance is 
increasing for various reasons outlined above. The number of publications on this subject has been growing 
steadily in recent years. Existing definitions of the term overlap, but also complement each other and are 
thus not unambiguous. This paper therefore answers the following research question: How can Sustainable 
Maintenance be defined? A question that derives from the definition of Sustainable Maintenance is, 
whether in the existing literature it is seen as a standalone or a support function. A support function would 
be a support function to allow the company to design the manufacturing process sustainably, with a focus 
on manufacturing. As a standalone function however would itself be able to independently help the company 
to become more sustainable. The basis for this is provided by a systematic literature review, while the 
definition itself is formulated based on Aristotle's Genus Proximum et Differentia Specifica. This approach 
originates from [12], who developed a definition of Industry 4.0 in their paper. The methodological approach 
is presented in chapter 2 while the evaluation of the systematic literature research follows in chapter 3.1. 
Subsequently, in chapter 3.2 the definition is presented.  

2. Methodology 

The following section describes the methods used to develop a definition for sustainable maintenance. 

2.1 Systematic Literature Review on Sustainable Maintenance 

A systematic literature review differs from traditional narrative literature reviews in that it is a scientific, 
transparent, and reproducible process, minimizing subjective bias through extensive literature searches and 
detailed descriptions by researchers of their procedures, decisions, and conclusions [13]. This method 
enables efficient and high-quality identification and evaluation of the literature on a selected topic [13] and 
helps identify key questions [14]. 

According to [13] a systematic literature search is performed in three steps. At the beginning, the research 
must be planned. For this, a conceptual discussion of the research problem and a description of the 
significance of the problem is included in the research protocol. A specific research question is not required. 
The goal of the first step is to have a research protocol that does not limit the creativity of the researcher in 
the review process, but still limits the possibilities of subjective bias. The second step is to conduct the 
literature search. For this, a literature search was conducted in the Web of Science, EBSCO Host, SCOPUS, 
and Emerald Insights databases using a pre-developed search string. The results were sorted according to 
inclusion and exclusion criteria [15] which were derived from the studies of [16] and [17], categorized and 
expanded by forward and backward searches [15]. In the third and final step, the results of the systematic 
literature review are summarized. For this purpose, on the one hand, a descriptive analysis is presented, 
which includes metadata of the study, and on the other hand a content analysis, which enables a solution of 
the research problem formulated at the beginning. [13]  

A total of 46 articles were identified as relevant in the systematic literature search conducted on June 1, 
2022. After identifying the relevant studies to the predefined research problem, the metadata of the studies 
and their content were evaluated. The evaluation included the country of origin of the authors and the year 
of publication [13] as well as the method on which the study was based and a classification of the result. 
[17,18,13]. For the content analysis of the publications, the method used by [12] for the definition of Industry 
4.0 was applied. For this purpose, like the development of the search string, keywords were assigned to the 
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studies that were used to describe sustainable maintenance in the respective works. These are later used for 
the description of the species-forming difference. 

 

2.2 Genus Proximum et Differentia Specifica 

For the definition of the term sustainable maintenance, the genus Proximum et Differentia Specifica was 
chosen. A definition is a statement composed of the particular genus of the term to be defined and the 
difference from other terms of that genus [19]. Defining helps to identify a thing that is known by name but 
not by explanation [19]. According to this procedure, a thing is defined by its genus (the next higher class) 
and its differences from other things under the genus [20]. The definition must be unique to the thing being 
defined and must always be true, so definitions do not include properties that are true of both the thing being 
defined and other things in the genus [20]. 

In order to define according to the Genus Proximum et Differentia Specifica, the general generic term must 
first be determined. In this case the term "maintenance" was chosen according to [21]. Subsequently, a 
division of the generic term into more general, specific terms is chosen until the species term cannot be 
further divided. The decisive factor is which characteristics are chosen to distinguish the species terms. 
According to the description of maintenance as well as sustainability, the characteristics for differentiation 
refer to tasks and goals of the respective maintenance type. The type to be defined is "sustainable 
maintenance" while the comparison to traditional maintenance is presented.   

3. Results 

The following two chapters will present the results of the research process. In chapter 3.1, the results of the 
systematic literature review are presented, including the definition of traditional maintenance as well as 
identified definitions and descriptions of sustainable maintenance. Chapter 3.2 then presents the newly 
developed definition of Sustainable Maintenance, based on the Genus Proximum et Differentia Specifica 
described in chapter 2.2. The keywords assigned to sustainable maintenance that differentiate this from 
traditional maintenance are described more closely in chapters 3.2.1 to 3.2.5. 

3.1 Systematic Literature Review 

The papers identified as relevant in the systematic literature review are presented descriptively. The first 
study identified as relevant dates back to 2012. Overall, there is an increasing trend, although there is still a 
low number of publications on sustainable maintenance for the year 2022 due to the timing of the search in 
June 2022. With a total of seven publications on sustainable maintenance, Jasiulewicz-Kaczmarek offers the 
most publications, while Franciosi and Miranda have six publications on this topic. The majority of 
publications come from Europe, followed by Asia and Oceania.  

Many of the studies analysed show the status quo of sustainable maintenance, while some also present new 
methods and models or theoretical frameworks. Tools for implementing sustainable maintenance have been 
published less frequently. Methodologically, researchers have often taken a theoretical approach, while some 
have also conducted research through case studies, expert interviews, or workshops. There has been no 
experimental research. 

For the evaluation of the relevant publications, keywords were assigned to them that were used for the 
description of sustainable maintenance in the same. In the following, traditional maintenance is described 
according to the identified publications, its development in recent years and the relationship between 
maintenance and sustainability, to then be able to present the differences between traditional maintenance 
and sustainable maintenance in the sense of the genus proximum. 
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Traditional maintenance 

Maintenance is the combination of all administrative, technical, and management actions during the life 
cycle of an object with the goal of maintaining or restoring the object to its functional state [22-26,5,27]. 
Therefore, the objectives of maintenance activities include high reliability and availability of equipment, as 
well as efficiency [28] and safety [26]. The implementation of maintenance activities influences product 
quality [1]. Nevertheless, maintenance is often perceived as a support process that has the production 
department as its only customer and is thus considered a cost factor [29]. The large number of machines 
leads to a high complexity of today's maintenance [5] which is influenced by the structure and organization 
of a manufacturing company [30]. Despite the perception as a cost factor in the company, maintenance is a 
component of most manufacturing companies, which ensures the functions of the production systems, which 
are necessary for an efficient production process [24].  

Maintenance helps to minimize production costs and maximize equipment life corrective or preventive [31], 
maximize [6] thereby improving the performance [11] and profitability [24] of the entire company [4]. This 
includes improving the reliability of equipment, understanding the reasons for poor performance, preventing 
breakdowns, and reducing downtime by repairing [31]. At the same time, neglected or poorly performed 
maintenance leads to losses for the company [24] making it a critical function for production [11]. For 
example, equipment failure leads to increased repair costs, decreased quality of products, and overall 
shutdown of the production line [10]. Conventional decision-making approaches to maintenance strategies 
focus mainly on technical and monetary criteria [32].  

While, as described above, maintenance as a function in manufacturing companies has been an area for 
outsourcing strategies and has been described as a cost driver [6], there has been an evolution in recent years 
together with production processes from a reactive function to a cost saving and value adding preventive, 
then to a green approach and is now seen as an area that should be managed sustainably [16]. Maintenance 
has also become critical for reliability and availability of assets due to the growing complexity resulting from 
the evolution of technologies, with a new task to avoid unexpected shutdowns due to digitalization [33].  

The indicators described do not address the social and environmental aspects of maintenance [23]. However, 
it is essential to consider these aspects, as the condition of production facilities has an influence on 
occupational safety, the quality of the products to be produced or emissions [23]. Poorly performed 
maintenance leads, for example, to the emission of hazardous substances into the environment, the 
generation of waste due to a non-functioning system, inefficient consumption of resources and energy, and 
waste of stored materials [23,32]. 

Sustainable maintenance  

A total of 190 keywords were assigned to the 46 publications. The frequency of assignment of the most 
frequently mentioned keywords is shown in Table 1. 

Table 1: Most frequently found keywords for Sustainable Maintenance 

Keyword  Frequency 
Triple Bottom Line 28 
Sustainable Manufacturing 26 
Integrated View 11 
Efficiency 10 
Stakeholder 8 
Quality 7 
New Technology 5 
Optimization 4 
Availability 1 
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The keywords presented do not necessarily correspond to the species-forming difference, but purely to the 
description of sustainable maintenance. As an example, availability and downtime can be mentioned, which 
also belong to the objective in traditional maintenance and thus do not represent a difference. 

The keywords identified and categorized here are a description of the sustainable maintenance used to derive 
the species-forming difference. 

3.2 Definition of Sustainable Maintenance 

For the definition of sustainable maintenance, the species-forming difference between sustainable and 
traditional maintenance is formed. This was developed from the keywords in this case. The keywords of 
levels two and three are specifications of the higher levels, so they are shown for clarification, but not 
included in the definition of sustainable maintenance. Referring to the definition of traditional maintenance, 
the keywords can be used to show the species-forming difference. This is shown graphically in Figure 1.  

 
Figure 1: Genus Proximum et Differentia Specifica for Sustainable Maintenance 

Thus, the definition of sustainable maintenance with the species-forming difference from traditional 
maintenance is as follows: Sustainable Maintenance enables the implementation of Sustainable 
Manufacturing through the integrative inclusion of the Triple Bottom Line in the strategic, tactical, 
and operational measures. A focus is placed on meeting stakeholder requirements regarding achieving 
Sustainable Development. The goals of Sustainable Maintenance include higher quality of the products 
and processes to be manufactured as well as increased efficiency through the application of new 
technologies. 

Derived from this definition and the definitions of each keyword included, a Sustainable Maintenance Model 
for manufacturing companies was developed and shown in Figure 2. This model shows the possible 
interactions between the different keywords previously developed within a manufacturing company. In the 
following chapters, the keywords that were previously assigned to Sustainable Maintenance will be 
described based on findings in the systematic literature review. Each keyword will be described generically 
first and then with regard to maintenance activities. 
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Figure 2: Sustainable Maintenance Model 

3.2.1 Triple Bottom line 

The Triple Bottom Line consists of three aspects: Economic, Ecological and Social [28]. The economic 
aspect of sustainability refers to productivity and profitability, efficiency and effective investments, the 
environmental aspect refers to the purchase of renewable energy, prevention of pollution and safe handling 
of hazardous materials, while the social aspect focuses on the health and safety of employees and good 
working conditions [36]. The three areas of sustainability must be considered in an integrated way, as 
changes in one aspect strongly influence the other two [4].  

Maintenance helps to increase the economic value of a company [34] and can have an impact on all three 
aspects of sustainability [11]. A sustainable maintenance strategy has a great impact on reducing energy 
consumption, as a well-chosen maintenance strategy keeps the objects to be maintained in good condition, 
which contributes to energy efficiency, while digital and automated work planning in maintenance 
contributes to its standardization, which helps to identify the reasons for greatly increased energy 
consumption [37]. To integrate all three aspects of sustainability into maintenance, it is necessary to include 
sustainability in the maintenance strategy [10]. If sustainability aspects are not considered in maintenance, 
this can lead to higher repair costs, increased energy consumption and a higher number of occupational 
accidents [10]. Other consequences of non-executed or poorly executed maintenance include higher costs, 
downtime, waste, poor productivity, and product quality [18] hazardous emissions and accidents [35].  
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3.2.2 Stakeholder theory 

Basically, there are two types of stakeholders, those with a connection to a company, for example customers, 
shareholders, or employees, and those that have a demand on a company, such as NGOs [38,39]. 
Stakeholders were originally described as a group without whose support the company could not exist, since 
corporate goals could not be formulated without knowledge of stakeholder demands [40]  

Stakeholders of maintenance were, according to a study of [23] focused on economic factors, but rarely 
associate maintenance with sustainability. Possible stakeholders of maintenance that can support sustainable 
performance of the company are, for example, the development area of the company, as well as quality and 
production, where good cooperation and communication lead to a better understanding of the responsibility 
of the maintenance area. This can be reflected, for example, in well-maintained products that result from 
cooperation between maintenance personnel and the development department. [30] 

3.2.3 Sustainable Manufacturing 

Sustainable manufacturing is the process of manufacturing goods or services by conserving resources and 
using clean technologies [16] while being economically sound [41]. The overarching goal is to manufacture 
products that are fully recyclable and whose production process has a positive impact on the environment 
[42]. The entire production process from pre-manufacturing to post-use must be considered [43].  

Maintenance plays an important role in enabling Sustainable Manufacturing, as it enables the company to 
maintain the efficiency of the production system and achieve the required quality of the products to be 
produced [42], is responsible for the availability and reliability as well as the safety of the equipment. [33]. 
Thus, the maintenance directly influences the Sustainable Manufacturing [29]. Failure to apply sustainable 
concepts in maintenance affects the production volume, quality, safety, and environment [5] which, as 
described above, form the basis of Sustainable Manufacturing.  

3.2.4 Product and Process Quality 

Economic, ecological, and social further development in companies can be achieved by applying 
management standards, such as DIN EN-ISO 9001, the quality management system [29]. Through the 
application of this standard, customer satisfaction can be increased by means of processes for system 
improvement and compliance with customer requirements [44].  

Companies that integrate sustainability principles into their processes can achieve higher product and service 
quality, higher profits, and greater market share [10,34]. Maintenance is closely linked to production 
activities with the aim of producing high-quality products, and the quality of maintenance activities affects 
the quality of production, and thus the quality of products [33] as well as production costs and volumes, 
machine performance and availability [1]. Companies must become more aware that maintenance entrusts 
processes necessary for production processes with the least negative impact on the environment, economy, 
and society [30]. Product quality is an important factor for a trusting relationship with a company's 
stakeholders, which can be achieved through maintenance aimed at better quality without wasting resources 
[45].  

3.2.5 New Technologies 

In science, correlations between the application of new technologies and increased efficiency have been 
demonstrated. The implementation of automation, for example, leads to both increased product quality and 
improved process efficiency and customer satisfaction. These trends could be identified in particular 
regarding Industry 4.0. [46] Industry 4.0 is therefore seen as the key to improved productivity, enables 
economic growth and ensures the sustainability of manufacturing companies [47].  
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Sustainable maintenance cannot be achieved without considering new technologies [48]. The 
implementation of sustainable maintenance activities leads to an increase in production capacity and 
therefore an improvement in the performance of the company [5]. In addition, the competitive position of 
the company can be strengthened, and additional value can be added, the company may qualify for capital 
investment through sustainability standards [34]. Thus, new technologies are also relevant for sustainability 
in maintenance, especially since this business sector has a great contribution to the achievement of 
sustainability goals [41].  

4. Conclusion 

In the systematic literature review and the related content evaluation using the genus proximum, a definition 
of sustainable maintenance was developed based on previous publications on this topic. The differences 
between sustainable and traditional maintenance were elaborated upon, showing which of the characteristics 
of sustainable maintenance have an influence on the different areas of sustainability. Due to the focus on 
sustainable manufacturing in the context of sustainable maintenance, it can be stated that sustainable 
maintenance for achieving sustainable development is not a standalone function in the company, however, 
it cannot be seen as a pure support function either. It enables sustainable manufacturing in manufacturing 
companies and thus has a supporting function, but forms the basis for sustainable production, particularly 
regarding resource conservation, safety and efficiency and effectiveness. It can therefore be stated that 
sustainable development in companies can only be achieved through close cooperation between 
maintenance, production, and their stakeholders. 

This work is subject to some limitations. In a systematic literature review, the incompleteness of the literature 
examined cannot be excluded. While the test of relevance of the studies examined was clearly defined by 
inclusion and exclusion criteria, it cannot be ruled out that conducting the study with two or more researchers 
would have yielded different results. Furthermore, the genus proximum according to Aristotle is one of many 
definitional theories, therefore, a different result could have possibly been obtained by using other 
approaches to definition as well. This work is also exclusively literature-based and therefore may not map 
the practical execution of maintenance. For this reason, it is recommended as future research that a study be 
conducted to solicit the opinions of experts in maintenance, manufacturing, and sustainability practice to test 
the characteristics of sustainable maintenance for feasibility and practical relevance. Additional further 
research should be conducted on target optimization when it comes to sustainability objectives in 
maintenance, as those often limit each other and tradeoffs must be made, as this paper only generically shows 
different parts of sustainable maintenance, but not the actual targeting of such. 
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Abstract 

Solving job shop scheduling problems (JSSPs) with a fixed strategy, such as a priority dispatching rule, may 
yield satisfactory results for several problem instances but, nevertheless, insufficient results for others. From 
this single-strategy perspective finding a near optimal solution to a specific JSSP varies in difficulty even if 
the machine setup remains the same. A recent intensively researched and promising method to deal with 
difficulty variability is Deep Reinforcement Learning (DRL), which dynamically adjusts an agent's planning 
strategy in response to difficult instances not only during training, but also when applied to new situations. 
In this paper, we further improve DLR as an underlying method by actively incorporating the variability of 
difficulty within the same problem size into the design of the learning process. We base our approach on a 
state-of-the-art methodology that solves JSSP by means of DRL and graph neural network embeddings. Our 
work supplements the training routine of the agent by a curriculum learning strategy that ranks the problem 
instances shown during training by a new metric of problem instance difficulty. Our results show that certain 
curricula lead to significantly better performances of the DRL solutions. Agents trained on these curricula 
beat the top performance of those trained on randomly distributed training data, reaching 3.2% shorter 
average makespans. 

Keywords 

Job Shop Scheduling; Reinforcement Learning; Curriculum Learning; Agent Based Systems; Artificial 
Intelligence;  

1. Introduction 

Inspired by the way humans learn, deep reinforcement learning (DRL) is a machine learning paradigm in 
which a system, or agent, autonomously learns from gathered experience. Most famously, DRL has been 
successfully applied to board and video games [1,2] with superhuman performance. In recent years, DRL 
has also shown promising results in industrial use-cases and combinatorial optimization problems such as 
the job shop scheduling problem (JSSP) [3–5].  

Scheduling problems deal with the allocation of resources to jobs over time to optimize criteria such as total 
time spent to process all jobs, called makespan [6]. The JSSP in particular is a problem formulation, where 
each job must visit each machine in a factory in a fixed order, and is considered NP-hard to solve optimally. 
In practice, scheduling problems are often solved using priority dispatching rules (PDRs) consisting of 
simple rules for determining the priority of jobs over a scheduling sequence [6]. The main promise of DRL 
for the scheduling problems compared to alternative solution approaches is that it may yield better solutions 
than commonly used PDRs but with much shorter computation times and less formulation effort than optimal 
solvers [7]. Yet, DRL for scheduling problems is only in its infancy. On the one hand, the field still neglects 
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some problem conditions inherent to real-world problems [8], and on the other hand it lags behind in the 
application of promising DRL paradigms such as curriculum learning (CL). 

CL is a recent but very active research field in DRL and is built on the premise that, as with human learning, 
curricula play a critical role in effective learning behaviors in DRL. More precisely, CL is concerned with 
generating and learning from suitable experience sequences for the DRL agent. These sequences form the 
curriculum, which typically progressively varies the task difficulty leading up a final goal. The transfer of 
CL to the JSSP domain, has only recently been attempted [3]. Such existing methods design curriculums 
which vary between different problem sizes, i.e. numbers of jobs and machines per problem instance. While 
applicable to toy-box scenarios, the number of machines is often constant in real-world scenarios and 
corresponding usable training data. More granular CL within one fixed problem size, however, has not been 
studied yet. The missing component to accomplish CL in this granularity is a common definition of a degree 
of difficulty of problem instances within the same problem size. 

In this work, we present such a definition and propose a new CL strategy for solving the JSSP with DRL.  
Comparing the learning behavior with and without CL, we empirically show the superiority of our approach 
with respect to the achieved average makespan. Our main contributions are summarized as follows: 

• The introduction of a measure for the relative difficulty of a problem instance in JSSPs of the same 
problem size. 

• A curriculum learning strategy for JSSPs suitable to steer the learning behavior of DRL agents and 
to receive shorter average makespans (compare Figure 1). The observed behavior shows that starting 
training on the most difficult instances decreases the resulting makespans by 3%.  

The remainder of this paper is structured as follows: In section 2 we summarize latest achievements in DRL-
based JSSP solutions and introduce CL in this context. Section 3 details our solution method and 
experimental setup, followed by the presentation of the results and insights in section 4 and their  discussions 
in section 5. Finally, section 6 provides a conclusion and outlook to future work.  

 

 
Figure 1: Comparison of the common method with our proposed method. Extension through calculations on the 

training instances and difference in training procedure. 

2. Related Work 

2.1 Deep Reinforcement Learning for Job Shop Scheduling Problems 

Literature on DRL based JSSP solutions is rapidly increasing in volume and can roughly be divided into two 
classes: ground research and applied research. Ground research is generally concerned with new 
architectures [10,11,5], learning design decisions [3,4] and their comparison to existing solution methods, 

35



such as priority dispatching rules, meta heuristics and optimal solvers [12]. Here, we find continuously better 
performance of DRL on standard JSSP problems and benchmark datasets, matching and outperforming 
PDRs in recent years.  

Applied research often considers an additional dimension in the problem formulation inspired by real-world 
use-cases, such as stochasticity [13,14], machine flexibility [15–17], dynamic job releases [18], machine 
failures [19] or multi-objective optimization criteria [20,21]. These studies show the general feasibility of 
DRL to learn, but are typically not very competitive with expert systems. Our contribution lies closer to the 
first class, as it methodologically extends an existing approach by means of a new learning paradigm for CL 
in job shop scheduling. 

2.2 Curriculum Learning in Deep Reinforcement Learning based Job Shop Scheduling 

According to Narvekar et al. [9], curriculum learning consists of three key elements: task generation, which 
deals with the division of the overall goal into easier sub-goals and the generation of suitable training 
experience; sequencing, dealing with the order in which to present the training experience; and transfer 
learning, comprising methods to tackle forgetting skills acquired from past experience when confronted with 
new experience.   

CL for DRL-based JSSP is not much investigated in the current state of research. In a wider sense, CL is 
used in several approaches to DRL-based job shop scheduling by applying variations of experience replay 
[22–25,11,18], in which the gathered experience is rearranged and sampled aiming to make learning more 
stable. In that way, it is loosely related to the sequencing element of CL. However, experience replay works 
with the experience once it is already gathered, skipping the task generation element of CL. Task generation 
is less studied and a remaining challenge for solving combinatorial optimization problems with DRL [26]. 
In our work, we propose an own metric for the importance of experience based on the performance of priority 
dispatching rules, which serves as a discriminating factor for easy and hard tasks. 

Iklassov et al. [3] explicitly propose CL in the JSSP domain. They define the easiness of sub-goals of JSSPs 
through problem sizes, as most common in combinatorial problems because of the solution space scales with 
the problem size [27]. By this definition, a problem instance with more jobs and machines is harder than one 
with less jobs and machines. Making use of a problem size agnostic neural network architecture, the authors 
introduce an automatic sequencing algorithm which favors collecting experiences from the currently hardest 
problem size. Their results indicate that models trained with CL drastically outperform those trained without 
CL. Our approach differs from that of Iklassov et al. [3] in that we apply CL for problem instances of the 
same size. Hence, we are closing an important gap that enables applying CL to those manufacturing scenarios 
in which the number of machines remains the same.  

3. Methods 

In the following, we first summarize the work by Zhang et al. [5], which serves as our methodological testbed 
and baseline, followed by the details of our CL extension and experimental setup. 

3.1 Deep Reinforcement Learning Approach 

Our approach extends the method and framework presented in Zhang et al. [5], which shows competitive 
results on recognized benchmark datasets of the JSSP with makespan optimization. Specifically, our method 
adapts the interaction logic of the DRL agent with the simulation (action-space and environment step), the 
action evaluation signal (reward), the input formulation (observation-space), and the network architecture.  

The studied DRL agent iteratively plans tasks of a JSSP by choosing from the list of still unfinished jobs in 
each iteration step. The corresponding next task of this job is scheduled to start at the earliest still possible 
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time by a mechanism called left-shifting: left shifting means that if the current plan, consisting of all 
scheduled tasks up to that point, can be optimized by switching the position of the chosen task with the 
previous one on the used machine, this switch is executed by the simulation. The corresponding reward 
signal consists of the difference of the makespan of the already scheduled tasks before and after the last step, 
such that the cumulative reward received throughout the planning process equals the negative makespan of 
the final plan. The scheduling decision is based on a size-agnostic embedding: For each task, the embedding 
contains the information whether it is done and what its current lower bound of the makespan is. Each task 
represents a node in a graph neural network in which the corresponding information is propagated from node 
to node and finally aggregated by summation. 

In the original paper, the 40.000 training instances per agent were generated on the fly by randomly sorting 
processing orders on machines and drawing processing times randomly from a normal distribution. Our 
central extension is a different sampling procedure as part of the CL approach.  

3.2 Curricular Training Procedure 

Task Generation (definition of instance difficulty): In order to carry out curriculum learning, a feature to 
divide problem instances into subtasks that vary in difficulty is essential. Since instances of the same problem 
size by definition share the same computational complexity, we resort to a feature defined by how well we 
are already able to solve instances through an established set of rules, i.e. PDRs. We call this discriminative 
feature difficulty to solve (DTS). DTS is defined as the makespan, which the most competitive PDR achieves 
on any given problem instance. Accordingly, we speak of those instances on which a shorter than average 
makespan is realized through the best PDR as easy tasks and those on which a longer makespan is realized 
as hard tasks. Applied to our use case, we proceed as follows (cf. Figure 1, step 1 and 1.1 of our method): 
As in Zhang et al. [5], we generate 40.000 random 6x6 JSSP training instances from normal distributions 
with respect to machine orders and processing times. After solving the training data with six commonly used 
priority dispatching rules jointly with the left-shifting procedure used in Zhang et al. [5], we find that the 
most tasks remaining (MTR) prioritization rule performs best with an average of a 16% larger makespan 
compared to the optimal makespan (optimality gap). The results of all considered PDRs are shown in the 
appendix (Table A1). MTR only performed marginally better than the least remaining processing time 
(LRPT) prioritization, but much better than the most often used shortest processing time (SPT). Optimal 
solutions were generated using the CP-SAT solver by OR-Tools [25]. Figure 2a) depicts the distribution of 
achieved makespans through MTR, which is our used DTS metric.  

Sequencing: The creation of training sequences is the next step. Often the difficulty is gradually increased 
over training in CL, following the intuition that an agent learns a basic strategy first and refines it later to 
match more difficult scenarios. To cover this sequence, but also others, we sort the training instances by 

 

Figure 2 Training data consisting of 40.000 unique instances. a) Histogram of training instances by their DTS 
(makespan through the MTR dispatching rule); b) Elements of the curriculum: portions of training data sorted by 
DTS. (e_n = easy, normal order; e_r = easy, reversed order; h_n = hard, normal order; h_r = hard, reversed order) 
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Figure 3: Schematic representation of all 16 possible curricula. As in Figure 2b), halves consist of CEs containing 

datapoints ordered by DTS (y-axis) along the training procedure (x-axis). 

DTS, as depicted in Figure 2b), then split it into the easy and hard halves and keep the original, or normal, 
order (e_n, h_n) or reverse it (e_r, h_r). For example, e_n (red line in Figure 2b)) consists of half of the 
training data in normal order, i.e. starting from the lowest DTS around 300 and ending at the mean DTS of 
about 580. The four portions make up our ordered training curriculum elements (CE). One entire training 
curriculum consists of two concatenated CEs, e.g. [e_n, e_n] or [e_n, h_r], resulting in the 16 possible 
curricula, schematically depicted in Figure 3. 

3.3 Experimental Setup 

The experiments are designed such that differences in the agent behavior and performance may only be 
attributed to the training curricula. To this end, a separate RL-agent is trained for each of the 16 curricula 
until all training instances within the curriculum have been shown once. As baseline, we also train three 
RL-agents on unordered training data, where the problem instances were randomly shuffled and the agents 
are randomly initialized with varying random seeds. Training hyperparameters are fixed in accordance with 
Zhang et al. [5] for all experiments. All agents are tested on a fixed test dataset containing 1000 problem 
instances each time 2000 training instances have been shown. For more statistically significant results, we 
sampled three different training datasets with varying random seeds as described in section 3.2. The above 
experiments are carried out separately on all three datasets.  

4. Experiment Results 

Figure 4 shows the results of agents tested on the validation instances over the course of training. Agents 
trained on the same CE in the first half of the training period, e.g. on e_n in [e_n, e_n], [e_n, e_r], [e_n, h_n], 
[e_n, h_r], are averaged across the three datasets and depicted as solid lines. Generally, one can observe a 
rapid decline to a first dip of the optimality gap from the first validation point after 2.000 training instances 
to 6.000 training instances, followed by an increase in the optimality gap and a gradual subsequent 
convergence to final values towards the end of the training. Interestingly, more than 70% of the agents reach 
their global minimum in the first dip. This indicates that the agents develop the most successful strategy in 
the very beginning of training and never return to it, but converge towards a higher (worse) optimality gap 
instead. Moreover, the best agents 10% of all agents reached their minimum in the first dip.  

A closer look at the first dip (cf. the zoom-in on the right in Figure 4) reveals that the lowest point is directly 
related to the easiness of the first data shown to the agent, hence the training curriculum. More precisely, the 
lowest point corresponds to agents trained with the h_r CE (blue line), meaning that they have been trained 
on the hardest training data. Inversely, agents trained on e_n (red line) remain highest among all points at 
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Figure 4: Performance of the agents on the test instances over training progress. Lines indicate the mean across three 
random seeds for the training instance generation. Shaded areas indicate the minimum and maximum values across 
three runs. Colored lines represent agents trained on curricula, where the first curriculum element is indicated in the 

legend. The second curriculum element is h_r for all depicted agents.  The black line represents agents trained on 
randomly ordered training instances.  

the first dip. Noteworthily, all agents trained on a CE perform better than those trained without a curriculum 
(black line) on average. This means that it is advisable to use a curriculum, specifically the h_r curriculum 
in the beginning of the training, to achieve the best results. In our case, we achieve 7% better results (1.1%p) 
in the first dip. Overall, we achieve 3% better results (0.5%p). 

Next, we analyze the training behavior of the agents regarding the second half of training, where the second 
CEs are presented. Note that in some cases, such as [e_n, e_n], the agent sees only one half of all instances. 
We study two main questions: Firstly, does the second CE have a consistent impact on the final result? 
Secondly, does the curriculum have a reproducible impact upon introduction in the middle of the training 
(difference between test after 20,000 and 22,000 training instances)? The latter may help to steer the agent 
away from a local minimum. Figure 5 shows the learning curves of agents trained on different curriculums 
composed from the same training dataset. In each plot, learning curves of four agents are displayed. The 
plots overlap in the first half of the training because of being trained on the same first CE, but diverge in the 
middle upon introduction of the second CE. Across all plots we were not able to find significant correlations 
between second curriculum elements and the learning curve with respect to optimal performance.  

This answers the first question: the curriculum element in the second half does not have a consistent impact 
on the final overall result. However, we observed trends regarding the local behavior in the beginning of the 
second half of training. Similar to the behavior in the first half, h_r generally invokes the largest drop in 
optimality gap compared to the other CEs in three out of four cases. In some cases, this goes so far that while 
h_r invokes a drop in the optimality gap, e_n invokes a rise in the optimality gap. 

Figure 6 visualizes the statistics of the immediate local impact of the CEs in the second half of training. 
Figure 6 a) shows the relative statistical impact of the CEs compared to the CEs by rank. The first bar 
indicates that in nine out of twelve cases, h_r invoked the largest immediate drop in optimality gap. 
Analogously, the last bar indicates that in five cases, e_n achieves the lowest performance. Generally, we 
find that h_r ranks highest and e_n lowest, whereas h_n and e_r rank in between. Similarly, in Figure 6 b), 
we can look at the absolute impact and count the number of times a CE caused an immediate jump towards 
better or worse optimality gap. Evidently h_r and h_n rather cause jumps towards better optimality gaps, 
whereas e_r is neutral and e_n causes jumps towards worse optimality gaps more often than not.  
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Figure 5: Zoom-ins on the second half of trainings. In each plot, training was performed on the same curriculum 

element in the first half (top left on [h_r], top right on [h_n], bottom left on [e_r] and bottom right on [e_n]) 

 

 
Figure 6: Statistical analysis of the local impact of training on first 2000 instances of each CE in the second half of 
training. a) Relative impact compared to other CEs. b) and c) Absolute immediate impact: count, how often each 

respective CE caused a drop (better) or rise (worse) in the optimality gap. 

5. Discussion of Results 

The presented results suggest that the learning behavior of the DRL agent can be positively influenced 
through the CEs defined in this study. As a practical consequence, we achieve better global results after a 
comparatively short training period. We therefore propose using CL according to our methodology, which 
is easily implemented and integrated into existing solution approaches. On a more fundamental level, the 
results suggest that the proposed DTS metric is useful to evaluate the easiness of a JSSP problem instance, 
a novum in this particular domain. During the experiments, we further observed the global minimum in the 
dip (cf. Figure 4) during training. Though useful in this particular case, in RL we much rather observe 
smooth, almost monotonically decreasing learning curves. An investigation for the reason behind the 
learning curve may be subject of future work. 

Another noteworthy observation is that learning on the hardest problems first achieves the best outcomes. 
CL methods otherwise typically start from easier sub-problems and transfer this knowledge into the actual 
final problem. Our initial explanation attempt, is that the harder problems introduce a stronger negative 
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reward signal through the larger makespan (note that our definition of DTS is related to the achieved 
makespan), pushing the agent more towards a certain initial strategy. Another intuitive hypothesis is that a 
strategy working well on harder problems, which inhibit a larger makespan, very effectively decreases the 
large optimality gap of these problems and leads to the strong results. To test whether a strategy that 
minimizes the particularly large optimality gaps may be incentivized through a curriculum, one may try 
using the optimality gap instead of the makespan achieved by MTR as DTS metric in the future. Note, 
however, that this requires solving every training instance optimally, which is much slower than our MTR-
based approach especially when applying the method to larger problem instances. 

6. Conclusion and Outlook 

CL is a promising DRL paradigm, yet not well studied in the context of JSSP solutions. In this study we 
investigated the impact of a learning curriculum within a fixed problem size of the JSSP. We found that 
ordering training instances by how well an established priority dispatching rule, MTR, performs on these 
instances provides meaningful metric for forming curricula that allow us to improve the learning behavior 
of DRL agents and to increase the scheduling performance. By starting the training with instances sorted 
from worst to best performances of MTR, our approach consistently outperforms agents trained on randomly 
ordered training data. 

Motivated by the presented results, in our future work we will investigate other metrics for the difficulty of 
problem instances of the same problem size. These may stem from priority dispatching rules that are 
combined for better performance or well suited for certain modifications of the JSSP. This is especially 
necessary for the successful transfer the methodology to other scheduling problems which include more 
challenging optimization objectives and additional constraints. 
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Appendix 

Table A1: Average optimality gap of priority dispatching rules on the training data.  
SPT=Shortest Processing Time First (job-wise); LPT=Longest Processing Time First (job-wise); MTR=Most Tasks 
Remaining (job-wise); LRPT=Least Remaining Processing (job-wise); MPTLOM=Most Processing Time Left On 

Machine (machine-wise); RANDOM: Random Prioritization of Jobs 

PDR SPT LPT MTR LRPT LOUM MPTLOM RANDOM 

opt. gap 0.40 0.32 0.16 0.16 0.41 0.35 0.29 
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Abstract 

Industrial direct current (DC) microgrids offer multiple advantages for production factories. They enable 
higher energy and resource efficiency not only for the production energy supply but also for integrating 
renewable energy resources. The basic control method of DC microgrids, namely droop control, fits the 
industrial application due to its decentralized and robust nature. However, in the case of droop control, the 
DC bus voltage deviates from the nominal value for slowly fluctuating load situations. For this reason, an 
additional control level for voltage restoration, called secondary control or source management, is necessary. 
This paper presents hierarchical control for voltage restoration in industrial DC microgrids. The control shifts 
the current supplied to the DC bus in case the load increases over or decreases below a defined voltage band 
for a certain period. In addition, the designed control is tested on a real industrial DC microgrid which 
includes typical industrial loads of up to 50 kW, such as robots of different sizes and CNC machine tools. 
The control performance with different parameters of the source management is assessed. The results show 
that the designed control restores the voltage level without creating instabilities in the microgrid for all tested 
scenarios. 

 

Keywords 

Industrial microgrid; direct current supply; droop control; hierarchical control; voltage deviation;   

1. Introduction 

Over the past years, the concept of direct current (DC) microgrids for integrating renewable energy sources 
has been proposed and studied. Renewable generation, such as photovoltaic (PV) and wind, inherently 
foresees the presence of a DC-DC or AC-DC conversion step for the grid connection. Due to their nature, 
their integration in DC grids is more efficient than in alternate current (AC) grids [1]. In addition, compared 
to the AC microgrids, DC microgrids overcome disadvantages such as frequency synchronisation, reactive 
power control, and skin effect [2]. The interest in DC microgrids and technologies has been growing in many 
sectors, such as residential, data centres, electricity distribution, and industry [3–5]. In the industrial sector, 
where the loads are increasingly being supplied by converter technologies, DC technology and microgrids 
have gained attention [6]. For industrial DC applications, a reduction of conversion losses of up to 3.75 % 
for loads and 7 % for storage systems have been estimated [7]. In addition, the DC technology enables 
braking energy recovery from drives and the supply of this energy into the grid instead of being converted 
into heat through braking resistors [8]. In the case of a Computerized Numerical Control (CNC) machine, 
the combination of reduced conversion losses and recuperation of braking energy resulted in an overall 
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energy efficiency increase of 6.2 % [7]. In the case of industrial robots, Meike et al. estimated a recuperation 
potential of 15 % during operation. Resource efficiency of industrial companies can be improved by DC 
microgrids due to the reduced cabling requirements and the elimination of conversion steps [7]. Two phases 
of the German research project DC-INDUSTRIE proposed the concept of a non-proprietary DC microgrid, 
which aims at spreading DC microgrids in the industrial sector [9,10]. 

Droop control is the basic control method for DC microgrids. It is a decentralized control method based on 
a control loop over the converters’ inner voltage and current control loops. The control uses a virtual 
resistance or conductance to define the target voltage (current droop control) or the target current (voltage 
droop control) at the device´s connection point to the DC bus [6,11]. However, it has two main limitations, 
the current sharing among converters and voltage deviation [1,12]. The voltage deviation is an inherent 
consequence of the droop control. In the case of high load, the converter with voltage droop curve 
compensates the load with higher current and the voltage is shifted towards lower values. In the case of low 
loads, the voltage is shifted towards higher voltage values. The DC bus voltage is located outside the nominal 
voltage band in both cases. In order to compensate for the voltage deviation, multiple approaches have been 
proposed in literature. These approaches are based on a higher control level, called the secondary control 
level [12] or source management [13], over the droop curve control. According to communication 
requirements, source management can be classified as decentralized, distributed and centralized [14].  

This paper proposes a source management for nominal voltage restoration for industrial DC microgrids. In 
addition, the results of an actual application in a small-scale industrial DC microgrid are presented. The 
paper proves that, despite the simplicity of the approach, the control manages to restore the voltage level. 
The paper is structured as follows. Section 2 introduces the state of the art of secondary or source 
management of DC microgrids. Section 3 describes DC microgrid concept and defines the industrial system 
for the tests. Section 3 introduces the hierarchical control approach based on droop curves-based primary 
control and source management for voltage restoration. Then, section 4 applies the control approach 
exemplarily to the industrial system before presenting and discussing the results. Finally, section 5 offers a 
summary and outlook. 

2. State of the art  

In [15], the secondary level of the DC microgrid control proposed by Nutkani et al. aims at current sharing 
and voltage restoration and operates over the droop control level. It considers economic values, such as 
generation costs and grid tariff. The centralized second control level shifts the voltage to restore the nominal 
voltage level. The control does not require a high bandwidth communication, and it is tested in simulations. 
Zhao et al. in [16] propose a piecewise droop control strategy for improved voltage regulation. Multiple 
current droop curves for each converter are defined that can be changed in a decentralized manner according 
to the load situation. The effective switch between droop curves is tested in a laboratory-scale 30 V DC 
microgrid with two converters and resistive loads. In [1], Lu et al. propose a distributed hierarchical control 
system for voltage restoration and current sharing. A low-bandwidth communication scheme for exchanging 
local output current and voltage measurement between the secondary controllers is defined. The current and 
voltage measurement is used for the definition of voltage and current shift values, which are then combined 
with the results of the droop control. The control is tested in MATLAB/Simulink simulations. Nasirian et al. 
in [17] define a similar distributed secondary control system based on two modules, a voltage controller, and 
a current controller. Here, the voltage controller is based on a cooperative voltage observer for the global 
voltage estimation. The current control compares local currents and neighbouring currents to adjust the 
virtual droop resistance. The control system is tested on a DC microgrid prototype with a rated voltage of 48 
V. A real-time control for voltage restoration and current sharing in DC microgrids is proposed by Olives-
Camps et al. in [18]. The control can solve optimization problems without requiring a precise model. Control 
performances are assessed in simulations, testing both centralized and distributed control implementation. It 
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is shown that the control is robust, the distributed implementation has good dynamic performances, and 
reduces communication requirements. 

The proposed control approaches can restore the voltage level and improve the DC microgrid performance. 
However, some of the proposed control strategies are highly complex and require communication between 
converters. The design of the hierarchical control for industrial microgrids should guarantee simplicity and 
reliability [13]. Moreover, in industry the attractiveness of effective but simple and reliable control systems 
increases when the approaches have been successfully tested in an actual industrial system. However, here 
mostly simulation and laboratory-scale microgrids are tested.  

3. Description of the industrial DC microgrid 

Figure 1 shows the typical structure of a DC grid, here using the HOMAG DC microgrid as an example. All 
devices are connected to a DC bus consisting of a power rail distributing power within the devices. An active 
infeed converter (AIC) feeds the bus system. The AIC is the interconnection point between the AC and the 
DC grid and transforms the voltage to the appropriate level [10]. In addition, there was an energy storage 
system, a lithium ion battery with a capacity of 200 Ah (two battery cells with 100 Ah and 50 V each). 
However, it was not used in the test and thus is not shown in Figure 1. The consumers of the DC grid 
comprise three cells. The first cell includes a HOMAG woodworking machine and a robot. The robot in cell 
1 loads the machine with workpieces. The second cell uses another woodworking machine similar to the one 
in the first cell, but without robot. The third cell is the smallest in terms of power, as only a small robot is 
integrated. 

For the following sections, it is necessary to define active devices and to distinguish them from passive ones. 
Each active device receives a predefined droop curve and adjusts its supply and/or consumption according 
to the DC bus status. Therefore, the active device is actively involved in the control of the DC microgrid. 
For the DC grid used in this paper, the AIC is the only active device and the three consumer cells are passive 
devices. 

  
Figure 1: Structural diagram of the electrical DC microgrid at HOMAG plant. An active infeed converter (AIC) 
is the interconnection point between the AC grid and DC microgrid and supplies the consumers in three cells. 
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4. Control design 

The DC microgrid control presented in this paper is a hierarchical control. The lower level is based on the 
on droop curves and the higher level is managed by a secondary control, the source management (Figure 2). 
The droop control is designed for all the active participants of the microgrids [13]. The source management 
operates in a centralized way, delivering a current offset that is added to the current defined by the active 
participants’ droop control. Only the active devices included in the source management receive the current 
offset. The following paragraph describes both control levels. The lowest control level, also referred to as 
participant management, is out of the scope of this paper. 

4.1 Droop curve control design 

To control voltage and balance power within the DC grid, every active device measures its voltage and 
adapts its power infeed proportionally to the voltage deviation. The droop curve-based approach does not 
depend on digital communication and has the smallest possible response time, only limited by converter 
dynamics. Error! Reference source not found. shows an example of droop curves of the AIC and the 
battery storage. Devices supply the DC microgrid if the current is negative, while they absorb power from 
the grid if the current is positive. The vertical dotted lines divide three areas in which only one device actively 
adjusts its power infeed to the voltage variations. In this case, the respective droop curve has a positive power 

 
Figure 2: Schematic representation of the hierarchical control for the industrial DC microgrid used in this paper. The 
control includes power flow management (primary droop control) and source management (secondary control). 
Participant management is out of the scope of the paper. 

 
Figure 3: Example of droop curves including an AIC and battery storage system. 
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gradient. At the same time, the other device supplies a constant power, which does not depend on the voltage, 
and its droop curve gradient is equal to zero. More details about droop curves and the relevant parameters 
can be found in literature [6,10]. 

Depending on the design of the droop curve, certain functions, such as peak shaving, are implemented. The 
operating point in normal mode is between the inner two dotted lines [690 V; 716 V]. In this area, the AIC 
constantly feeds around 23 A into the DC grid while the battery storage compensates for power deviations 
and thus operates peak shaving. Other functions that can be implemented are: charge/ discharge storage, feed 
into DC grid, feed back into AC grid, or uninterruptible power supply. 

As previously described, the AIC is the only active device in the HOMAG microgrid and, thus, the only 
device with a droop curve. Its droop curve corresponds to the one in Figure 3.  

4.2 Source management design 

If the loads are higher than the nominal ones, the voltage level in a DC microgrid is reduced. If this higher 
load stagnates for a longer time, an undesirable operating point closer to the stability limit will be used. The 
aim of the source management designed in this paper is to restore the voltage level at the nominal value. The 
control is centralized and operated by the AIC’s programmable logic controller (PLC). Figure 4 shows the 
flowchart of the source control as implemented in the AIC’s PLC. 

In order to restore the nominal voltage, the control activates a current shift that is added to the droop curve 
target current and increases the current delivered by the AIC. The negative shift (more current supplied to 
the microgrid) is activated if the measured DC bus voltage is lower than a certain voltage threshold U11 for 
more than a predefined time limit tcount. This way, the source management is activated only when the loads 
are higher than nominal power for longer periods. To avoid frequent activation and deactivation, the Ioffset is 
set back to zero in case the voltage overcomes a second threshold U12 higher than U11. 

The same can be defined for low loads and high voltage levels. In this case, the shift will be positive (less 
current supplied to the microgrid) and the voltage thresholds will be higher than the nominal voltage, with 
U22 < U21. This part of the control is not tested and is out of the scope of this paper. 

 
Figure 4: Flowchart of the source management implemented on the PLC of the active infeed converter (AIC) for 

voltage restoration. Considered case: high load. 

 

Start 

End

tcount(t)=tcount(t-1)+1

Ioffset(t) =  Ioffset1

Ioffset(t-1) =0

Umeas(t) ≤ U11

Start counting

tcount(t) < tcount1

No shift

YES

NO

Umeas(t) ≥ U22(t)

tcount(t)=0

Ioffset does not change

Ioffset(t) =0 Ioffset(t) = Ioffset(t-1) 

Stop counting

First shift

NO NO

NO

YES

YES

YES

STEP 1: Check current shift of
previous time step Ioffset (t-1)

STEP 2: Check DC voltage
measurement Umeas (t)

STEP 3: Start / Stop counting tcount(t)

STEP 4: Check von tcount(t)

STEP 5: Definition of current shift
for the current time step Ioffset(t)

48



5. Results 

This paragraph describes the results of applying the proposed control design (section 4) in the industrial 
system described in section 2. To test the designed control, different scenarios were defined (see Table 1). 
In the first scenario, only the droop curve-based control is considered, and the source management is 
deactivated. The scenarios SM1, SM2, and SM3 differ due to the value of  U12. Scenario SM4 is an extreme 
scenario differing from SM1 because of doubled current offset and longer counter time. 

Figure 6 shows the results of the first two scenarios, where voltage and current profiles are compared. The 
effect of the control is apparent. When the voltage at the AIC’s DC side remains longer than 0.5 seconds 
under 695 V, then the secondary control is activated, and the Ioffset is added on the droop curve, causing the 
shift in the current (examples: 38.19 s, 40.77 s, and 41.54 s). On the other hand, the secondary control is 
deactivated, and the Ioffset is set back to zero when the voltage overcomes the second voltage limit U12 of 700 
V (examples: 40.05 s, 40.98 s, and 41.82 s). When activated, the secondary control causes a small voltage 
overshoot during the settling time. In this scenario, the voltage step is not sufficient to reach an inflection 
point of the droop curve, as it happens after the first shift in the figure (38.19 s): even if the voltage exceeds 

Table 1: Test scenarios description and parameter definition.  

Scenario Description U11 [V] U12 [V] Ioffset [A] tcount [s] 
Droop Droop-curve control only 0 0 0 0 
SM1 Droop-curve & source management 1 695 700 -5 0.5 
SM2 Droop-curve & source management 2 695 702 -5 0.5 
SM3 Droop-curve & source management 3 695 705 -5 0.5 
SM4 Droop-curve & source management 4 695 700 -10 0.8 

 

 

  

Figure 5: Results from scenario 1 (droop) and 2 (SM1), voltage measurements top, current measurement bottom. 
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the limit voltage of 700 V, the control is not deactivated until 40.77 s. Since the control operates on the 
current, the shift is almost instantaneous (current step). However, after circa 100 ms, the dynamics end and 
the supplied current of scenario SM1 follows the current of scenario “droop”. In both scenarios, the system 
remains stable. Similar voltage and current profiles are measured in scenarios SM2 and SM3 but with later 
deactivation times of the control. Different are the profiles obtained in scenario SM4. Figure 7 presents the 
results of the last scenario. The activation is followed by a deactivation after less than 100 ms. This is due to 
the high current step caused by the control and the fast voltage increase over 700 V, which deactivates the 
shift. This happens in all the cases showed in Figure 7 except for the activation at 39.48 s. In this case, the 
load has a peak and shift in current is not enough to overcome the threshold of 700 V. Also in this scenario, 
the system remains stable.  

Table 2: Performance parameters for the results assessment. *Active control time for scenario SM2 could not be 
measured during the test. 

Scenario Active 
control time 

Min. 
voltage [V] 

Max. 
voltage [V] 

Mean 
voltage [V] 

Median 
voltage [V] 

Standard 
deviation 

voltage [V] 
Droop 0% 667.0 711.1 693.3 694.1 6.0 
SM1 45% 667.8 712.3 695.3 696.1 5.5 
SM2 -* 667.6 713.8 695.6 696.3 5.6 
SM3 83% 670.8 715.6 697.3 698.1 5.5 
SM4 9% 668.9 717.9 694.5 694.9 5.9 

 

 
Figure 6: Results from scenario 1 (droop) and 5 (SM4), voltage measurements top and current measurement bottom. 
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To systematically assess the results, performance parameters were defined (Table 2). Active control time is 
when the source management is active, and the current shift is equal to Ioffset. Increasing U12 has the effect of 
a longer maintained droop curve shift. Differently, in SM4, the active time is only 9 % of the test time. This 
is due to the voltage overshoot after activation and the almost direct deactivation of the control. Even if the 
parameter could not be calculated for scenario SM2 due to measurement problems, it is possible to assume 
that the active control time increases with the voltage limit U12. 

The control in all scenarios SM1-4 increases both the minimum and maximum DC voltage. The minimum 
voltage variation compared to scenario droop is not remarkable in scenarios SM1, SM2, and SM4 and 
increases up to 3.8 V for scenario SM3. The maximum voltage variation compared to scenario droop 
increases consistently with the increased voltage limit U12. The same effect has the high current shift in 
scenario SM4, in which the voltage reaches a peak of 717.9 V. 

Mean and median voltages consistently increase with the voltage limit U12, from 2.0 V to 4.0 V difference 
with scenario droop. However, in scenario SM4, the mean and median variation from scenario droop is 
limited to 1.2 V and 0.8 V. This is due to the limited active time of the control: even if minimum and 
maximum voltages are higher, the control does not affect the average voltage. 

Regarding the voltage standard deviation, a decrease can be observed. In particular, for scenario SM1-3, the 
voltage values are more concentrated around the mean values. In Figure 8, the incidence of voltage levels is 
presented in histograms. The median is shifted right, thanks to the source management (SM1-3). In case of 
SM4, the difference is barely visible due to the limited control active time. 

 
Figure 7: Histograms of measured voltage incidence. Each scenario with source management is compared to the 

droop curve only scenario. 
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6. Conclusion 

This paper presents the concept of a hierarchical DC microgrid control for voltage restoration. Source 
management operates over the droop curve control level to restore the voltage at the nominal level through 
a current shift. The control concept is implemented and tested on an actual application, a real industrial DC 
microgrid, including different robots and woodworking machines for a load of up to 50 kW. The results 
show that this simple control concept can shift the voltage to higher values in all test scenarios. In addition, 
no instability occurs. Therefore, this control concept is promising for the installation in industrial DC 
microgrids. Further research should include the definition of a method for computing the source management 
parameters based on the load profile and the formal investigation of the control stability. Future applications 
should test the low load case, i.e., the voltage shift towards lower voltage levels in case of low load, and test 
other DC microgrids with different devices and load. 
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Abstract 

External factors such as climate change and the current energy crisis due to global conflicts are leading to 
the increasing relevance of energy consumption and energy procurement in the manufacturing industry. In 
addition to the growing call for sustainability, companies are increasingly struggling with rising energy costs 
and the power grid’s reliability, which endangers the competitiveness of companies and regions affected by 
high energy prices. Appropriate measures for energy-efficient and, not least, energy-flexible production are 
necessary. In addition to innovations and optimizations of plants and processes, digital energy platforms for 
the visualization, analysis, optimization, and control of energy flows are becoming essential. Over time, 
several digital energy platforms emerged on the market. The number and the different functionalities of the 
platforms make it challenging for classic manufacturing companies to keep track of and select the right 
digital energy platform. The characteristics and functionalities of digital energy platforms have already been 
identified and structured in literature. However, classifying existing platforms into archetypes makes it easier 
for companies to select the platforms providing the missing functionality. To tackle this issue, we conducted 
an explorative and data-driven cluster analysis based on 47 existing digital energy platforms to identify 
digital energy platform archetypes and derive implications for research and practice. The results show four 
different archetypes that primarily differ in terms of energy market integration functionalities: Research-
Driven Energy Platforms, Energy Flexibility Platforms, SaaS-Aggregators / Virtual Power Plants, and 
(Manufacturing) IoT-Platforms. Decision makers in manufacturing companies will benefit from the 
archetypes in future analyses as decision support in procurement processes and modifications of digital 
energy platforms. 

 

Keywords 

Digital Energy Platform; Demand Side Management; Energy Flexibility; Clustering 

1. Introduction 

The negative consequences of climate change, global crises, and local energy shortages require targeted and 
effective measures to achieve the climate targets in the international climate agreements [1]. The German 
government has adopted the phase-out of coal and nuclear power generation as a critical measure [2]. To 
ensure a sufficient power supply, the share of electricity generation from renewable energy sources should 
already increase to 80% of electricity consumption by 2030 [3]. However, the output of renewable energy 
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sources is highly dependent on external circumstances such as the sun and wind [4]. Therefore, an increase 
in storage capacities and synergy effects (e.g., in sector coupling) is necessary for transforming towards 
clean electricity generation. Demand side management (DSM) offers a competitive solution to meet the 
expected challenges by increasing energy flexibility (EF) on the demand side [5]. The industrial sector offers 
significant potential for savings. This sector accounts for 44 percent of electricity consumption in Germany 
[6]. At the same time, this sector offers considerable potential for balancing fluctuations in the power grid 
by adjusting power consumption to the available power [7]. Energy-intensive industrial companies typically 
can shut down, shift, or regulate their (production) processes and equipment to adjust their electricity demand 
[8]. Exploiting EF helps companies to benefit from reduced energy procurement costs by responding to 
volatile electricity prices or reducing their grid charges by avoiding peak loads while contributing to the 
stabilization of the power grid [9]. Despite these advantages, the exploitation of EF in manufacturing 
companies is low [10]. For companies that intend to exploit EF and need to select suitable platform solutions, 
it is often unclear which aspects and functions of a platform are relevant to them [11]. Evaluating available 
platforms is time-consuming, and tools and assistance such as a pre-classification of platforms and their 
characteristics do not exist. Besides platform selection obstacles, Leinauer et al. [12] identify technical 
obstacles such as high IT requirements, high effort, and complexity within IT systems, IT security and data 
security, lack of IT prerequisites in companies, lack of standardization of IT systems, and the lack of 
interoperability of IT systems that refrain companies from exploiting EF. Additionally, Honkapuro et al. [13] 
found the “lack of economic benefits, lack of motivation among the customers, [and] missing standards in 
data system interfaces” as major obstacles to exploiting available EF. DEPs tackle all said obstacles by 
providing economic benefits, simplifying exploitation, and proposing standards. As a first step to shedding 
light on the perceived black box and support companies, Duda et al. [11] developed a multi-layer taxonomy 
of digital energy platforms (DEPs) for DSM applications in the industry that includes a general and a more 
specific data-centric and transaction-centric perspective. While the taxonomy creates a solid foundation for 
understanding and analyzing DEPs in detail, structuring the market and landscape of existing platforms to 
simplify the selection process is still arduous. To identify, conceptualize, and define typical setups of 
platforms, deriving archetypes, such as done by Arnold et al. [14] for the case of IIoT platforms, has 
established a solid approach in literature. To address this vacuum of missing archetypes of DEPs, we 
formulate our guiding research question as follows: 

Which archetypes of digital energy platforms exist in the manufacturing domain? 

To adequately address our research question, we follow an explorative, data-driven clustering approach 
embedded in an adapted process of the well-established Cross Industry Standard Process for Data Mining 
(CRISP-DM). Moreover, we derive four archetypes of DEPs, illustrating which roles digital energy 
platforms can play. The remainder of this paper is structured as follows: Section 2 provides the theoretical 
background of DEPs before we detail the methodological approach in Section 3. Section 4 presents our 
cluster analysis and the derived archetypes. Section 5 gives implications for research and practice before it 
concludes with limitations and prospects for further research. 

2. Literature 

Digital platforms are emerging in almost all industries [15]. To enable the industry to use DSM and exploit 
their EF in their production processes, DEPs provide innovative services [16] and connect the industry with 
providers for control parameters (e.g., contemporary energy procurement costs [17]) or marketplaces (e.g., 
for trading EF) [18]. Zhong et al. [19] show that integrating DEPs into the existing production planning and 
controlling is key for the practical usage of DSM and exploiting the EF. A platform architecture has 
advantages since platforms can connect a company’s heterogeneous components, planning systems, and 
machines [18]. In recent years, many DEPs have been developed (see Table 1). Yet, the DEPs provide 
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different functionality and are based on various architectures and business models. Taxonomies can help to 
classify and compare DEPs. 

Taxonomies aid in classifying entities into their dimensions. Depending on whether one can choose one or 
multiple characteristics of a dimension, the dimension is exclusive (E) or non-exclusive (NE). This allows 
decision-makers and researchers to distinguish between and compare different manifestations of the entities. 
Based on the taxonomy, real-world examples can be classified by creating groups of entities - archetypes. 
Decision-makers can use a taxonomy and respective archetypes to select the appropriate entity for their 
needs. There is an active research stream that develops taxonomies for platforms. Blaschke et al. [20] 
developed a taxonomy to categorize digital platforms according to four dimensions (infrastructure, core, 
ecosystem, and service dimensions). Blaschke et al. [20] used the method to build taxonomies proposed by 
Nickerson et al. [21]. In addition, they derived three archetypes of digital platforms. Moreover, there are 
taxonomies for platforms in multiple domains. Bouadjenek et al. [22] developed a taxonomy that classifies 
social information retrieval platforms. A taxonomy of mobility platforms was developed by Harri et al. [23]. 
Arnold et al. [14] developed a taxonomy and derived archetypes of industrial internet of things platforms. 
Also, in the domain of energy management, there are taxonomies. Khan et al. [24] developed a smart meter 
data taxonomy, Behrens et al. [25] proposed a taxonomy on constraints in DSM methods, and Karlin et al. 
[26] derived a taxonomy of energy feedback systems. However, the academic discourse lacks a more detailed 
look at DEPs. Duda et al. [11] propose a taxonomy to categorize DEPs but to better understand these 
platforms, the derivation of respective archetypes is critical. This paper builds on their taxonomy (see Figure 
1) to derive archetypes. 

Figure 1: The multi-layer taxonomy for DEPs of Duda et al. [11] 

3. Methodological Approach 

In this paper, we used the CRISP-DM process to address the paper’s research question adequately. We follow 
a CRISP-DM-based data-driven clustering approach to derive the archetypes of DEPs based on selected real-
world entities. CRISP-DM is a standardized process that aims to increase business understanding and gain 
insights by applying data mining methods [27]. Figure 2 displays our process. In the first step of “Business 
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Understanding”, we focus on understanding the field of DEPs (see Section 2), and setting the objective of 
deriving archetypes of DEPs. In the second step of “Data Understanding”, we review the data necessary for 
subsequently applying clustering techniques. Here, we build on data from Duda et al. [11], who developed 
a taxonomy for DEPs using real-world examples (cf. Figure 1). In doing so, we dispose of the data of 47 
real-world DEPs with information about their nature in the 15 dimensions depicted in Duda et al.’s taxonomy 
[11]. Each platform considered in this work (cf. Table 1) was characterized/labeled in the taxonomy’s 
dimensions based on information available in project reports, data sheets, or interviews conducted in Duda 
et al.’s work [11] to the best of the authors’ knowledge. 

 
Figure 2: Adapted CRISP-DM process to derive DEP archetypes using a data-driven clustering approach (own 

illustration adapted from [27]) 

Table 1: DEPs considered in this work 

Cordinet Project, Cornwall Local Energy Market, Electron Platform, ETPA, Flexible Power, FutureFlow, 
GoFlex, Nextra, Nodes Market, Piclo Flexibility Marketplace, wepower, AWS IoT Core, Bosch IoT Suite, 
CELOS, Cloud der Dinge, Connected Factories, Connected Factories 2, Enterprise IoT Platform, 
FIWARE, Google IoT Core, IBM Watson, ITAC.MES.Suite, LITMUS, OpenIoTFog, Productive 4.0, PTC 
Thingworx, Siemens Mindsphere, tapio, Virtual FortKnox, Bosch Energy Platform, DEXMA Platform, 
EMPURON EVE, EnCoMOS, ennex OS, ITC Power Commerce EnMS, KMUPlus - Energy Intelligence, 
opti.node, PHI-Factory, SIMATIC Energy Suite, Smart Energy Hub, ENIT, Balance Power, BayWa r.e. 
CLENS, Centrica Business Solutions, e2m, Entelios, Next-Kraftwerke, ENIT Systems 

 

After reviewing the available data, we ensure high data quality and modify the data in the “Data Preparation” 
step for the following modeling step, checking for missing characteristics – if we cannot extract platform 
information, we set the respective value to zero, indicating missing information. The fourth step of 
“Modelling” consists of three sub-steps to correctly and replicable derive archetypes. First, we select cluster 
algorithms that can handle the hierarchically structured platform data. Considering several algorithms allows 
us to avoid algorithm-biased results on the number and composition of archetypes. We apply the commonly 
used clustering algorithms k-modes, k-means, k-means minibatch, spectral clustering, agglomerative 
clustering, and Birch. All steps of data preparation and modeling are implemented in Python using the 
algorithms available in the open-source “scikit-learn” [28] and “scipy” [29] library that provides tools for 
data analysis. Second, to determine the number of clusters k, i.e., the number of archetypes, we use the elbow 
method with a specific metric called distortion score for each algorithm [30]. The elbow method is typically 
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used in cluster analysis and can be applied to different metrics. The distortion score measures and calculates 
the sum of square distances from each point to its assigned center [31]. We subsequently compare the results 
of !!"# for each algorithm and determine the optimal global number of clusters "!$%& with Equation 1 where 
# is the number of clustering algorithms: 

"!$%& = #∑ %!"#	(')%
&'(

) *	 (1) 

,-.!"# = /0.1'2
)&*#_*,!-.

(	 3 4'56_5890:(', <!!"#)
%!"#$%

&'(
) (2) 

Third, we derive the cluster centers, i.e., the characteristics of each archetype, by applying the clustering 
algorithm $%&'"# exhibiting the lowest distortion score by comparing the clustering algorithms with <!"#, 
thus, the best separated and tightest clusters on the data (see Equation 2). The clusters represent DEPs with 
similar characteristics identified based on the taxonomy. Using typical characteristics based on recurring 
patterns, knowledge can be synthesized in a cumulative form of archetypes [32]. The results then serve as a 
basis for the step “Archetype Evaluation & Interpretation”, where we graphically present the cluster analysis 
results transforming the information on cluster centers into interpretable archetypes with individual 
characteristics. Section 4 reports the clustering analysis results before Section 5 discusses the findings. The 
results’ discussion and the publication within this piece of research present the last step, “Deployment” and 
contribute to the initial “Business Understanding” step. Further iterative analysis loops are possible, i.e., for 
future analysis of novel platform data. 

4. Results 

4.1 Clustering Results 

The applied data-driven clustering approach led to the following results. For all algorithms except k-modes, 
the optimal number of clusters was 4, in line with Equation 1, which is why we continued with four 
archetypes for further analysis. The distortion scores of the different algorithms were at a relatively similar 
level, with the Birch algorithm having the lowest score of 169.003 and thus being used to determine the 
exact archetypes. Table 2 reports the detailed results.  

Table 2: Optimal Number of Clusters and Distortion Scores for each Algorithm tested 

Cluster Algorithm Optimal Number of Clusters Distortion Score 

k-modes 5 159.569 

k-means 4 172.833 

k-means mini batch 4 178.765 

spectral clustering 4 169.100 

agglomerative clustering 4 169.940 

Birch 4 169.003 

 

For better visualization, we calculated the two principal components of the data and visualized it as depicted 
in Figure 3. Figure 3 reports the two principal components on the x and y-axis. Each of the four clusters is 
colored differently to distinguish the archetypes we present in subsection 4.2 in detail. The archetypes 
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“Energy Flexibility Platform” (blue) and “SaaS-Aggregators” (orange) differ quite strongly from the two 
remaining archetypes, “Research-based Platform” and “Manufacturing IoT Platform”. Both last-named 
archetypes seem to be more similar to each other. Nevertheless, the two-dimensional depiction may not be 
capable of distinguishing between the multiple dimensions resulting from the input data. We further analyze 
the archetypes in the following. 

 
Figure 3: Simplified graphical representation of the derived archetypes after principal component analysis 

4.2 Digital Energy Platform Archetypes 

This section presents and analyses the DEP archetypes in detail. Table 3 provides an overview of each 
archetype with its central attributes and characteristics, exemplary platforms, and the number of platforms 
associated with the specific archetype. We observe a relatively high share of research-driven energy 
platforms followed by energy flexibility and manufacturing IoT platforms. The smallest share holds for the 
SaaS-Aggregators/Virtual Power Plant archetype.  

Research-driven Energy Platforms are developed by research institutes, universities, and companies. These 
are sometimes organized in larger research projects financed by several ministries (e.g., the German Ministry 
of Education and Research) or the European Union. Nevertheless, the platforms in this cluster are not only 
platform concepts or prototypes but also fully functional platforms with international customers in the 
manufacturing field. The energy platforms offered are primarily open and web-based. Furthermore, the 
platforms use statistical tools and methods to analyze and especially visualize the energy consumption of 
manufacturing plants.  

Energy Flexibility Platforms implement a new concept and connect energy suppliers and commercial energy 
consumers – e.g., typically found as local energy markets. The platform’s objective is to enable the 
flexibilization of power consumption to allow a flexibility marketing for specific use cases such as electricity 
grid congestion management. The development of these platforms is mostly research-driven. Compared to 
the research-driven energy platforms, we could not identify any development toward the commercialization 
of the flexibility platforms. Thus, research projects and consortiums mainly dominate this cluster instead of 
company-only solutions or products.  
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SaaS-Aggregators / Virtual Power Plants are company-based, well-established aggregators that offer SaaS 
products for their customers in energy-intensive industries. The provided software offered participation in 
virtual power plans to optimize energy procurement for energy-intensive industries. Most of the platforms 
in this cluster have highly restricted access possibilities. Therefore, companies that want to participate in 
virtual power plants must fulfill the criteria. The platforms are also used for trading flexibilities on the spot 
markets (e.g., Intraday). Furthermore, the platforms offer to trade the given flexibilities from manufacturing 
companies in the energy markets. 

(Manufacturing) IoT-Platforms offer the broadest functionality of all platforms and, thus, focus least on the 
energy domain. The platforms are mainly responsible for acquiring, aggregating, visualizing, and analyzing 
data streams out of the manufacturing processes, as well as controlling these processes. The platforms are 
offered by well-established companies and are cloud-based platforms. They also give free and unrestricted 
access to the resources and services they offer in their ecosystems. Platforms in this cluster are typically 
generic platforms without a focus on energy management. However, some of the platforms in this cluster 
also develop native applications, e.g., for industrial PCs, to simplify the platform’s integration with the 
machines and components.  

Table 3: Overview of the Determined Archetypes 

Archetype Central Attributes and 
Characteristics 

Platform Examples Number of 
Platforms in sample 

Research-driven 
Energy Platforms 

Web-App, Research-driven 
Company, Open, Data-driven 

Virtual Fort Knox, ENIT 
Systems, Smart Energy 
Hub 

22 

Energy Flexibility 
Platforms 

Research, Many-to-Many-
Platforms, Energy Flexibility 
Trading, OTC 

WePower, GoFlex, Nextra, 
ETPA 

11 

SaaS-Aggregators 
/ Virtual Power 
Plants 

Aggregator, Interfaces, Cloud, 
Closed Access, Transactional, 
Trading,  

NextKraftwerke, 
BalancePower, Entelios, 
e2m 

6 

(Manufacturing) 
IoT-Platforms 

Company, Cloud, Free-Access, 
One-to-Many, Native-App 

Siemens Mindsphere, 
Bosch IoT Suite, 
ITAC.MES.Suite 

8 

5. Implications and Conclusion 

This paper addressed the lack for archetypes characterizing DEPs that make it easier for companies to select 
the platforms providing the missing functionality. Following an explorative data-driven clustering approach 
building on the well-established CRISP-DM process, we identified four DEP archetypes: Research-driven 
Energy Platforms, Energy Flexibility Platforms, SaaS-Aggregators / Virtual Power Plants, and 
(Manufacturing) IoT-Platforms. Our results and findings have several implications for practice and research. 
First, the archetypes structure DEPs in their functionality and services provided, which may serve as a first 
market overview. Market gaps can be identified, highlighting technological needs or opportunities for novel 
platforms, e.g., platforms that combine functionalities of two or more archetypes or business models 
beneficial for providers. Second, and in line with the first implication, the archetypes may represent a 
decision support system for the early stages of digital platform selection. Comparing a company’s existing 
IT infrastructure with the identified archetypes can lead to a particular archetype that fills current gaps in 
automation or additional services. Third, with the goal of (entirely) automated energy flexibility marketing 
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from the shop floor to the energy/flexibility markets, the archetypes clearly show that typical production and 
IoT issues should be thought of in line with energy supply and demand. Compared with Figure 3, we see 
that no overarching archetype covers the full range of functionalities provided for each archetype. 
Transferring this finding to practice, companies may consider several platforms in their enterprise 
architecture for automated flexibility marketing. This leads to implication number four: interfaces and 
standardized communication are crucial for the automation of flexibility marketing, which is in line with 
findings from Schott et al. [33]. Thus, selecting and implementing platforms requires expertise in 
requirements engineering and defining interfaces between different platforms. Alternatively, developing a 
“holistic” platform that covers every functionality needed from the shop floor to energy/flexibility markets 
would be a costly approach, as proposed by Bauer et al. [7]. Fifth, the archetypes “Research-Driven Energy 
Platforms” and “IoT Platforms” are comparatively most comparable (cf. Figure 3). It appears that the 
majority originate or were developed in the production domain and less in the energy domain. The focus of 
“Research-driven Energy Platforms” is on optimizing energy consumption (efficiency instead of flexibility), 
emphasizing data management and less on the marketing of flexibility and its economic potential. It may 
make sense to establish research consortia with additional specialists from the energy sector to further 
develop these platforms in flexibility marketing. In contrast, the “SaaS Aggregators / Virtual Power Plants” 
archetype differs significantly from the “Research-Driven Energy Platforms” and “IoT Platforms” 
archetypes. This indicates historically grown structures and proprietary solutions in a highly regulated energy 
sector [34], which aggregators have tapped in recent years [35]. The need for end-to-end communication and 
interfaces can also be derived here, which should be considered in practical implementation. 

As with any research endeavor, our work has some limitations but spurs future research. First, our study is 
limited in data about existing DEPs focusing on Germany. Broadening the scope might distort the results 
and strengthen the validity of the derived archetypes. We leave this and the research’s transferability to other 
countries for future studies. Second, the derived archetypes represent the status quo regarding existing DEPs. 
Ongoing development, market, and customer requirements (e.g., changing regulations) may lead to changes 
in archetypes. Thus, we recommend applying our methodological approach cyclically to obtain insights into 
trends from a market and functionality perspective. Third, there is room for improvement regarding our 
methodological approach next to limitations in data. There are several other clustering algorithms and 
metrics to derive the optimal number of clusters and evaluate the clusters’ composition [36].In summary, 
despite these limitations, we contribute relevant archetypes of DEPs for production companies and 
researchers. 
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Abstract 

Just-in-time supply chains have become increasingly popular in past decades. However, these are particularly 
vulnerable when logistic routes are blocked, manufacturing capacities are limited or customs are under strain, 
as has been seen in the last few years. The principle of just-in-time delivery requires a coordinated production 
and material flow along the entire supply chain. Challenges in the supply chain can lead to various 
disruptions, so that certain manufacturing jobs must be changed, postponed or cancelled, which will then 
impact supply down the line up to the consumer. Nowadays, many planning and control processes in the 
event of a disturbance are based on the procedural knowledge of employees and undertaken manually by 
those. The procedures to mitigate the negative effects of disturbances are often quite complex and time-
critical, making disturbance management highly challenging. 

In this paper, we introduce a real-world use case where we automate the–currently manual–reschedule of a 
production plan containing unavailable jobs. First, we analyse existing literature regarding the classification 
of disturbances encountered in similar use cases. We show how we automate existing manual disturbance 
management and argue that employing stochastic optimization allows us to not only promote future jobs but 
to on-the-fly create entirely new plans that are optimized regarding throughput, energy consumption, 
material waste and operator productivity. Building on this routine, we propose to create a Bayesian estimator 
to determine the probabilities of delivery times whose predictions we can then reintegrate into our optimizer 
to create less fragile schedules. Overall, the goals of this approach are to increase robustness in production 
planning and control. 

Keywords 

Production Disturbances; Disturbance Management; Production Planning and Control; Automated 
Production Planning; Supply Chain Management; Robustness 

1. Introduction 

Over the last decades, companies have been faced with challenges in a competitive environment 
characterised by globalisation, increasing product variety and growing market dynamics [1]. These new 
market requirements force them to focus on their essential core competences and to outsource other 
activities. In this context, the management of logistic processes in particular has become considerably more 
important in recent years [2]. Logistic objectives such as delivery times, on-time delivery, service level, 
throughput times, inventories, capacity utilisation and delay costs are critical to the success of an enterprise 
[3]. Due to the increasing inter-company cooperations e.g. as a result of outsourcing, logistics have to deal 
more and more with cross-company delivery problems, leading to new challenges and the discipline of 
supply chain management. 
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Changing customer demands, a dynamic environment and quality problems are requiring companies to adapt 
themselves and their business and manufacturing processes faster to new boundary conditions leading to 
reschedules in supply as well as to turbulences along the entire value chain and supplier networks [4]. This 
leads to disturbances on various levels, not least due to the high complexity of such systems [2]. Disturbances 
occur both at the management level and at the level of production and assembly processes [5]. 

To counter disturbances at production level, it is necessary to optimally synchronize production planning 
and control. The main task of production planning and control is the coordination of all production and 
assembly processes to achieve the logistical targets [6]. In production planning, the current production plan 
is established for a certain planning time fence. All material and resource requirements are derived from that. 
Production control regulates the execution of the planned schedule, accounting for all unavoidable 
disturbances such as employee absences, machine disruptions, delivery delays or quality issues and 
production losses [7–9]. A detailed overview of several classification systems for production disturbances is 
presented in section 2.1. In section 3, we give an overview over various approaches in literature towards 
handling disturbances automatically. 

In this paper, we present a real-world use case of a large multinational company (cf. section 4), in which a 
production plan, which covers a fixed horizon of ten days, is devaluated by material flow disturbances. The 
disturbance makes the production of one or more jobs within the fixed planning horizon impossible, so the 
production plan has to be changed. The main causes of these disturbances are short-term delivery problems 
or failures, material discrepancies in the enterprise resource planning (ERP) system or breakdowns in the 
company's own preproduction. The potential reasons for these are manifold and less relevant for this work 
as we focus on resolving the effect rather than preventing disturbances. Nor could the disturbance be solved 
at the logistical level, since e.g. a larger warehouse is not a realistic option for modern cost-sensitive 
operations. Given the existing options, in this case disturbances can only be reacted to at the level of 
production planning and control. 

Recent studies show that, especially in production planning and control, many activities are based on the 
experience and process knowledge of the responsible employees [10]. Part of these manual steps are e.g. 
rescheduling in the event of a malfunction as well as the identification and selection of suitable strategies to 
resolve the situation [11]. In our use case, the production plan was fixed completely manually so far. 

Manual disturbance management is often quite complex, time-consuming and relies on the procedural 
knowledge of employees. In this paper, we present our own approach for automating and subsequently 
improving this process with various techniques from the wider field of artificial intelligence (cf. section 5). 
We start by replicating the existing manual processes in software, albeit substantially faster. We discuss 
that–with the help of stochastic optimisation–we are able to solve the problem more effectively by foregoing 
a mere repositioning of scheduled jobs to on-the-fly create completely new production plans for the fixed 
horizon that are optimized in terms of throughput, energy consumption, material waste, and operator 
productivity. In a next step (cf. section 6), we propose to not only react to disturbances that have already 
occurred, but also to predict or prevent them by generating new alternative solutions (e.g. finding new 
suppliers, readjusting slightly different parts or simply fulfilling different orders first). For this, we discuss 
the use of Bayesian Neural Networks. 

2. Production disturbances and robustness 

In this section, based on a detailed literature review, several classification systems of production disturbances 
are provided. We then introduce the term "robustness" both in general and in the context of production 
systems, as this is a formalisation of the properties of systems that can deal with such disturbances. 

2.1.  Production disturbances 

Production disturbances are unexpected and undesirable events that cause a production system not to 
function as planned. Equipment or software failures, media errors, waiting times for materials, subsequent 
interruptions in the production flow of stations/machines, lack of personnel, loss of speed, scrap or quality 
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problems, planning errors and adjustments are factors that are often classified as disturbances by 
manufacturing companies. The occurrence of disturbances directly affects the productivity of production 
systems, as more time and resources than planned are required to produce the same outcome. Reducing 
production disturbances contributes to stable and more reliable production systems and is critical to 
maintaining the competitiveness of manufacturing companies [12]. Literature offers a wide range of 
disturbance classifications. The main classification systems are summarised in Table 1. 

Table 1: An overview of classification systems for disturbances found in literature 

Classification 
basis 

References Categories Explanation and/or examples 

Manner of 
occurrence [13] 

Unpredictable  
Unexpected, appears suddenly during execution of production processes, abrupt 
changes in the expected and planned production specifications, e.g. urgent order, 
modification of order, machine breakdown 

Predictable 
Can be predicted during execution of production processes due to undesirable 
situations caused by deviations from expected and planned requirements or deviations 
from equipment specifications, e.g. equipment breakdown 

Origin of 
disturbances [14,15] 

Internal 
Undesirable events triggered by resources and/or operations of production systems, 
e.g. machine breakdown, unavailability of labour, quality inspection, layout re-
configuration 

External 

Undesirable events caused by the environment in which the production system is 
evolving, e.g. disturbances due to the company’s relationship with its customers or 
suppliers (e.g. delivery difficulties of raw materials in terms of time, quality and price, 
delay, cancellation, introduction of rush orders) 

Type of 
affected 
entities 

[16] 
Resources Machine breakdowns, change or lack of resources (raw materials or tools) 
Operations or work 
order Overflow and change request (increase/decrease in operating times) 

[17] 
Production 

Each class is divided into inventory, capacity, and dual/multiple suppliers’ issues Supply 
Transportation 

[18,19] 

Supply  Delays, quality problems 
Resources Machine breakdown, tool breakage, labour problems 
Production Scraps management, quality problems, production time, product reject 
Customers Rush orders, order modification, order cancelation 

Nature of 
effect caused 
to aggressed 
production 
system entities 

[20] 

Unavailability of 
aggressed 
entity/relation  

Sudden (unpredictable) event that disables an entity in production system, entity 
switches from Normal functioning mode to the Stop mode, or disturbance that has 
attacked an interentities relation causes the impossibility of interaction or 
communication between the two entities 

Degradation of 
aggressed 
entity/relation 

Corresponds to an event that causes the alteration or non-satisfaction of one or more 
properties/requirements of a production system entity, aggressed entity becomes 
unable to perform its function according to pre-set objectives 

Causes of 
disturbances [21] 

Component failures Breakdowns in sensors and mechanical limit switches 

Design 

Disturbances which would have been avoided had the design been conceived 
differently, e.g. flaws in software design, mechanical blocking due to software design, 
collisions because of poor coordination of system component functions, materials 
inadequately chosen given a robot’s loading capacity, and errors caused by assembling 
system parts 

Human error Includes those errors committed by the operators who run the system 

External Factors 
Likely to interfere with organization performance, e.g. delays in deliveries, delays in 
testing machinery and equipment, and mistakes in installation of machinery and 
equipment 

As shown in Table 1, the individual categories always depend on different characteristics of the disturbances. 
Furthermore, some classification systems map disturbances along the entire supply chain, while others only 
focus on the disturbances within a production system. 

In addition, disturbances that have occurred can be differentiated according to their temporal impact, which 
can range from hours to weeks. Short-term disturbances are abrupt, suddenly occurring and lead to strong 
deviations between planning and realisation. Examples are machine breakdowns or order modifications. 
Medium-term disturbances are consequential errors from disturbances in the short-term range or due to 
inaccurate representations of the real plant and order data. The modification of the production plan or the 
use of non-adapted control strategies usually cause long-term disturbances [22]. 
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According to [23], disturbances can be divided into deterministic and stochastic disturbances. Deterministic 
disturbances interrupt the production process in a planned manner, such as preventive and planned 
maintenance. Stochastic disturbances cause unanticipated interruptions in production systems.  

Along with these, other disturbance categories can be found, such as primary and secondary disturbances 
[24]. In [15,21,25–31] further classification systems can be found. Some of these are along the lines of those 
shown in Table 1, some are an extension by adding new classes, some aim at specific levels of production 
or are sector-specific. Furthermore, our research has shown that there is no existing disturbance classification 
based on the impact on production planning or production control. 

2.2.  Robustness 

Different meanings of the term "robustness" exist in literature depending on the context. In general, 
robustness describes the ability of a system to maintain its functionality in reference to changes of internal 
or external variables. Robustness is reflected in the degree to which a system is insensitive to effects that 
were not explicitly considered in its design [32]. Tomforde et al. [32] distinguish between active and passive 
robustness and present a quantification method to measure robustness. The term "robust" usually refers to a 
fundamental design concept that allows the system to work correctly under a wide range of disturbances. In 
the context of production, robustness refers to manufacturing tolerances, scheduling systems or production 
processes. The robustness of a production plan describes its ability to be executable and achieve satisfactory 
results despite changing environmental conditions and disturbances typical in production systems. A 
production process is robust if it is insensitive to undesirable influencing variables, if production takes place 
on schedule and if quality is met while maintaining the planned economic effort [33,34]. 

3. Disturbance management in literature 

Production planning and control has gradually shifted from low level internal decision making to 
incorporating the entire supply chain [35]. Combined with JIT production this raises the need of supply chain 
risk management [36]. Existing research in this area can be split into two main sectors, reactive, where 
disturbances are handled after they occurred (cf. section 5), and proactive, where potential future risks are 
identified (cf. section 6). 

Li et al. [37] proposed a framework which employs machine learning techniques to identify when 
rescheduling is needed before performing optimization and tested the approach on simulated use cases. 
Starting from an existing schedule with unavailable jobs Wang et al. [38] use a branch-and-price algorithm 
to find an alternative to the original schedule while allowing to fully reject single jobs. Bierwirth and Mattfeld 
[39] employed genetic algorithms for a similar non-deterministic and dynamic job shop problem, where 
–instead of disturbances removing existing jobs–newly arriving jobs require a rescheduling. 

On the proactive side, the possibility of using higher statistics to predict possible supply risks has been 
explored by several authors, such as Wang et al. [40] or He et al. [41]. Brintrup et al. [42] performed an 
analysis of which features prove useful to predict supply disturbances while highlighting the importance of 
domain knowledge for this process. They also built a point estimate prediction system for estimating delivery 
probabilities. Baryannis et al. [43] explored the performance trade-offs necessary to use more explainable 
models like decision trees. Recently, Hosseini and Ivanov [44] employed Bayesian Neural Networks to 
model supply chain disruptions caused by a pandemic. 

4.  Case study 

In this paper, we present a real-world case study from a multinational manufacturing company. Our use case 
involves large-scale production using several parallel assembly lines. A few variants of a basic product are 
produced on one assembly line with a constant cycle time each. This is ensured by the number of employees 
per assembly line: If a product has more features, i.e. more assembly steps, more employees are used and 
vice versa. In assembly, work is done in two-shift operation. The number of employees is highest at the 
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beginning of each shift and decreases over the course of the shift. This means that at the beginning of each 
shift, the product variants with the most features are processed and the less complex variants are assembled 
at the end of the shift. This is the strictest form of flow production called continuous flow production, which 
is bound both spatially and temporally. It is characterised by a continuous transport flow on a conveyor belt 
[45]. 

For this case study, we only consider disturbances linked to material availability. The procurement of raw 
and auxiliary materials or semifinished products is synchronized with the production plan by using the just-
in-time principle (JIT). There is a fixed production plan for the next ten days, which is determined with the 
help of a scheduling optimizer. On each new day, the plan is extended by one day through another scheduling 
run (rolling horizon production planning). We consider a disturbance in material availability that results in 
a planned job that cannot be produced and lies within the fixed planning horizon. Following [14], this kind 
of disturbance can have both internal and external triggers. It can occur at short notice if, e.g. during the 
setup of one or more workstations on the assembly line, it is discovered that a material is missing for which 
there should be stock according to the ERP system (internal disturbance). The discrepancy in material 
availability can also become apparent in the medium term due to delivery problems by the supplier (external 
disturbance) or due to a breakdown in the company's own preproduction (internal disturbance). However, 
both can also occur at short notice. 

As described above, disturbance management regarding an occurred and not prevented disturbance is carried 
out completely manually by a production planner. Depending on the point of occurrence of the disturbance, 
the production plan must be adjusted in the short term or changed in the medium term. The planner executes 
the following process. 

 
Figure 1: Process of manual fixing of a production plan in case of a disturbance in material availability 

As shown in Figure 1, the rescheduling of the production plan is a step-by-step approach. Each step has 
further sub-processes in which the planner checks the availability of a sufficient number of employees, of 
critical parts of the bill of materials, of short range, design and finishing parts as well as preproduction 
capacities. If there is more than one possible solution, then the option with the earliest demand in the market 
is selected. The aim of rescheduling is to optimally close gaps in the production plan in order to maintain 
adherence to schedules and to prevent or minimise production losses. Another crucial factor is to avoid that 
workers are not busy or have to be sent home. 

5. Improving reactive disturbance handling 

The current disturbance handling process of the case study, described in section 4, is primarily carried out 
manually. Due to the time and staff required to execute certain production jobs and some strict requirements, 
as not to cause a break in production, only very few alternative viable production plans exist. These might 
not be optimal and currently primarily selected because they fulfil the constraints and do not lose out on 
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production capacity. Typically, the number of viable solutions is in the low hundreds. However, highly 
trained and experienced planners know which jobs are likely suited from their grasp at the overall picture 
and therefore do not need to evaluate too many solutions following the time-intensive process of Figure 1. 

In a first step, we thus automate important parts of the process to speed up and improve disturbance handling. 
Using data about each product, such as material requirements, the number of employees needed and current 
market demand, all of which is readily available in the existing ERP systems, we can find the best alternative 
for replacing the disturbed job in the original production plan. Additionally, instead of simply using the first 
possible solution like in the manual step-by-step process, we can perform an exhaustive search evaluating 
all viable solutions, therefore, achieving human-competitive or better results. A description of the cost 
function used to evaluate an individual solution can be found in section 5.1. The algorithm can perform all 
the previously manual work, although we allow the expert user to choose between equally good or similar 
plans in the hope, they have a better grasp at the big picture and select even more smartly from the possible 
options. However, currently the available options only allow the swap of two jobs or the expanse of one. We 
often encounter that other operations or a different order might provide a better overall plan. Section 5.2 
describes how stochastic optimization can be used to create entirely new schedules for the fixed planning 
horizon while still fulfilling the known demand and utilizing the existing and expected parts. With the 
described capabilities of automatically fixing disturbances, we can consider this scheduling/control 
mechanism to be weakly robust, returning the system into an acceptance state. 

5.1.  Comparing production plan costs 

To evaluate and compare different alternatives a sensible cost function is needed: 

!(#) = ∑ '(#!) + )(#!) + *(#!) + +(#!)"
!  (1) 

where # ∈ ℝ",$ is a production plan, !:ℝ",$ → ℝ and ',), *, +:ℝ$ → ℝ. The cost function considers 
workers ('), material ()), setup (*) and demand (+), all of which individually inflict costs on a job. We 
optimize under the constraint that jobs in a plan have a decreasing demand in the number of workers over 
the course of a shift due to the fixed cycle times discussed in section 4. If a job would require more workers 
than a previous one or less workers than the next one, we assume that it should inflict a higher cost due to 
idling some workers for the duration of this job. Similarly, a job's usage of material that would be needed 
for another, later job within the fixed horizon (as not enough material is available to perform both despite 
expected deliveries arriving on time) should be punished. Switching between jobs causes setup costs due to 
changes in the machine configurations, transporting parts to stations etc. This is typically constant for a type 
of job, however, the less setup, the more production can take place overall. Lastly, we should always account 
for the actual demand. Some products might be needed earlier or later, in larger quantities or requested by 
higher priority customers. The parameters of those functions are largely application-specific and in our 
current implementation they are guided by expert knowledge. 

Fully automated and unexplained decisions can often lead to distrust of computerized system by the 
employees using them, especially when they disagree with the final decision [46,47]. In the current setup, 
we involve the responsible stakeholders in the decision making by presenting the top solutions together with 
their itemized cost and allowing them to make their favourite pick. Together with historical information and 
expert statements about the parametrizations of those cost functions, this increases stakeholder’s trust in the 
solution quality. 

5.2.  Optimizing the production plan 

As a next step, we expand the algorithmic capabilities to not only fix the plan but create a new optimal 
schedule: Instead of simply filling the timeslot of a single job that has become impossible due to a 
disturbance, we propose to reoptimize (while accounting for schedule nervousness) the entire production 
plan within the fixed horizon, allowing the reordering of jobs, expansion of jobs, as well as the addition of 
new jobs or the removal of jobs not affected by the disturbance. In addition to these new options in the 
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assembly line, adjusting the company’s preproduction plan as well as utilizing options for short-term 
deliveries could make further jobs available. While the current approach allows for evaluating all constraint-
satisfying solutions in less than a second, optimizing the entire plan gives a vastly increased number of 
options for which an exhaustive search is no longer feasible for realistic real-world scenarios. For this reason, 
we deploy stochastic optimization methods such as the well-known genetic algorithm (GA), including 
specialised operators as in [48], utilizing the previously defined single-objective cost function. However, 
treating the costs multi-objectively or adding additional factors such as energy usage, material waste or 
operator idling is straight forward. With these powerful black-box optimizers, the production plan can not 
only be (hot-)fixed but improved. As a result, the production planning process will make another step 
towards stronger robustness and self-optimization. New solutions will likely exhibit more differences 
between the original and optimized production plan which could lead to distrust. However, with the 
explanations based on cost functions and expert information, stakeholders are deeply informed about the 
inner workings of the decision-making process. We plan to further explore explainability requirements and 
user needs in the future. Additionally, this optimizer could be expanded with additional data sources 
pertaining to uncertainties, i.e. of scheduled deliveries, in order to increase the robustness of the production 
plan by creating schedules that include jobs less likely to fail. 

6.  Estimating delivery uncertainties 

While the fast handling of a disturbance is an important aspect of production planning and control, the actual 
goal is to avoid as many of these disturbances as possible. Each disturbance and fixing of the plan necessarily 
mean that a specific product is not manufactured. This might in turn lead to customer orders not to be fulfilled 
on time, or down-the-line production seeing further disturbances. We propose that our reactive approach at 
increasing the robustness of the production should be combined with a proactive component. If the likely 
occurrence of a disturbance was known in advance there could be two possible actions to prevent it from 
disrupting the production plan. Firstly, if it is known early enough, the initial scheduling could create a plan 
that is not affected by it. A second option would be to try to counteract the disturbance, e.g. by procuring 
parts from another supplier. The increased time available to react or proactively respond would improve 
overall planning agility. 

One major source of disturbances we identified in section 2.1 is the unavailability of parts or raw materials, 
often caused by late or cancelled deliveries. In JIT production simply reacting once such a disturbance has 
already occurred leaves very little time for fixing the out-dated production plan. Even when using the system 
described in section 5 an earlier notice can help at creating more robust alternatives as the fitness landscape 
can be explored better or human intervention might make other parts in the fixed planning horizon available. 
For this reason, we propose to use statistical methods for estimating the probability distributions of delivery 
dates. With these models the probability of the delivery occurring between now and the desired date equals 
the integral under the distribution. This presents a great advantage over traditional point estimate methods 
that only tell us whether a delivery might occur at a specific time and date without any information about 
other points in time. 

If a delivery would be predicted as likely to be late some manual actions could be performed. This includes 
simply checking back with the supplier, looking for alternative suppliers that can provide the required 
components on short notice, or using different, but compatible, materials/parts among other possible actions. 
While these actions can help at stabilising or saving a schedule, our focus for this paper lies on utilizing this 
information within our scheduling process, providing both alternative schedules as well as scheduling jobs 
in an order where they are more likely to be executable, i.e. by placing them at a time where they are likely 
to be available. 

We plan to employ Bayesian Neural Networks, or other similar and potentially less complex methods 
providing useful posterior distributions, to estimate these delivery uncertainties or more specifically, their 
probabilities over time. For this we are collecting data of past deliveries, including ones that were on time, 
late or cancelled completely. As the usefulness of such data is highly dependent on the meaningfulness of 
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its features, we are currently in the process of analysing which features contain useful information. One 
avenue we pursue is to probe scheduling and purchasing experts into how they determine a likely missed 
delivery in their own day-to-day work. Additionally, we analyse all available data with statistical methods 
such as feature importance analysis and variance inflation scoring. 

7.  Conclusion 

The organisation in production networks and the increased use of JIT are forcing companies to coordinate 
their material flows along their supply chain. As shown, such complex production systems are vulnerable to 
a variety of disturbances. A key factor in dealing with production disturbances is a more robust production 
planning and control. In this paper, we have provided a comprehensive literature review on production 
disturbances and how they can be classified. We also found that there is currently no classification that 
distinguishes disturbances in terms of their impact on production planning and control. Thus, we plan on 
combining the presented classification approaches and develop a new concept to classify disturbances on 
planning and control level in future work. 

We also presented a case study where the production plan of a multinational company becomes impossible 
due to disturbance in material availability. To automate the rescheduling of such plans we developed an 
algorithmic approach with several expansion stages. In the first stage, we automated the rescheduling steps, 
which are currently carried out completely manually, by optimising a weighted cost function. For the next 
stage, we discussed the usefulness of genetic algorithms, with the help of which it is possible not only to 
close gaps in production plans by simple measures, but also to create completely new production plans for 
the fixed planning horizon that are optimized with regard to further criteria. Most importantly, this 
scheduling solution allows more degrees of freedom than the automated user approach. As we described, 
this is a form of reactive disturbance management leading to more robust production systems. In a further 
expansion stage, we want to proactively handle disturbances in material availability or, at least, better 
identify potential future risks. To this end, we proposed the use of Bayesian machine learning to estimate 
the probability distributions of a delivery over time. This knowledge, in turn, can be integrated into our 
scheduling optimizer, which would lead to resilient and less vulnerable production plans and thus to an 
increased robustness of the whole production system. 

To summarize, we found that despite a large variety of existing classification systems the case of production 
planning and control can still not be fully mapped. Furthermore, we were able to implement an artificial 
intelligence–based algorithmic automation achieving human competitive results in reactive handling of 
disturbances and proposed a proactive disturbance handling approach based on machine learned predictions. 
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Abstract 

Industrial energy systems are being transformed to decrease energy costs, reduce emissions, and ensure 
security of supply. The increasing integration of renewable energies and industrial waste heat leads to 
complex and interconnected industrial energy systems. At the same time, the decarbonization of the heating 
sector is still in its infancy and possibilities are discussed to make excess heat from industrial companies 
available for building supply via district heating networks or to use district heating for thermal energy supply 
in the industrial sector. In this paper, we present an optimization-based investment planning approach to 
calculate the optimal dimensioning of a potential heat transfer station connecting industrial sites to district 
heating systems. The approach is based on a model library that includes typical components of industrial 
energy systems. Moreover, it integrates different energy demands such as heating, cooling, or electricity of 
production systems and sites as well as waste heat of production processes depending on predominant 
temperature levels. The approach manages to include transformation strategies of the industrial energy 
system by integrating different scenarios using regret optimization, giving decision makers a better overview 
of the impact of the investment in a heat transfer station on the overall factory planning. The approach is 
applied to the planning process of an industrial company. In the use case, a positive net present value shows 
the benefits of an investment in a heat transfer station. Moreover, energy costs and carbon dioxide emissions 
can be reduced over the planning horizon and through the higher utilization of waste heat as well as the 
more efficient use of energy systems. 

Keywords 

Industrial energy system; waste heat; heat transfer station; transformation strategies; regret optimization 

1. Introduction 

Increasing energy costs as well as the socio-ecological goal of reducing greenhouse gas emissions and 
achieving climate neutrality pose major challenges for industrial companies. To align with the goals of the 
Paris agreement [1], industrial companies must invest in a transformation of their on-site energy system 
[2,3], hereinafter referred to as industrial energy systems (IES). The industry’s share of the global energy 
demand is about one third [4] within which the energy demand for heating appliances accounts for up to 
70 % [5]. Thus, focusing on the transformation of industrial heat supply is a key element for climate 
neutrality [6]. Besides transforming IES, industrial companies must adapt to new energy markets for the 
cost- and emission-efficient as well as secure provision and use of energy [7]. Due to the goal of integrating 
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renewable energies and waste heat into the overarching energy system, energy-related products such as 
electricity flexibility [8] or the sale of surplus heat [9,10] become more and more available. While the former 
takes place via national and international energy markets, the marketing of surplus heat often must be 
negotiated with the operator of the local district heating system (DHS) [10,11]. Due to technical and 
organizational barriers within the planning phase of such projects, only 7 % of the German DHS heat 
demand is supplied with waste heat [12] although a potential of up to 127 PJ (over 25 %) is estimated 
[13,14]. Whether an integration is economically suitable for the industrial company strongly depends on the 
investment costs, but also on the available heat quantity and its temperature level, the heat pricing and 
finally, the transformation of the IES at the site. To support companies in their investment decision and 
thereby help exploiting the shown potentials, we address the investment planning to couple IES with DHS 
using mathematical optimization. After laying out the fundamentals in section 2, the approach for an optimal 
investment planning of coupling IES and DHS is presented in section 3. The underlying modeling is outlined 
in section 4, which is applied to a use case in section 5. The paper closes with a summary in section 6. 

2. Fundamentals 

In the following, the fundamentals of investment planning in IES with a focus on thermal energy systems 
and transformation strategies, coupling to DHS as well as mathematical optimization are further introduced. 

2.1 Transformation of industrial energy systems 

IES are used to meet the various energy requirements of industrial production systems and sites and supply 
different forms of energy such as electricity, gas, process heating and cooling, space heating, and air 
conditioning or compressed air [15]. Moreover, increasing integration of renewable energies and industrial 
waste heat leads to complex and interconnected IES, especially within their thermal energy supply [16,17], 
which often consists of central heating and cooling networks (see Table 1). 

Table 1: Typical industrial thermal networks with flow and return temperatures as well as applications [16] 

 

The supply for process and space heating is still mainly based on fossil fuels such as combined heat and 
power (CHP) units or gas-fired boilers [15]. To achieve climate neutrality, transformation strategies are 
developed and applied to these systems. For planning heat integration with DHS, these potential strategies 
must be included since future surplus heat might be dependent on the transformation of the IES. Main 
transformation strategies for industrial thermal networks can be summarized as follows [18–22]: 

• Efficiency: Reducing heating and cooling demand, installing more efficient energy converters, 
• Waste heat integration:  

o Direct integration without substituting cooling, e. g. from heat treatment furnaces, 
o Direct integration with substituting cooling, e. g. from compressors for pressured air, 
o Indirect integration via heat pumps, e. g. from cooling networks, 

 Flow / °C Return / °C Typical applications 

Steam 120-240 80-160 Process heat for chemical processes, drying application 

High temperature 90-120 70-90 Metal washing, space heating, domestic hot water 

Medium and low 

temperature 

50-70 30-50 Space heating, cleaning processes, potential for waste heat 

uptake 

Cooling 10-30 15-40 Cooling of industrial equipment, air conditioning 

Cold water 1-6 6-12 Cooling of industrial equipment / chemicals, air conditioning 
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• Electrification: Use of electric boilers or heat pumps instead of fossil fuel-based boilers or CHP, 
• Low carbon fuels: Construction of a hydrogen infrastructure, switch to biogas, 
• Additional: use of renewable energy sources (photovoltaic, solar thermal, geothermal), 

interconnection of thermal grids via heat exchangers and heat pumps. 

2.2 Heat integration in district heating systems 

DHS are a climate-friendly and cost-effective way of distributing heat due to economies of scale and the 
potential to integrate renewables and waste heat over longer distances [10]. The potential for heat integration 
is dependent on the topology and parameters of the DHS, which can be classified into four generations with 
decreasing flow temperatures and increasing integration of decentral energy sources [23]. For third party 
heat integration, the temperature levels within the IES and the DHS determine the possible structure of a 
heat transfer station (HTS). If the temperature of industrial surplus heat does not meet required temperatures, 
heat pump technology can be integrated [24]. Moreover, the fluctuating energy demand in DHS, which is 
highly dependent on the season, outdoor temperature, and time of the day, must be considered for a potential 
feed-in. The temporal difference between heat demand and surplus heat can partly be solved by using heat 
storage [25]. The DHS operator must guarantee the security of supply. Thus, irregular heat sources must be 
secured by backup capacities [26]. Considering these technical requirements in combination with the 
complexity of IES, HTS between IES and DHS must be planned and operated comprehensively [27]. 

For third-party feed-in and its investment decisions, potential revenues and costs are important. The costs 
of heat supplied in DHS consists of the three components: costs for heat generation, costs for distribution 
and costs for connecting customers. These are passed on to the customers as a connection fee, fixed costs 
for network maintenance, and variable costs per unit of heat purchased [28]. The marginal costs of the DHS 
determine the maximum profit of the IES. These can change over time depending on the utilized energy 
converters and primary energy prices [29,11]. If the IES can supply a base load an additional compensation 
is provided [10]. Investment costs include the costs for energy converters and heat exchangers as well as 
costs for pumps, pipes, valves, etc. Missing transparency in analyzing potential heat sources in IES and 
technical requirements as well as missing knowledge about potential revenues and costs in the investment 
planning are major barriers for industrial energy management to initiate such investment projects [11]. 

2.3 Optimal investment planning for heat transfer stations in industrial energy systems  

Mathematical programming is a broad approach to optimize IES from component to system level regarding 
design and operational strategies [30]. At the system level, optimization can support investment decisions, 
taking multiple types of energy demands and technologies into account and evaluating economic and 
ecological goals [31]. An analysis of several approaches shows that the formulation as mixed integer linear 
programming (MILP) is most common for IES on the system level as it is a good compromise between 
model detail and computation time [32]. In investment planning there are several criteria to evaluate 
investment decisions. For optimizing IES, the net present value (NPV) method as goal function is considered 
the most appropriate [33]. The economic criterion can also include ecological terms by economizing 
ecological factors, e. g. as with carbon pricing. The uncertainty during the investment planning about the 
development of energy prices and demands or changes in the IES are considered in mathematical 
programming through stochastic, robust or regret optimization and can be used next to parameter and 
scenario studies [34]. In this work, regret optimization is used to integrate transformation strategies. The 
minimization of regret focuses on decision makers who want to undergo the least amount of opportunity 
costs in the worst-case scenario [35]. The mathematical formulation is presented in [36] as a minimax rule. 
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Mathematical optimization is often used in research for planning and operating DHS [37] and include 
industrial waste heat for reducing costs and emissions. Within these models, such as in [38,39], industrial 
waste heat is just one parameter that neglects the complexity of IES. Moreover, the decision making of 
industrial sites is often excluded in the modelling. Approaches such as [40,41] minimize the joint costs of 
both parties, not individual goals of industry and energy supplier. Research on optimizing IES [32] and 
waste heat integration [42] mostly focuses on the internal use of waste heat. Therefore, research on 
investment planning which focuses on the connection to DHS and the integration of the complexity of IES, 
the goals of industrial companies and transformation strategies is necessary. Thus, after researching 
operational strategies [27,43] we now extend the approaches to the overarching investment planning. 

3. Approach 

In the following, we present an optimization-based investment planning approach to calculate the optimal 
dimensioning of a HTS connecting IES to DHS. The approach aims to support decision makers of industrial 
companies. It integrates a modelling approach for IES with different forms of energy demands as well as 
waste heat of production processes depending on predominant temperature levels. Moreover, the approach 
manages to include transformation strategies of the industrial site by integrating different scenarios. 

3.1 Contextualization within factory planning 

The investment planning of a DHS connection is part of the IES planning, in general following the goal of 
an economical supply and use of energy to fulfill the corporate purpose. The industrial energy management 
must meet the goals for quality, time, cost, and socio-ecological effects. Thus, investing in a HTS between 
DHS and IES should ensure the supply of the industrial site in quality (temperature levels and energy 
amount) and time (fluctuating energy demands) [44]. Moreover, the investment aims to reduce energy costs, 
e. g. by economizing surplus heat. In former work, we showed that these goals can be met in operation [43], 
but for investment planning in the context of the factory planning process (Figure 1) [45], tools must 
evaluate long payback periods as well as consider risks [46,11]. Mathematical optimization models 
especially support the concept phase, using information of the basic evaluation and giving a structure for 
detailed planning. The investment planning of an DHS connection can be seen as one planning phase within 
a broader transformation strategy including several single investment planning cycles. During the planning 
cycle of the DHS connection there is an uncertainty about subsequent planning cycles which might affect 
the IES or the overall industrial site and, thus, the profitability of the DHS connection. This influence and 
its uncertainty must be considered early on during the DHS connection investment planning cycle.  

 
Figure 1: Optimal investment planning of IES in the context of factory planning [45] and transformation strategies. 

3.2 System boundary of the modeling approach 

In Figure 2 the overall system boundary of the optimization modeling approach is depicted based on the 
fundamentals in section 2. The industrial site is modeled with a focus on the IES. The IES is divided into 
several components: energy converters, waste heat sources, energy storages and supply networks. Thermal 
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networks for heating and cooling on different temperature levels depending on the demand requirements in 
the IES and DHS (see Table 1) define the possible heat flows and the energy converters are connected to 
different energy grids. The energy demands of the industrial site with their temperature requirements are 
integrated as parameters. The IES modelling is built up in a modular model library. Thus, different kinds of 
IES can be modelled within the generic modelling approach. To address transformation strategies, the IES 
can be adapted by instantiating new versions of the IES with different energy converters. The DHS site 
models the necessary requirements such as heat pricing models, temperature levels and maximum feed-in 
energy. The HTS can be connected to different grids via heat exchangers and heat pumps as explained in 
[27]. Moreover, heat storage sizing as well as costs for pumps and pipes are modelled. The overall 
optimization problem is then to minimize the NPV in combination with regret optimization. 

 
Figure 2: System boundary for investment planning approach, colored lines display energy networks (yellow: 

electricity; violet: gas; blue: cooling; green, orange, red: heating on different temperature levels); EC: energy 

converter; WH: waste heat; ST: storage. 

3.3 Modelling 

The approach uses a MILP model for the different parts of the system boundary formerly explained.  To 
address the appropriate model detail, some basic assumptions are made: 

• The operational models of the energy systems are modelled as energy balances considering 
temperature levels, energy demands and, energy pricing as parameters [43]. 

• To address the non-linearity of technical systems and parameters, piecewise linearization for part 
load behavior and investment costs is used (not included in the following equations) [32]. 

• The annual operational strategy is based on design days by using time series aggregation based on 
the methodology presented in [47]. These scenarios contain time-varying model parameters such 
as energy demands or temperature-dependent efficiencies. 

• The DHS is modelled in this work as a linear programming model. 

For the operation of the IES, energy converters are modeled as defined in Equation (1). The converted 
energy !!,#,$%&'  for each design day in D and time step in T is calculated by the input energy !!,#,$%&  and an 
efficiency parameter η!,#,$. Moreover, it is restricted to minimum P$'%& and nominal P$&(' power by the 
operating decision variable "),*,$%( . The specific models for energy converters are further explained in [32,43]. 

P+min ⋅ %),*,+on ≤ !),*,+out = !),*,+in ⋅ η),*,+ ≤ P+nom ⋅ %),*,+on 				∀* ∈ D, ∀. ∈ T, ∀0 ∈ I (1) 

Energy converters are connected to the supply networks N. The energy balances of thermal networks consist 
of the input !!,#,$)(  and output !!,#,$%&'  power of energy converters I*%&', I*)( and waste heat sources J2 with power 
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!!,#,+,-  (Equation (2)) of network n. These energy sources must supply the energy demands of the network 
P!,#,*./0. Moreover, energy storage !!,#,*12  can be used. 

3 !!,#,$(34

$∈6!"#$
+3!!,#,789

7∈:!
= P!,#,2;<' + !!,#,2=> + 3 !!,#,$%&

$∈6!%&
				∀* ∈ D, ∀. ∈ T, ∀5 ∈ N 

(2) 

The HTS is connected to the thermal networks of the IES. The possible connections must be defined before 
the optimization. For the dimensioning of the components K of the HTS, a binary decision variable %34&5 is 
integrated (Equation (3)). The variable !3(%0 defines the optimal nominal power of components within the 
HTS which is constrained to P3(%0,067. The operational models and investment cost curves of dimensioned 
components within the HTS are further explained in [32]. 

!!,#,?(34 ≤ !?&(' ≤ 7?@3A ⋅ P?&(','BC				∀* ∈ D, ∀. ∈ T, ∀8 ∈ 9 (3) 

The system is optimized by maximizing the &!' (Equation (4)-(6)) considering design days for every year 
Y with a weighting factor ω8,! . The NPV includes the investment costs ), the operating costs *8 in year y 
as well as a discount factor with the interest rate i. The operating costs are compared to those in case no 
HTS is bought C8469/. The investment costs include costs for the components of the HTS c3:)7/<6=. Moreover, 

costs for pumps and pipes c>,:)7/<6= can be integrated. The operating costs include energy costs c8/? @69⁄ 'B⁄  

as well as revenues for the sold thermal energy r8'B. Also, a base load factor r8,!'B,469/ can be integrated.  

max=!> = −@ +3AD − CD@BE<
(1 + i)D	

D∈F
 (4) 

@ = cG,H%C + !4I,'BC ⋅ cG,JBK +37?@3A ⋅ c?H%C + !?'BC ⋅ c?JBK
?∈L

 (5) 

AD =3ωD,! ⋅ I!D,!4I,@BE< ⋅ rD,!4I,@BE< +3!D,!,#4I,E<MM ⋅ rD4I − !D,!,#4I,@3A ⋅ cD4I − !D,!,#<M ⋅ cD<M − !D,!,#NBE ⋅ cDNBE
#∈>

K
!∈O

				∀L ∈ M (6) 

If several transformation strategies and pricing or demand scenarios / are to be evaluated, the goal function 
is adapted to a regret minimization (Equation (7)). Here, instances for each scenario are created. Then, each 
single scenario is optimized, resulting in its NPVC∗, after which the overall regret optimization is conducted. 
The solution of regret minimization leads to the investment &!'C that would be least regretted by the 
decision maker in the worst case scenario [35]. 

min
P,Q'

max
R
(NPVR∗ −=!>R) (7) 

4. Evaluation 

In this section, the modelling approach is applied to the IES of an industrial company for a first concept and 
dimensioning of a HTS to the local DHS. The industrial site of the use case is planning a transformation to 
climate neutrality of the IES. Within a research project, the coupling to the local DHS is under consideration. 

4.1 Use Case 

The IES of the industrial company consists of five different thermal networks as depicted in Table 1. The 
networks are supplied by gas-fired CHP and boilers as well as compression chillers and cooling towers. 
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Moreover, it is planned that the networks are connected via heat pumps and heat exchangers and that waste 
heat from compressors for pressurized air can be used. The potential HTS can only be connected to the low 
temperature network due to spatial issues. Thus, the IES can supply heat to the DHS via heat pump or 
receive heat via heat exchanger. An additional storage can be connected to the HTS. The parameters for the 
existing components were supplied by the industrial company. For a theoretical evaluation of the approach 
within this paper, parameters, and investment costs for the components of the HTS were taken from [32]. 
In the application within the project, data on specific components from suppliers are used. Eight design days 
containing the energy demand for each network, the availability of waste heat as well as the ambient 
temperature and solar irradiance are derived from measurement data spanning one year. The heat price was 
set to the marginal heat cost of the DHS. To adapt the optimization to potential developments of the IES, 
two transformation strategies besides the conventional IES supply are considered for implementation in four 
years: electrification with heat pumps, electric boilers, photovoltaic and battery storage on the one hand and 
a built up of a hydrogen infrastructure with electrolysis, hydrogen fired CHP and electric boilers on the other 
hand. Besides the conventional, electrification and hydrogen strategies, three projections of gas and 
electricity prices are assumed based on [48]. Thus, nine scenarios for a future development of the IES and 
prices are integrated in the optimization. 

4.2 Results 

The overall model is built up in the python based optimization modeling language Pyomo and solved by the 
commercial solver CPLEX for a time horizon of ten years and an interest rate of 4.5 % [35]. The theoretical 
optimization for each scenario is depicted in Table 2. It shows the NPV for the optimal HTS for each single 
scenario, the NPV for each single scenario with the optimal investment for the conventional and average 
pricing scenario as well as the NPV with the investment determined by the regret optimization. By utilizing 
the regret optimization, the maximum regret for any scenario can be reduced from 7.87 to 0.19 M€. The 
investment in the regret optimal HTS yields savings between 1.6 and 10.1 M€ over the time horizon of ten 
years compared to the NPV without a HTS. A total emissions reduction of the IES and the DHS of up to 
3.9 % can be reached. However, one scenario results in higher total emissions of 0.5 %. In all scenarios heat 
is supplied to the DHS, but in some scenarios no heat is received. Furthermore, the optimal investment 
decisions for each single scenario are shown. For each scenario a heat pump is bought. However, for only 
some scenarios the investment in a heat exchanger and storage is optimal. The regret optimal HTS consists 
of a heat pump with 5.9 MW and a heat exchanger with 4.9 MW nominal power for a total of 0.65 M€. With 
these results, further detail planning of the HTS is conducted with the industrial company.  

5. Summary and Discussion 

 In this paper, we present an optimization-based investment planning approach to calculate the optimal 
dimensioning of a potential HTS connecting IES to DHS. The approach is contextualized in the factory 
planning supporting the concept phase within investment projects. The MILP model of the IES integrates 
energy demands of production systems and sites as well as waste heat of production processes depending 
on predominant temperature levels with models of energy converters, storages, and thermal networks. 
Transformation processes for climate neutrality of the IES are integrated by applying regret optimization 
for comparing different transformation strategies and price scenarios. The approach is applied to the 
planning process of an industrial company which is currently in the concept phase of planning an HTS to 
the local DHS. Results indicate that the investment in the regret optimal HTS yields substantial savings over 
the time horizon of ten years compared to the NPV without a HTS. Moreover, by utilizing the regret 
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optimization, the maximum regret for any scenario can be reduced substantially. However, the results must 
be validated in further steps (detail planning) of the project, e. g. with simulation models for detailed 
components, as well as at the end of the project. 

The presented approach mainly focuses on the dimensioning of the components of the HTS considering 
techno-economical aspects. Regulatory and contractual aspects such as limitation on emissions or heat feed-
in, restrictions on groundwork within residential areas as well as specific pricing regulation must be 
discussed with local administration as well as the energy supplier upfront or integrated in the model in a 
second iteration. Thus, generated results by using the approach can be seen as a first indication for concept 
planning which must be validated and concretized in detail planning. In detail planning also the hydraulic 
connection between the IES and the DHS must be considered, e. g. by integrating simulation models. As 
the approach can be used iteratively in the concept planning and integrates complex modelling such as regret 
optimization, expert knowledge is necessary. In future work, the usability for a broader use could be 
improved. Moreover, in future research the approach can be extended by integrating different possible 
variants of the HTS in form of a structure optimization or apply different pricing schemes of DHS. 

Table 2: Results of the use case. Transformation strategies: conventional (C), electrified (E) and hydrogen (H2). 

Electricity and gas price projections: average prices (A), high electricity and low gas price (H) and low electricity 

and high gas price (L). 
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Abstract 

Due to the advancements in digitalization and increasing system complexities during the past decade, asset 
and maintenance management are becoming more important in companies. Especially in manufacturing 
companies, lean, effective and efficient production is necessary, which can only be achieved with optimal 
strategies for physical assets and excellent asset management, to master challenging market situations. 
System models are supporting management tools for the systematic development of asset and maintenance 
management in the company. One of the most common types of system models are process models, which 
are abstract representations of complex processes. They represent the chronological and factual sequence of 
functions, activities, essential subsystems, properties and interfaces. Numerous process models of 
maintenance and asset management have been published over the years, representing different objectives 
and aspects. This article provides a framework that clarifies the morphology of the models mentioned in 
literature. Finally, the similarities and differences regarding model application in practice and further 
research are discussed. Overall, the article intends to help researchers derive new, extended and optimized 
models for the domain. 

Keywords 

Asset Management; Maintenance Management; Process Models; Framework; Business Management; 

1. Introduction 

Increasing market dynamics, growing system complexity, shortened technology cycles, and rising 
competitive pressure are prevalent problems of manufacturing companies. These risks have a significantly 
strong impact on the physical assets of manufacturing companies, which are supposed to cover a high product 
portfolio, ensure a high degree of availability and produce high-quality products. To counter these sources 
of danger and risks in the best possible way and to be able to preserve the market position, dynamic further 
development across all areas of the company is essential. In this context, maintenance and, more 
comprehensive, asset management is becoming increasingly crucial as reliability requirements continue to 
rise. [1,2] The basis for efficient and effective maintenance and asset management is a model for the structure 
and description of the contents of a management system for the respective company. System models, which 
are essentially management tools that enable structured implementation, serve this purpose in particular, in 
this case, for asset and maintenance management. One of the most common types of system models are 
process models, which are abstract representations of the processes of complex structures. They represent 
the temporal and factual sequence of functions, activities, essential elements, properties and interfaces. [3,4] 
Over the past decades, various models have evolved, focusing on different aspects. These range from generic 
models to specially designed models for specific niche areas. Likewise, the various models differ 
significantly in the level of detail, which in turn influences the scope of the processes mapped.  
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The main objective of this paper is to show the existing process models and their contents for the design and 
development of maintenance and asset management, with their differences, advantages, limitations and 
characteristics. For this purpose, a literature study was conducted, which screened known literature 
databases, university theses, and books in this field via internet searches. 

2. Models in Asset- and Maintenance-Management-Systems 

For further work, it is essential to understand which models were searched for and compared in the literature 
study. The aim was to specifically address process models that serve to introduce and build a structure in 
this domain, not to find philosophies or strategies in the field of asset management. 

2.1 Process Models 

The process model is the graphical, purpose-related and immaterial representation of a temporal and factual 
sequence of the function carried out on an object to ensure a better overview. [5,4] The goal is to represent 
complex processes simply and understandably to enhance understanding among the stakeholders as well as 
communication and to improve the company's success factors - such as cost, time, quality, flexibility, 
environment and safety. [6] The modelling of an enterprise process often turns out to be complex because 
the purpose of the process model can be lost sight of by unstructured proceedings. Process models are used 
in companies for a wide variety of purposes. Starting with the mapping and analysis of operational processes 
up to the use in projects for management system certifications. When creating these, it is essential to follow 
a structured procedure, such as the procedure from the project perspective, the procedure from the 
perspective of the process hierarchy, or the procedure from the perspective of the process dimensions. 

2.2 Process Models in Asset- and Maintenance Management 

In the domain of asset and maintenance management, process models can depict the holistic activities on the 
three different management levels.  

The normative level deals with corporate policy, corporate goals, corporate constitution and corporate 
culture. To create benefits for the respective target groups define At this level, the principles, norms and 
rules for ensuring the company's viability and development. [7] The starting point is the corporate vision, 
which defines the corporate actions and forms the basis of the corporate policy and the corporate mission for 
the corporate development derived from it. It thereby creates legitimacy for the actions at the strategic level. 
[8,9]  

Strategic management focuses on the creation, preservation and utilization of success potentials, for which 
resources must be used. [8] The main task of this level is the design of organizational structures and 
management systems, the design of relevant programs, as well as the problem-solving behaviour of the 
company's actors. The goal of strategic management is to influence the activities set and to perform actions 
in accordance with the defined policy, as well as to ensure the company's long-term future. [9,7]  

The strategic management is implemented in the operational actions, which are focused on economic, 
performance, financial and information processes. Operational management aims to implement the targets 
defined at the strategic level and measures to achieve the corporate and asset management targets. [9] 

A central role in a process model for asset and maintenance management is also given to the management 
functions with planning, control, information, organization and personnel management [10–12] this ensures 
a dynamic improvement and an orientation of the management system towards an efficient and effective 
management. [13] These management functions can also be used from the operational to the normative level. 
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Planning 

The goal-oriented planning forms the main task of a manager and serves the systematic [14], prospective 
thinking through and definition of goals as well as measures and means for the goal reaching. [15] It also 
has the coordinating function of steering the corporate processes. [12] The issues that are examined in the 
course of planning are, on the one hand, the corporate goals (goal planning), the corporate structure (structure 
and provision planning) and, on the other hand, the planning of the process flows (process planning). All 
planning processes have in common that they are information processing operations or system design, serve 
to adapt to environmental changes, take place through a sequence of planning phases, and that planning itself 
must be planned and is an instrument of coordination which itself must be coordinated. [14]  

Control 

Control, the counterpart to planning, serves to reduce uncertainties in the planning process. These 
uncertainties range from checking assumptions and verifying the target effect of planned measures to 
monitoring the available resources and behaviour of those involved. [14] Thus, the main task consists of 
target-performance comparisons, evaluation of results, deviation analyses and, if necessary, adaptation of 
the planning and all other sub-management systems. [16] 

Information 

Planning and control require information supply. Thus, the goal of information is to provide management 
with results-oriented information with the necessary degree of accuracy and compression at the right place 
and at the right time. Important in information is the right balance between the content, the form of the 
statement and the information properties of the information. [14] 

The main requirements for information supply from the point of view of planning and control are making 
planning problems visible, showing the information about the possibilities of action, and flexible adjustment 
to the changing environmental conditions. Furthermore, the information supply should be economical, user-
adequate, and determined by a structured system with linear tasks. [16] 

Organization 

The goal-oriented control of operational activities is the primary goal of the organization. Thus, it is also one 
of the business management tools with the main task of coordination. These coordination activities can reach 
from the distribution of tasks over the organization of instruction and decision rights up to the organization 
of spatial-temporal relations of physical processes and information processes. Within the structure and 
operational organization, it covers this subrange of measures for coordinating tasks and the coordination 
between the management subsystems. [16]  

Personnel management 

Personnel management is understood to be that subsystem of management, which is directed at employee 
management. Thus, it includes the employees themselves, the managers controlling them, and all related 
instruments and processes. The central tasks of personnel management are recruitment, planning, 
administration, development, evaluation and controlling of personnel. [17] Since it takes place through social 
interactions, information plays a crucial role in this context. Planning, control, information and organization 
relates closely to personnel management, and the associated tasks only become effective through good 
personnel management. The difference between this and the other leadership subsystems is that personnel 
management is linked to the participation of the people concerned. The effectiveness of the other leadership 
subsystems only occurs when the respective output influences the behaviour of the employees, which in turn 
depends on personnel management. Since the measures of information, planning, control, and organization 
only become effective through personnel management, coordination among them is very important. [16]  
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Overall, the process model and its contents intend to support companies in designing and developing 
comprehensive asset and maintenance management in a structured manner. 

3. Research Methodology and delimitations 

Bibliographic searches were conducted in the following electronic databases: 

• Scopus 
• Web of Science 

The search function was used to search the two electrical databases for the contents maintenance 
management, physical asset management, system models, process models, control loops and framework. 
The restriction also only includes titles from the year 1980 onwards. One thousand and two entries were 
found in total during the query. After excluding the following criteria, 14 articles remained: 

• The article must represent a holistic maintenance management model and not be limited to a specific 
management area. 

• The model presented in the article must be a process model. 
• The model must not be a computer model or a computerized maintenance management system 

(CMMS). 

For the papers, the title was screened at the beginning for a first elimination, then an abstract screening of 
the remaining contents was performed, so that further contents could be eliminated. A full text screening 
was performed for the remaining publications, finally the mentioned 14 contents remained. In addition to 
the 14 articles in the electronic databases, a literature search of books and university publications was 
conducted. In the case of the university publications, the focus was on the German and Austrian regions. 
Thereby further relevant contents for this literature study could be included. This way, 26 contributions were 
selected, representing the process models for asset and maintenance management. The further article will 
detail which levels and aspects of the management functions are included in the individual models. 

4. Results of content analysis 

Table 1. present the found 26 contributions. In the first step, the selected contributions were examined to 
determine which levels - normative, strategic and operational - are dealt with in the process model. A more 
detailed description of the individual levels can be found in Chapter 2 Process Models in Asset and 
Maintenance Management Systems. At the outset, it can be seen that the normative level is the least 
addressed in the literature and is rarely formulated. In the standards, the normative level is mentioned only 
very superficially [18–21], whereas in BIEDERMANN and FERNÁNDEZ, for example, this level is 
described in detail, since it has an influence on the overall design of the management system [22,23]. Most 
process models, almost all of them, focus on the strategic aspect and are mainly concerned with the choice 
of strategy. It is clear that the more recent contributions include predictive maintenance as a strategy choice, 
or that data analysis models are in use, reflecting the technological progress in maintenance. [24,25] Also 
the operational level is considered to a quite small extent; the level itself is cited in more than half of the 
contributions, but a more detailed elaboration of the operational activities rarely occurs.  
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Table 1: Process Models in Asset- and Maintenance Management 
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1 
[26] 

da Silva, R. 
F.; Souza, 
G.F.M. de 

Modeling a maintenance management 
framework for asset management 
based on ISO 55000 series guidelines 

2021  ● ● ●   ●  

2 
[27] 

Hassanain, 
M. A.; 
Froese, T. M.; 
Vanier, D. J. 

Framework model for asset 
maintenance management 2003  ● ● ● ● ● ●  

3 
[25] 

Linneusson, 
Gary; Ng, 
Amos H. C.; 
Aslam, 
Tehseen 

A hybrid simulation-based 
optimization framework supporting 
strategic  maintenance development to 
improve production performance 

2020  ● ● ●     

4 
[28] 

Marquez, A. 
C.; Gupta, J. 
N.D. 

Contemporary maintenance 
management: process, framework and 
supporting  pillars 

2006  ● ● ● ● ●   

5 
[29] 

Márquez, A. 
C.; León, P. 
M. de; 
Fernndez, 
J.F.G. 

The maintenance management 
framework: A practical view to 
maintenance management 

2009  ●  ● ● ● ●  

6 
[30]  

Biedermann 
H. 

Organisation zur Realisierung der 
Instandhaltungsplanung. 1987 ● ● ● ●  ●   

7 
[31] Kinz A. 

Ausgestaltung einer dynamische, lern- 
und wertschöpfungsorientierten 
Instandhaltung 

2017 ● ● ● ● ● ● ● ● 

8 
[22] 

Biedermann 
H.; Kinz A. Lean Smart Maintenance 2021 ● ● ● ● ● ● ● ● 

9 
[18] 

 Austrian 
Standards 
Institute 

Instandhaltungsprozess und 
verbundene Leistungskennzahlen - 
EN17007 

2017  ● ● ● ● ● ● ●  

10 
[19–
21] 

 International 
Organization 
for 
Standardizati
on 

Asset management - ISO 55000 Reihe  2014 ● ●  ● ● ● ●  

11 
[32] Campbell JD 

Outsourcing in maintenance 
management: A valid alternative to 
selfprovision 

1995  ● ● ●  ●   

12 
[33] 

Vanneste SG, 
Van 
Wassenhove 
LN 

An integrated and structured approach 
to improve maintenance 1995   ● ●   ●  

13 
[34] 

Riis J, Luxhoj 
J, 
Thorsteinsson 

A situational maintenance model 1997 ● ●  ● ● ● ●  
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14 
[35] Wireman T Developing performance indicators for 

managing maintenance 1998  ●  ●  ●   

15 
[36] 

Duffuaa SO, 
Raouf A 

Planning and control of maintenance 
systems 2015 ● ●  ● ● ● ● ● 

16 
[37] Tsang A Strategic dimensions of maintenance 

management 2002  ●  ●   ● ● 

17 
[38] 

Waeyenbergh 
G, Pintelon L 

A framework for maintenance concept 
development 2002  ●  ● ●  ●  

18 
[39] 

Murthy DNP, 
Atrens A, 
Eccleston JA 

Strategic maintenance management 2002  ●  ●     

19 
[40] 

Abudayyeh 
O, Khan T, 
Yehia S, 
Randolph D 

The design and implementation of a 
maintenance information model for 
rural municipalities 

2005   ● ● ● ● ●  

20 
[41] 

Pramod VR, 
Devadasan 
SR, 

Integrating TPM and QFD for 
improving quality in maintenance 
engineering 

2006  ●  ●  ● ●  

21 
[42] Kelly A Strategic maintenance planning 2007 ● ● ● ● ● ● ●  

22 
[43] 

Söderholm P, 
Holmgren M, 

A process view of maintenance and its 
stakeholders 2007 ● ● ● ● ● ● ●  

23 
[23] 

Fernández, 
J.F.G.; 
Márquez, A. 
C. 

Defining maintenance management 
framework 2012 ● ● ● ● ● ● ● ● 

24 
[44] 

Campos, M. 
A. López; 
Márquez, A. 
Crespo 

Modelling a maintenance management 
framework based on PAS 55 standard 2011 ● ●  ● ● ● ● ● 

25 
[24] 

Gallesi-
Torres, A.; 
Velarde-
Cabrera, A. 

Maintenance Management Model 
under the TPM approach to Reduce 
Machine Breakdowns in Peruvian 
Giant Squid Processing SMEs 

2020   ● ●  ● ●  

26 
[45] 

Palomino-
Valles, A.; 
Tokumori-
Wong, M. 

TPM Maintenance Management 
Model Focused on Reliability that 
Enables the Increase of the 
Availability of Heavy Equipment in 
the Construction Sector 

2020  ● ● ●   ●  

Sum 11 23 16 26 15 19 20 6 

 

The five major management functions, planning, control, information, organization and personnel 
management, are addressed for further analysis of the various contributions. This involved examining which 
functions are covered in each model. The focus of the process models is on planning, which can be explained 
by the increased consideration of the strategic level. One of the main tasks of process models is to support 
planning tasks in order to ensure structured planning, which explains why the planning function is addressed 
in every process model listed. Especially the planning for the maintenance strategies to be used is presented 
in the papers. In addition, administrative planning activities are often identified in the process models as 
well. 

The information function was observed in terms of the functions and activities between which the 
information structure is built and which information is to be communicated. About half of the contributions 
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represent the information structure in the process model, or they show how the functions interact with each 
other and thus represent an information interface.  

Some contributions deal with the organizational function in their description and illustration of the process 
models by showing the structure of the asset and maintenance organization. Based on the organizational 
structure's representation, the employees' functions are likewise mapped directly in the process model. This 
allows for a direct transition to personnel management, but only at a few contributions. 

In the case of the control function, almost all contributions depict a controlling cycle. Either about PDCA or 
simple control loops to be able to control the management system. In terms of content, most process models 
describe the controlling function only marginally and hardly show a viable approach for implementation in 
companies. The detailed processes in the model themselves are hardly ever depicted in control cycles, or no 
control function is shown. This means that the quality aspect of the individual mapped processes is hardly 
present. 

Despite the good representation of the organization and its functions, only a few contributions describe the 
direct influence of the co-workers on the management system. In some cases, human resources are described 
and perceived as necessary. Still, there is no focus on how to deal with employees or how personnel can be 
used to be able to cope with the diverse activities in a holistic asset and maintenance management. 

5. Conclusion 

In summary, it can be said that the existing process models in the area of asset and maintenance management 
primarily deal with strategic conditions, whereby the focus here is on the choice of strategy for the individual 
assets in the enterprise. Thus, the operational level and executive activities are included in most process 
models, but these activities are hardly ever dealt with or described in more detail. This follows from the fact 
that the activities of the operational employees in the different branches can be very heterogeneous. The 
normative level is barely considered in the previous process models, i.e. philosophies, missions or visions of 
the maintenance organization are rarely considered. Accordingly, the target system cannot be aligned with 
an adapted vision. 

Most of the articles found, show that a maintenance management system is depicted as a process model since 
the four basic maintenance points are usually addressed. Especially the more current contributions describe 
an holistic asset management. A trend towards asset management is also visible in the process models. The 
expanded view of assets over the entire life cycle and more significant consideration of interdisciplinary 
topics are being examined in increasing detail and thus show the significant influence that asset management 
has on the entire company.  

The focus on the management functions is clearly on planning, which is also described across all levels. The 
information and organization function influence themselves strongly since, by the illustration of the 
organization, the information structure can already be indicated. Mostly here, the paths and interfaces of the 
information are pointed out, and the contents are rarely dealt with. This is reflected in the control function 
again since a control loop for the improvement and illustration of key figures is given. However, hardly the 
more exact processes are dealt with, whereby direct controlling of the processes becomes difficult. As a 
result, the quality control of the actual execution of the processes is merely described on the surface, and 
companies see a need to catch up with a model that supports the quality of the maintenance activities and 
generally of the processes to be able to monitor and control them. Personnel management is also neglected 
in the process models; it is only presented as an important human resource, and the comprehensive functions 
of this topic are severely overlooked. This presentation of the process models is intended to support the user 
in finding the right model for his area, and also to show alternatives. 
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It is easy to see that the process models have evolved considerably over the years, especially in the concept 
of asset management, which makes the scope of consideration even more extensive. A need for research is 
seen in the area of the normative level, as well as in the function of personnel management and control. 
Particular attention should be paid to the quality control of the individual processes, making the processes 
more controllable and hence improving the efficiency of asset and maintenance management. 
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Abstract 

Various applications leverage location data to increase transparency, efficiency, and safety in intralogistics. 
There are several properties of location data, such as the data’s degrees of freedom, system latency, update 
rate, or accuracy. To select a suitable indoor localization system, corresponding data requirements must be 
derived by analyzing the considered application. To date, the dependencies of the system performance and 
location data requirements have not been satisfactorily described in the literature. Thus, no method exists to 
adequately derive location data requirements. For intralogistics, such a method is of particular relevance due 
to the high-cost sensitivity and heterogeneity of partially safety-relevant indoor localization applications. To 
fill this gap, a method for selecting and quantifying location data requirements for the application in 
intralogistics is presented in this work, creating substantial added value for warehouse managers and system 
integrators. The method is based on a spatial model that is built on the premise that location data is used to 
determine the presence or absence of an entity in a multidimensional interest space. The usage of the method 
is demonstrated in an exemplary case study for the application of ‘Automated Pallet Booking’.  

Keywords 

Indoor localization; Intralogistics; Data requirements; Spatial model; Method 

1. Introduction 

Industry 4.0, Smart Logistics, and Industrial Internet of Things are terms used to describe the ongoing shift 
in production and logistics driven by modern information and communication technologies. One of the key 
technologies in intralogistics is indoor localization [1]. Indoor Localization Systems (ILS) generate location 
data of entities, such as goods, assets, personnel, or vehicles that can be leveraged by a wide range of 
applications to increase efficiency, safety, transparency, and flexibility in intralogistics. The much-discussed 
Real-Time Locating Systems (RTLS) are a subcategory of ILS for real-time remote locating. ‘Automated 
Pallet Booking’ [2], ‘Risk Assessment’ [3], and ‘Location-Dependent Order Allocation’ [4] are just a few 
examples of the myriad applications of ILS presented in the literature.  

For warehouse managers or system integrators to select a suitable ILS for an application, the requirements 
must be met by the system’s performance. Mautz [5] lists the most important requirement parameters for 
ILS, such as accuracy, integrity, or market maturity. Measurable properties related to the location data itself 
are considered location data requirements, for which corresponding performance metrics can be determined 
by experimental evaluation. The results of such experiments are often published in benchmarking studies 
[6,7] and summarized in literature surveys [5,8]. But how are the data requirements for an application to be 
determined? As pointed out by Hohenstein and Günthner [9], data requirements depend on the specific 
implementation and environment of an application. Thus, providing universally applicable figures is not 
possible. Instead, methodical approaches can be applied to specify data requirements. High-level procedures 
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for the determination of user requirements were proposed by Mautz [5] as well as Gladysz and Santarek 
[10]. However, when it comes to explicitly selecting and quantifying data requirements, they are not 
applicable.  

In this work, a method is proposed to select and quantify data requirements for intralogistics applications. 
The remaining work is structured as follows. In Section 2 an overview of related work is presented to provide 
a basis for the method presented in Section 3. Subsequently, the usage of the method is demonstrated for the 
application of ‘Automated Pallet Booking’ in Section 4. Finally, the results are discussed and conclusions 
are made in Section 5. 

2. Related work 

This section provides an overview of the most relevant work regarding the specification of localization data 
requirements and concludes by pointing out the identified gaps. Individual indoor localization technologies 
are deliberately not presented, since data requirements must be considered independently of the functionality.  

The most holistic examination of localization requirements is provided by Mautz [5], as part of an extensive 
literature survey on ILS. Mautz provides a list of 16 well-defined user requirement parameters, divided into 
the categories ‘positioning’, ‘human-machine interface’, ‘security and privacy’, and ‘costs’. Requirement 
parameters of the ‘positioning’ category are ‘accuracy’, ‘coverage’, ‘integrity’, ‘availability’, ‘continuity’, 
‘update rate’, ‘system latency’, and ‘data output’. In addition, a generic procedure for capturing user 
requirements is provided. Finally, requirements for selected application domains are exemplarily derived, 
such as for ‘Underground Construction’ and ‘Ambient Assisted Living’. However, the work lacks to provide 
information on how the data requirements are ultimately quantified. 

Gladysz and Santarek [10] present a procedure for selecting suitable ILS for an application, whereby the 
initial step deals with the definition of requirements by describing the business case and determining the 
limits of acceptable requirement parameters. The authors list ‘costs/benefits’, ‘accuracy’, and ‘reliability’ as 
common requirements, but do not limit the possible parameters to be considered. In addition, a case study 
of a forklift truck control and diagnostic tool in a cold chain warehouse is presented. The minimum 
requirement for horizontal position accuracy is specified as 0.5m. Similar to the procedure provided by 
Mautz [5], the procedure presented by Gladysz and Santarek remains at a high level, without further 
explanation on how values are quantified. 

Hohenstein and Günthner [9] present a survey to examine the suitability of 25 ILS for localizing forklift 
trucks. The considered evaluation criteria are ‘localization accuracy’, ‘outdoor capability’, ‘flexibility’, and 
‘scalability’. In addition, ‘real-time capability’ and ‘integration effort’ are mentioned as relevant parameters 
but were not further considered due to a lack of data availability. The localization accuracy is defined as the 
95th percentile of the horizontal position error. The authors identify the size of the object that must be 
(indirectly) localized as the relevant criterion to quantify the requirement for localization accuracy. For 
example, in the course of an automatic booking process, a pallet to be localized must be assigned to a storage 
location with a known position. The horizontal position accuracy requirement concerning the center of the 
pallet is accordingly determined by half the width of the storage location. For comparison, the authors give 
a rough range estimation for the required localization accuracy of five common areas/objects in intralogistics, 
such as ‘storage area’, ‘storage aisle’, and ‘storage location’. A generalized method is not provided. 

Although the performance requirements of ILS are discussed in several publications, depth is lacking when 
it comes to quantifying the data requirements. Dependencies of system performance and location data 
requirements are barely discussed. Hohenstein and Günthner [9] present an interesting approach to determine 
the requirements for the horizontal position error for the localization of forklift trucks in intralogistics based 
on the dimensions of the object or area of interest. To create significant added value for warehouse managers 
and system integrators, this approach must be generalized and further developed. 
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3. Method for deriving location data requirements  

In this section, a method is presented for systematically deriving location data requirements. The method is 
based on the concept of localization functions and comprises the definition of data requirement parameters 
(Section 3.1), a generic model to describe the spatial dependencies of the data requirement parameters and 
localization functions (Section 3.2), and a procedure to support the systematical derivation of the defined 
parameters (Section 3.3). 

3.1 Localization functions and data requirement parameters 

Location data requirements are a subcategory of system requirements that deal with the properties of location 
data. Location data serve an application to enable localization functions that describe which entity (or entity 
class) is within (or outside of) a given multidimensional space. This space is considered Interest Space and 
the entity is considered Entity to be Localized. If the Interest Space is entered or exited, an event is created 
and transmitted to an application. The application then processes the information to create value for the end-
user. Figure 1 illustrates this process for an application with multiple localization functions, ILS, and Entities 
to be Localized. 

Location data (!"⃗ ) are a set of discrete values that convey information about an entity’s location over time. 
The term location (!!"""⃗ ) denotes a position and orientation in space at a certain point in time. Considering a 
rigid body in three-dimensional space, !!"""⃗  is given by (%! , '! , (! , )! , *! , +!), with the position (%! , '! , (!) and 
orientation ()! , *! , +!), whereby the z-axis is corresponding to the vertical direction. Hence, location data 
consist of up to six Degrees of Freedom (DoF). ILS often provide additional data, such as the velocity, 
acceleration, or the predicted position of an entity. This information can be crucial, for example, in 
controlling robots. If no additional data is provided, location data may be used for their calculation. When 
examining location data requirements for the computation of such data, different complex effects must be 
taken into account [11]. Therefore, the conclusions drawn in this work only apply to localization functions 
as explained above.  

Location data can be differentiated according to the Localization Type into absolute and relative 
localization [5]. The term absolute localization refers to location estimation in a global frame of reference 
as defined by landmarks or anchor nodes. In contrast, relative locations are expressed in a local coordinate 
frame. Figure 2 shows the top view of a logistics scenario with a forklift truck (Oforklift) and a pallet (Opallet) 
within an area of a warehouse (Oarea). Here, absolute localization refers to the forklift’s or the pallet’s location 
in the global reference frame Oarea. Relative localization refers to the forklift’s location with respect to the 
pallet’s location or vice versa. 

Figure 1: Different localization functions creating events for an application based on the location of different entities.          
Location data can be provided by one or more ILS and entities to one or more localization functions. 
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The location estimate is subject to various error components and thus differs from an entity’s true location. 
The closeness of agreement between the location estimate and the true location is described by the term 
Localization Accuracy [12]. The associated absolute localization error vector is given as the elementwise 
distance between the location estimate and the true location. Localization errors can be expressed by each 
element or any combination, such as the horizontal position error.  

A parameter closely related to localization accuracy is Localization Repeatability. Localization 
repeatability indicates the closeness of agreement between location estimates at the same true location [12]. 
Figure 3 visualizes the distinction between accuracy and repeatability. Repeatability can be high even when 
accuracy is low. In intralogistics applications, localization repeatability is relevant, if the Interest Space is 
specified with respect to location estimates from the same ILS. This is the case, for example, when a robot's 
navigation is based on a map recorded by the same system [13]. 

Relevant metrics for localization accuracy and repeatability are the percentiles of the localization error 
distribution, which indicate a value below which a certain percentage of location estimates fall. For example, 
for the horizontal position error, a 95th percentile of one meter indicates, that 95 % of location estimates from 
a set of location data map to a value below this number. Percentiles are essential from an end-user perspective 
as they indicate the Confidence with which a localization accuracy threshold will be met to reliably enable 
a localization function. The 95th percentile became established to define a comparable value for localization 
accuracy. However, depending on the required confidence of the location estimate, other percentiles can be 
considered.  

Typically, ILS provide Location Updates periodically with a constant update rate (-). The time gap 
between two consecutive location measurements is then given by ." = 1 -⁄  (Figure 4). For moving entities, 
the update rate is relevant since the last location update could indicate the entity is within an Interest Space 
even though the space has already been exited, or vice versa. Besides periodic updates, location updates can 
be provided upon request by an outside trigger or upon event triggered by a sensor of the ILS [5]. 

Figure 3: Difference between localization accuracy and repeatability 

Figure 4: Time gap and system latency 

Figure 2: Absolute and relative localization 
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Finally, the System Latency describes the time delay (.#) from the actual measurement to the provision of 
the location data, whereby the timestamp associated with the location estimate is usually set to the 
measurement point in time. System latency is relevant when location data must be processed near real-time, 
which is often the case in safety-sensitive applications such as collision avoidance [5]. 

3.2 Spatial model of data requirements 

The DoF, localization type, localization accuracy, localization repeatability, location update type, and system 
latency can be relevant data property parameters to determine the presence of an entity within an Interest 
Space. In this subsection, the dependencies of the data requirement parameters are described in a generic 
model under consideration of the spatial requirements of localization functions. Finally, the dependencies 
are expressed in a mathematical equation. 

A location update provided by an ILS relates to a specific coordinate frame of the entity to be localized that 
is usually given by the location of a localization device. This is referred to as the Entity’s Localization 
Frame (OL). The coordinate frame that is to be determined as being within an Interest Space is referred to 
as the Entity’s Interest Frame (OI). Figure 5 illustrates the top view of an Entity’s Localization Frame and 
the Entity’s Interest Frame for a forklift truck. The location estimate of the ILS refers to the rear of the truck, 
whereby the center between the fork ends of the truck is the relevant location for the localization function. 
To compute the location of the Entity’s Interest Frame, the coordinate transformation (TL, I ) must be applied 
to the location data provided by the ILS. 

If the localization error at the Entity’s Interest Frame is too high, the presence or absence of the entity within 
the Interest Space cannot be reliably determined. The closer the Entity’s Interest Frame is to the boundary 
of the Interest Space, the smaller the localization error must be. The multidimensional space in which the 
Entity’s Interest Frame is allowed to move without falsely triggering an event is referred to as Motion Space. 
The closest distance for each of the considered DoF is referred to as Requirement Margin. Optionally, a 
Safety Margin can be added. Figure 6 (left) illustrates these spaces for 2-DoF (%! , '!). 
The Requirement Margin specifies the maximum localization error that a location estimate at the Entity’s 
Interest Frame can have while ensuring the correct determination of presence inside or outside an Interest 
Space. The Uncertainty Space, on the other hand, is introduced to describe the localization error at the 
Entity’s Interest Frame as a consequence of the system’s performance. It refers to the same dimension as the 
location estimate and comprises the three components shown in Figure 6 (right).  

Depending on the relevant reference coordinates for the localization function, Static Uncertainty is either 
determined by the localization accuracy or by the localization repeatability of an ILS, transformed to the 

Figure 5: Top view of transformation between the Entity’s Localization Frame and the Entity’s Interest Frame 

Figure 6: Planar view of spatial components for the Requirement Margin and the Uncertainty Space 

101



Entity’s Interest Frame. Rotational error components in the Entity’s Localization Frame lead to additional 
translational error components for the location estimation in the Entity’s Interest Frame. The Static 
Uncertainty (2"⃗$,&''/)*+,,) at the Entity’s Interest Frame is provided as the same percentile as the respective 
accuracy or repeatability of the ILS, which is chosen according to the required confidence level (3). This 
uncertainty component is referred to as static because it is considered to be independent of the entity’s 
motion. This assumption applies to a good approximation at low velocities, depending on the applied 
localization technology. Time-related uncertainty components are additionally considered for dynamic 
scenarios. The Time Gap Margin refers to the uncertainty component that is resulting from the Entity’s 
Interest Frame changing its location since the last location update (."). The Time Gap Margin is not relevant 
for location updates upon request or upon event, in which case the data is requested when required. Finally, 
the Time Delay Margin refers to the location uncertainty as a result of the system latency .#. During this 
time delay, the entity’s location changes according to its velocity components. Thus, the Time Delay Margin 
must be considered when the real-time location of the entity is relevant. 

The dependencies of the presented model can be expressed in a mathematical equation. The Requirement 
Margin is denoted as a vector 4"⃗ , with each element relating to a required DoF. The Interest Space is denoted 
as 5, the Motion Space as 6, and the Safety Margin as 7. The Uncertainty Space -""⃗  is a vector of the same 
dimension as  4"⃗  and is given as the sum of the Static Uncertainty --""""⃗ , the Time Gap Margin 89"""""⃗ , and the Time 
Delay Margin 8:"""""⃗ . From the condition that the data requirements must be met by the system performance, it 
follows 

!"⃗ (%,', () ≥ +!""""⃗ + -."""""⃗ +	-0"""""⃗ .    (1) 

An upper bound for the time delay and the Time Gap Margin results from considering the maximum velocity 
(;⃗./0	) of the Entity’s Interest Frame multiplied by the maximum time gap or latency. With the accuracy or 
repeatability percentile for the chosen confidence, it follows 

!"⃗ (%,', () ≥ 1"⃗",$%%/'(),* +	2⃗+,-	 ∗ 4/ +	2⃗+,-	 ∗ 	40.   (2) 

Equation 2 thus leads to a conservative estimate of the requirements. The left side of the equation can be 
estimated downward and the right side upward, so that the condition of a higher Requirement Margin than 
the Uncertainty Space remains satisfied. To quantify location data requirements, the components of this 
generic equation must be specified in terms of a particular localization function.  

3.3 Procedure for deriving location data requirements 

The presented spatial model and its associated equation form the basis for deriving location data 
requirements. In this subsection, a procedure with four main steps is presented that is used to specify the 
localization function (A), determine the Requirement Margin (B), estimate the Uncertainty Space (C), and 
finally calculate the data requirements (D). In the following, the steps are briefly explained in the context of 
intralogistics. The procedure is illustrated in (Figure 7). 

Specify Localization Function (A): The basis for deriving data requirements is formed by specifying the 
localization function under consideration. For this purpose, it must be clarified which entity or entity class 
is to be localized (1) inside or outside which Interest Space (2). For example, should a person be localized 
in front of a shelf or a forklift in an aisle? The localization type (3) can already be deduced from the answer 
to the question of whether the relevant location data of the Interest Space should be specified with respect 
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to the entity’s location or a global reference frame. Furthermore, the relevant DoF of the Interest Space must 
be specified (4). Localization functions for intralogistics applications rarely require 6-DoF. Usually, roll and 
pitch can be neglected, resulting in location data with a maximum of 4-DoF (%, ', (, +). Often, the number 
of DoF can be further reduced. For example, for ground-based vehicles, considering 3-DoF (%, ', +) and for 
personnel, the position in the horizontal plane, i.e., the 2-DoF location (%, '), is usually sufficient. 

Determine Requirements Margin (B): In the second step, the Requirement Margin is determined. This is 
done by considering the dimensions of the Interest Space (1), the Motion Space (2), and the Safety Margin (3) 
for the required DoF. The spatial structure of warehouses and production halls can be well described by 
rectangular areas or cuboid spaces. For example, an aisle or a storage area in a warehouse can be modeled 
by rectangles, while a typical storage compartment can be modeled by a cuboid. These abstractions and the 
resulting symmetries can prove useful in specifying the Requirement Margin. For example, if the presence 
of a forklift in a warehouse aisle is to be determined (localization function), the Interest Space is given by 
the boundaries to the adjacent aisles, including racks. However, the Motion Space is limited by the free aisle 
area and the forklift's dimensions. If the Entity's Interest Frame is in the center of the forklift, the boundary 
of the Motion Space is given by the free aisle area (without racks) minus half the width of the forklift. 

Estimate Uncertainty Space (C): Next, the components of the Uncertainty Space are specified, i.e. the 
right-hand side of Equation 1. If the estimation of the time-related uncertainty components based on the 
maximum velocity is considered reasonable with respect to the given localization function, Equation 2 can 
be applied. (1) The maximum velocity (v"⃗ 234	) at the Entity’s Interest Frame can be estimated considering 
the application processes. (2) The Time Delay Margin (TD"""""⃗ ) must be considered, if the location data must be 
provided in near real-time. (3) The confidence level (3) can be chosen using standard percentiles or 
according to the Six Sigma-method, which has become an established quality management tool in the 
industry. (4) The coordinate transformation (TL, I ) between the Entity’s Localization Frame and the Entity’s 
Interest Frame can either be measured or estimated. If the transformation does not contain translational and 
rotational components, it does not influence the Static Uncertainty (U5""""⃗ ) and can therefore be neglected. 

Compute Data Requirements (D): Finally, the data requirement parameters can be calculated. The 
Uncertainty Space can depend on multiple data requirement parameters, such as (1) localization accuracy, 
(2) localization repeatability, (2) time gap, and (3) time delay. If one uncertainty component is lower, another 
can be higher. There can be an infinite number of value combinations that satisfy the equation. The specified 
equation can therefore either be used to calculate different combinations of values or to prove the suitability 
of an ILS with given data requirement parameters. 

4. Case study 

The proposed method is applied to the exemplary application ‘Automated Pallet Booking’, which 
automatically reports the storage or retrieval of pallets in a storage compartment or area to the warehouse 
management system. This case study serves to demonstrate the feasibility and the usage of the method. 

Figure 7: Procedure for deriving location data requirements                                                         
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The case study focuses only on the localization function that associates a pallet to a storage compartment of 
a pallet rack. Thus, the Entity to be Localized is a pallet (A, 1) and the Interest Space is a storage compartment 
in a pallet rack (A, 2). Regarding the localization type (A, 3), the location of the storage compartment is 
known in a global coordinate system. Consequently, the absolute localization of the pallet is required. To 
determine which compartment a pallet is in, the horizontal and vertical positions are of relevance. Hence, 
3-DoF (%, ', () are considered (A, 4). 

Next, the Requirement Margin must be determined. Figure 8 shows the front view of an exemplary pallet 
rack in which pallets are stored lengthwise. To ensure that a pallet can be assigned to the correct 
compartment, its presence must be distinguished from the adjacent storage compartment. The Interest Space 
is therefore given by a cuboid with the width, depth, and height of the storage compartment (B, 1). The 
Motion Space in %, relative to the center of the pallet, results from the space between two adjacent 
pallets (B, 2). Since the pallet is placed on the crossbar, the (-component of the Motion Space is zero. 
Therefore, in Figure 8, the Motion Space is visualized as a line in the %(-plane. The % and (-components of 
the Requirement Margin are marked as @) and A). Additionally, a Safety Margin is considered (B, 3). 
Analogous considerations can be applied to the '-component. The calculation of the individual values will 
not be discussed further, since the focus is on the method itself. For the following derivation of requirements 
parameters, a Requirement Margin of (0.3m, 0.5m, 0.15m) is assumed. 

The vector for the maximum velocity is assumed to be (0.1 m/s, 0.7 m/s, 0.1 m/s), with substantially higher 
maximum velocity in the storage direction (C, 1). No real-time capability is required for the localization 
function (C, 2). Incorrect entries in the warehouse management system lead to various further mistakes and 
must be avoided. Therefore, a high confidence level (C, 3) of 4σ is exemplarily chosen, which refers to 
0.62% false location estimates. The localization device is assumed to be attached at the center of the pallet, 
which is also the Entity’s Interest Frame. Thus, the coordinate transformation from the Entity’s Localization 
Frame into the Interest Frame can be neglected (C, 4). By inserting the values into Equation 2, it follows. 

5
0.3
0.5
0.15

; 	≥ 1"⃗12,$%%/'(),* + 5
0.1
0.7
0.1
;+! 	∗ 	4/.    (3) 

Since the location of the Interest Space is provided in absolute coordinates, localization accuracy is the 
relevant criterion for the Static Uncertainty (D, 1). The localization repeatability can thus be neglected (D, 
2). Table 1 shows the resulting 4σ-percentiles of the absolute accuracy for selected values of	." (D, 3). For 
an ILS transmitting periodic location updates at an update rate of 2 Hz, corresponding to a time gap of 0.5s, 
the minimum localization accuracy would therefore be given by 2"⃗67,&'' equal to (0.25m, 0.15m, 0.12m). 
Based on these data requirements, an ILS suitable for the considered localization function can be selected.  

Table 1: Location data requirements for different time gaps and 4σ-percentiles of the absolute accuracy components 

	." / [s] 0.1 0.2 0.3 0.4 0.5 0.6 

267,&'',0 / [m] 0.29 0.28 0.27 0.26 0.25 0.24 

267,&'',8 / [m] 0.43 0.36 0.29 0.22 0.15 0.08 

267,&'',9 / [m] 0.15 0.14 0.13 0.13 0.12 0.12 

Figure 8: Interest Space, Motion Space and Safety Margin for the application ‘automated pallet booking’ 
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5. Discussion and conclusions  

The potential of leveraging location data in warehouse and production environments is immense as a wide 
range of applications can be implemented or supported by location data. For warehouse and system 
integrators, selecting an appropriate ILS is key to implementing a reliable and cost-effective application. 
Although requirements for ILS have been studied in the literature, the dependencies between the data 
requirement parameters and spatial requirements have not been adequately described. Thus, a method for 
the systematic selection and quantification of data requirements does not yet exist. This work fills this 
research gap by providing a method for systematically deriving location data requirements for intralogistics 
applications. The method thus supplements the high-level methods for deriving user requirements for ILS as 
presented by Mautz [5] or Gladysz and Santarek [10]. The presented method comprises the following 
contributions. (1) Selection and definition of location data requirement parameters that are relevant in terms 
of the concept of localization functions, (2) a generic model describing the spatial dependencies of the 
application requirements and data requirement parameters, and (3) a procedure to support the systematic 
quantification of the data requirement parameters based on the presented model. To demonstrate the 
applicability of the presented method, a case study on the application of ‘Automated Pallet Booking’ was 
presented.  

Some limitations of the proposed method remain. First, based on the generic equation of the spatial 
model (Equation 1), different abstractions were proposed to estimate the individual components. In practice, 
these should be treated with caution on a case-by-case basis. Often, the exact values are unknown and must 
be conservatively estimated. Second, the method is based on reliably determining the presence or absence 
of an entity in an Interest Space. This corresponds to a semantic discretization of location data. However, 
some applications require quasi-continuous location data, for example, to derive dynamic properties. Finally, 
the method focuses on the data requirement parameters relevant to localization functions. The selection of a 
system requires the consideration of many more requirements, such as ‘size’, ‘integrity’, or ‘power supply’. 

There are numerous benchmarking studies to evaluate the performance of ILS using various performance 
metrics. To be meaningful from the end user's perspective, the testing procedure and performance metrics 
should meet the application requirements. Currently, an application-driven framework is being developed 
that aims at the meaningful testing and evaluation of ILS [14]. Future work will integrate the discussed 
concepts and the presented method presented into a holistic approach for application-driven testing and 
evaluation of ILS. 
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Abstract 

The established approaches for calculating the Product Carbon Footprint (PCF) based on Life Cycle 
Assessment (LCA) only allow a cause-related determination of used resources to a limited extent. Even in 
situations where the direct measurement of resource consumption is recommended, PCF calculation is 
mainly carried out by means of allocation or estimations in industrial practice. In contrast, the use of 
traceability data offers promising opportunities for increasing the component specific transparency by 
linking continuously recorded resource flows and data available in software systems with time stamps and 
component/order IDs (traceability data). Based on the available component-specific database, companies 
can identify drivers and hotspots of carbon emissions for individual products and derive targeted measures 
to reduce these emissions.  

This paper outlines a concept for a traceability-supported design model to determine the PCF based on the 
existing framework of LCA. Therefore, a literature review is conducted to identify and analyze existing 
concepts regarding the determination of PCF as well as requirements for a traceability-supported approach. 
By conducting an expert survey, these requirements derived from literature are evaluated and prioritized. 
Finally, the results are used to develop a design model for a traceability supported approach to determine the 
PCF and to indicate future research needs.  

Keywords 

Traceability Systems; Product Carbon Footprint; Resource Efficiency; Design Model; Process Transparency 

1. Introduction 

With a share of about 17% of the global CO2-emissions, industrial production contributes significantly to 
the negative consequences of climate change [1]. Hence, targets for reducing these environmental impacts 
are increasingly being defined at the political level, especially in regard to the Paris Agreement [2]. The 
European Union, derives its Green Deal based on these objectives and aims to reduce greenhouse gas 
emissions by 55% until 2030 [3]. On a national level, the German Environment Agency aims to reduce 
emitted CO2-equivalents in the industrial sector by approximately 35% in the period from 2021 to 2030 [4].  

In order to identify hotspots and adequate measures for reducing the environmental impact in production 
processes, a transparent and detailed determination of caused CO2-emissions is an essential prerequisite [5–
8]. For this purpose, life cycle assessment (LCA) is a helpful and established method and provides a guideline 
at both company [9] and product [10] level. However, this approach still offers a variety of options to 
calculate the Product Carbon Footprint (PCF) and do not specify which option is the most suitable for a 
specific use case. Besides the actual measurement of resource consumption, allocation, estimation and the 
use of constant values from databases to assess CO2-emissions are also possible [11]. As a result, certain 
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limitations for the cause-related allocation of resource consumptions and CO2-equivalents to a certain 
component or production order exist, making the results less meaningful and comparable.  

Looking at different stakeholders, it is evident that there is an increasing need for a standardized and 
transparent approach. On the one hand, political initiatives oblige companies to transparently pass on PCF 
information to other companies and customers. These initiatives include the German Supply Chain Act and 
the development of the digital product passport of the European Union [12]. On the other hand, the demand 
from OEMs (e.g. in the automotive industry) [6] as well as from consumers [13] for transparent information 
on the environmental impact of products is steadily increasing.  

The mentioned guidelines and approaches are primarily limited to building up transparency along the supply 
chain (cradle-to-grave), but do not provide precise guidance on data acquisition and PCF calculation within 
company boundaries (gate-to-gate). Scientific literature shows that certain use cases require the dynamic 
determination of a cause-related PCF. The following list gives an overview about relevant use cases: 

- Product planning and design: By determining the PCF for each individual component, it is 
possible to analyze whether individual product design features or the use of certain manufacturing 
technologies increase the environmental impact during the manufacturing stage. This makes it 
possible to revise existing products or design new products target-orientated to minimize the 
environmental impact of production as early as the product planning stage. [14,15] 

- Live process monitoring and determination of key performance indicators (KPI): A new level 
of transparency for process monitoring is created through continuous as well as order- or component-
specific determination of resource KPI. Besides new analysis capabilities such as the trend analysis 
of environmental impacts on component level, the available data can now be used to raise employee 
awareness for saving resources on the shop floor. [16–19] 

- Identification of hotspots/measures on production level: This new level of transparency can also 
be used to identify the main drivers of environmental impacts in the production process and to 
systematically prioritize improvement measures. Examples of such measures include adjustments of 
process parameters, efficient shutdown of production machines during non-productive times, or 
efficient startup/shutdown of specific machine aggregates. [19,20] 

- Production planning and control (PPC): Using current and product- or order-related consumption 
data, resource efficiency and minimizing the PCF can be integrated as a new target variable in 
various PPC tasks such as lot size optimization or machine scheduling. [20–23]  

In mass and large batch production, it is feasible to determine the PCF for these use cases by means of 
manual data acquisition, because of the manageable effort required to conduct specific measurements for a 
single or a small number of products. In make-to-order and small-batch production, however, it is not 
possible to determine the PCF with the appropriate granularity, correctness and currentness of data with 
reasonable effort. [24,25] The use of Industry 4.0 technologies, especially traceability technologies, provides 
great opportunities to solve these issues by automating data collection, connecting data to specific products 
and increase transparency of resource consumption along production chains and networks. [8,26].  

This paper aims to assist in designing traceability systems for a cause-related determination of PCF and is 
structured as follows. Chapter 2 discusses the theoretical background to derive two research question. The 
methodological approach to address these research questions is presented in chapter 3. In Chapter 4, the 
findings of the literature review and the subsequent expert assessment are discussed in more detail. Based 
on these findings, a design model for the traceability-supported assessment of the PCF is developed in 
Chapter 5. 
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2. Theoretical background 

2.1 Traceability Systems 

According to Olsen and Borit, traceability is defined as „the ability to access any or all information relating 
to that which is under consideration, throughout its entire life cycle, by means of recorded identifications“ 
[27]. In the context of manufacturing, this refers to products, batches and production orders, as well as to 
operating resources and equipment [28]. AutoID technologies such as optical codes (e.g., Data Matrix 
Codes) or RFID and the assignment of unique IDs are used to make these objects identifiable [29]. 
Traceability data is usually differentiated into static and dynamic data [30]. By tracking objects at relevant 
process steps along a value stream, a traceability system generates dynamic data by combining object IDs, 
location data and timestamps. Based on this primary traceability data, the subsequent assignment of further 
dynamic data from other sources (secondary traceability data) is possible. [28] For example, resource 
consumption recorded with sensors can be assigned to an individual component [7]. In contrast, static data 
refers to order-related information such as bills of materials or product data, which does not change during 
the manufacturing process [30]. The main components of a traceability system are identification 
technologies, data acquisition, data linkage, and data communication with other information systems and 
stakeholders [31]. Data acquisition is usually characterized by continuous and automated data recording and 
includes the historization and linking of relevant data depending on the particular use case [32].  

2.2 Product Carbon Footprint in manufacturing industries 

Based on the International Standards on LCA [9,33] the requirements and guidelines to calculate the carbon 
footprint of products were published in 2018 [34]. The specified LCA procedure for PCF consists of the 
definition of the objective and the system boundaries, the life cycle inventory, the impact assessment and the 
evaluation of results [10]. However, uncertainties still occur regarding the needed data and whether as well 
as in which case assumptions or allocations are allowed. Further limitations regarding the use of the LCA in 
manufacturing are listed in Figure 1 and include the required human and financial resources, the static and 
non-recurring recording of primary data, and the missing integration into existing information systems on 
the shop floor level. [17] The comparative analysis of key features of traceability systems shows that they 
have significant potential to address these LCA limitations. In particular, the connection of different data 
sources offers the possibility of using real process data to determine the PCF. Moreover, continuous and 
automated data acquisition enables the development of a dynamic modeling approach of PCF (see Figure 1). 

 
Figure 1: Limitations of LCA addressed by characteristics of traceability systems [17,32] 

Traceability systems accordingly show huge potential to support the dynamic and cause-related 
determination of the PCF. As it is shown in the following chapter 4, existing concepts in the literature have 
so far been limited to pilot implementations and concept developments that focus on a specific use case. This 
paper aims to answer the following two research questions by analyzing these existing approaches: 

Continuous data acquisition for order 
processing 

Automated data acquisition and 
processing

Historical data storage

Connecting secondary data from 
different sources

Transparent communication along 
supply chain

Characteristics of traceability systems

Intensive support from environmental experts needed

Time consuming and costly, does not support reduced time-to-market

Inflexible and difficult to update and maintain

Static snapshot of complex interactions in a production system

Used data entails high uncertainty, no representation of industrial reality

High uncertainty due to subjective assumptions

Not fully integrated in existing information systems on shop floor level

Sharing LCA data between workstations and facilities is difficult

Limitations of Life Cycle Assessement
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1. Which design dimensions and methodological requirements must be considered to develop a 
traceability-based system to determine the PCF? 

2. How can these design dimensions and requirements be integrated into a holistic design model? 

The developed design model should support the technical implementation of such a system by outlining 
system elements and their connections that need to be configured as well as initialize the definition of further 
research needs.  

3. Methodological approach 

This paper follows a two-step methodology to answer the research questions. In the first step, a literature 
review following the procedure of Fink [35] is conducted to identify existing concepts for the use of 
traceability systems to determine the PCF. Seven relevant databases were identified and searched by 
combining pre-defined search terms of the topics PCF, traceability and manufacturing. The literature review 
was conducted in April 2022. With this approach, 761 papers were initially found. Using predefined 
inclusion and exclusion criteria, these results were gradually reduced to twelve remaining papers. Besides 
formal criteria such as language and accessibility, literature without specific references to gate-to-gate 
manufacturing processes or the use of traceability technologies were not considered. Through a subsequent 
forward/backward search, four more relevant papers were identified, resulting in 16 relevant and examined 
papers. The identified literature sources are either case studies, that describe exemplary implementations or 
concepts of related approaches. The approaches presented in the literature were examined for essential design 
elements as well as methodological requirements. To verify these results, an expert survey (n=33) was then 
conducted to evaluate the design dimensions and requirements by rating their importance on a five-point 
Likert-scale. Experts from the manufacturing sector, the ICT sector and scientists who have already gained 
experience with projects to determine the PCF for manufactured goods participated in the survey.  

4. Identification of relevant design dimensions and requirements 

The following section presents the design dimensions and requirements identified in the literature. According 
to Tao et al. [15], the relevant design dimensions are structured in the layers data acquisition, data processing 
and connection and application/services. These layers are chosen because they cover the entire process of 
data handling to implementation and ensure a holistic view on existing traceability-supported solutions. A 
total of 15 design dimensions can be derived. In addition, five requirements regarding the methodological 
approach are documented. For each identified design dimension and requirement, the expert assessment is 
evaluated using descriptive statistics. The rating for each item based on the five-point Likert-scale is 
interpreted as interval-scaled from 1 (not important) to 5 (very important), so that the results can be analyzed 
by using average (μ) and standard deviation (σ). The results of both literature review and expert assessment 
are presented in Table 1. The experts in general confirm the collected list of design elements that was based 
on literature, as most design elements are rated rather important (μ > 3.00). Only the design dimension “real-
time data acquisition” is rated less important. This ambiguous assessment seems plausible, as the real-time 
requirements strongly depend on the particular use case. Typical use cases such as the reporting of PCF 
information do not require real-time capability, whereas other use cases such as raising the awareness of 
employees on the shopfloor by means of KPIs require at least near-real-time data transmission. 

Table 1: Design dimensions and requirements for the technical design model based on literature review 

Data Acquisition  Description Expert 
assessment 

Integration of 
additional sensor 
technologies 

Various sensors used for the continuous measurement of energy consumption 
(electrical energy, compressed air, etc.) and other resources [15,19–22,36–38], 

μ = 4.69 
σ = 0.82 
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in addition to sensors installed in production machines, retrofitting of additional 
sensors is also relevant [26,39] (in particular IoT sensors [16]) 

Unique 
identification of 
component/batch/ 
production order 

AutoID technologies used to identify and track process start and end of 
components, batches or production orders [15–22,26]; especially, RFID 
systems are proposed in literature [15–18,21] as well as information provided 
from MES and ERP systems [36,37] 

μ = 4.34 
σ = 0.94 

Standardized 
communication 
gateways 

Use of standardized interfaces for the connection of machine data and sensors, 
most relevant standards mentioned by literature are OPC-UA and MQTT. 
[15,17–20,22,37–39] 

μ = 4.25 
σ = 0.76 

Automated data 
acquisition 

Triggers for recording data are usually generated automatically (minimal 
process intervention by humans) [15–23,36–39] 

μ = 4.53 
σ = 0.72 

Continuous data 
acquisition  

Regular and in-process measurement of data in contrast to recording data only 
once at a discrete point in time [15–20,22,23,26,36,37,39] 

μ = 4.25 
σ = 0.98 

Real time data 
acquisition 

Not only continuous but also real-time data acquisition and provisioning [15–
19,22,23,37,39] 

μ = 2.88 
σ = 0.93 

 
Data Connection 
and Processing 

Description Expert 
assessment 

Connection to 
different data 
sources  

Connection to higher-level information systems (e.g. MES, ERP or energy 
management systems), used to access static data (e.g. product/order 
information, energy mix) [15,22,40] and dynamic data (e.g. energy flow data 
[17,39] and material flow/scheduling [22,36,37,39])  

μ = 4.09 
σ = 0.86 

Central data 
model 

Mathematical relationships to calculate PCF, connecting all relevant data points 
needed for PCF calculation [15,17,18,22,36–38] 

μ = 3.77 
σ = 0.94 

Specific sub-
models for each 
process step 

Different material and resource flows with unique characteristics for different 
manufacturing technologies or each process step [16,21–23,26,36,37]  

μ = 3.34 
σ = 1.11 

Storage of 
historical data 

Time-related analyses is enabled by storage of raw data as well es resulting 
PCF data [16,18–23,26,36–38] 

μ = 4.00 
σ = 0.88 

Validity, 
authenticity and 
accuracy of data 

Importance of the quality of recorded data in the sense of validity, authenticity 
and accuracy of data [16,17,21,37,39]  

μ = 4.63 
σ = 0.55 

Connection to LCI 
database 

Provision of values for aggregation of resource consumption along the life 
cycle (if not known) [17,22,39,40] 

μ = 3.68 
σ = 0.89 

 
Application/ 
Services 

Description Expert 
assessment 

Ability to perform 
simulations 

PCF used as input data for simulation models to support decision making 
scenarios [16,38], for example in production planning and control [17,21,36] 

μ = 3.41 
σ = 1.01 

Visualization Environmental effects displayed as KPI or graphical representations depending 
on relevant stakeholders [15,18,19], for example PCF per process [17] or 
cumulative resource consumptions or consumption profiles [37] 

μ = 4.25 
σ = 0.76 

Decision Support Detailed PCF database supports decision making [16,18,20,22], like adaptation 
of product portfolio [40], prioritizing saving potentials [37], lot-size 
optimization [36] and machine allocation [20,23] 

μ = 4.13 
σ = 1.01 

 
Methodological 
Requirements 

Description Expert 
assessment 

Conformity with 
existing PCF 
standards 

Concepts analyzed [14–20,26,37,39,40] are mostly based on widely used 
standards of LCA [9] and PCF [10]  

μ = 4.30 
σ = 0.78 

Clustering of 
product families  

Clustering product families can reduce effort for products with similar design 
features and process configurations [40]  

μ = 3.63 
σ = 0.85 
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Flexibility 
regarding 
changing process 
or product  

In make-to-order and small batch production variable process sequences and 
product characteristics (e.g., material) occur, approach to determine PCF needs 
to be flexible regarding adding, removing, and modifying process and product 
configurations [14] 

μ = 4.35 
σ = 0.61 

Support of 
alternative 
calculation 
approaches  

Flexibility in DIN ISO 14067 (e.g., regarding defining system boundaries or 
deciding between, direct measurement, allocation, or estimation of resource 
consumptions) has to be considered for a traceability-based approach as well 
[16,19,22] 

μ = 3.70 
σ = 0.79 

Value-added/non-
value-added 
resource 
consumptions 

Resource consumptions captured not only during manufacturing of a product, 
also non-value-added consumptions (e.g. during waiting and setup times) is 
assigned to a product or batch, can be influenced by the variation of batch sizes 
[19,21,36,37] 

μ = 3.71 
σ = 0.86 

5. Development of the design model 

Each design dimension rated as important by experts is used is considered for the developed technical design 
model. The design model is structured in the same layers as the literature review: data acquisition, data 
processing and connection as well as application/services (see Figure 2). 

 
Figure 2: Design model for the traceability-supported assessment of PCF 

5.1 Data acquisition 

The data acquisition layer consists of two main system elements: The traceability system and the monitoring 
of resource consumption via sensors and/or machine data. The basic functionalities of a conventional 
traceability system remain unchanged. Alongside the assignment of unique IDs via AutoID technologies to 
the respective traceability object (product, batch, production order), readers are used to track these objects 
along the process chain [41]. However, the exact definition of these acquisition points requires a use case 
specific allocation along the process chain depending on various factors: 

• Definition of system boundaries (PCF): Depending on the chosen system boundaries certain process 
steps (the ones with supposably highest impact) of the production process (for example consisting of 
processing, transport and assembly) must be captured by the traceability system, others can be left aside. 
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• Differentiation of value-added and non-value-added resource consumptions: If this differentiation is 
necessary for an intended use case, additional scan processes per traceability object might be considered 
to track and subsequently reduce set up or stand-by related resource consumptions. 

• Different approaches to calculate PCF: Depending on the chosen approach for a certain process step 
(primary data, allocation, estimation), different configurations of scan points are suitable. 

Integration of sensors is needed to enable a continuous and automated monitoring of resource consumptions. 
The implementation strategy must be formulated according to the examined manufacturing technology and 
must consider characteristics of the consumption profile of every resource. The sensor-based resource 
monitoring should be used primarily for resources that have a supposably significant impact on the overall 
PCF and for those resources for which a variation in consumption depending on the examined product is 
expected. [23,36,37] If a detailed analysis of a certain machine tool is intended, status data of single machine 
aggregates can be used to monitor their specific resource consumption [42]. For the connection of these 
sensor and machine data as well as the traceability system to higher level information systems, open and 
standardized gateways such as OPC-UA and MQTT should be used (see Chapter 4). 

5.2 Data connection and processing 

The data connection and processing layer is structured according to the distinction of static and dynamic 
data in conventional traceability-systems. On the one hand, dynamic data contains the in-line acquired 
traceability data, commonly pre-processed in specific software solutions (middleware). The resource-related 
data from sensors or machines, including energy consumption for technical building services, is typically 
collected in energy management systems (EMS). Additional dynamic data like the production orders or 
process progress is usually processed in manufacturing execution systems (MES). Depending on the 
individual infrastructure of a company, different systems such as IoT platform solutions or process control 
systems have to be considered to gather this dynamic data. On the other hand, static data from different 
sources such as ERP needs to be taken into account for PCF determination. Meta data for the current energy 
mix to estimate carbon emissions of the electrical energy used (usually static, in specific use cases possible 
to be implemented as dynamic data) or supplier data for raw material information is usually provided in ERP 
systems. Furthermore, meta data for product families can be accessed as well in ERP systems to identify 
products with similar characteristics. To limit the effort required to determine the PCF, these products can 
be evaluated in the same manner. To access carbon emissions of certain resources, that cannot be measured 
or estimated by a company itself (e.g., raw material or operating resources), respective values can be accessed 
in LCI databases. Prospectively, these values could be included in ERP systems for the list of parts.  

The connection of the above-mentioned dynamic and static data points takes place in the central data model. 
This model must include all mathematical relations for calculating carbon emissions and be able to map 
those to individual products. It consists of separate sub-models for different process steps to model process-
specific characteristics and to allow flexibility regarding the process chain configuration. [16,21,23,36,43] 
By historizing PCF data in a central database, long-term analyses for different use cases are possible in 
addition to the live monitoring of PCF. The implementation of this data model can be done using IoT 
platforms that enable data connection from various sources via standardized interfaces and can map the data 
processing rules defined in the data model. When connecting these data points, measures must be considered 
to ensure the distinct identification of data and data sources and requirements concerning correctness and 
accuracy are fulfilled. 

5.3 Applications/Services 

To implement the use cases presented in chapter 1, appropriate applications and services can be 
implemented, either integrated into existing information systems such as MES or developed as customized 
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software solutions. An essential element of these solutions is the implementation of use case-dependent 
human machine interfaces (HMI) that provide information and visualization for the respective stakeholder, 
for example the worker on the shop floor. If necessary for decision support services, historized data can be 
processed in simulation models or other algorithms to enable specific use cases analyses. 

6. Conclusion and Outlook 

Based on a literature review, existing concepts for traceability-based assessment of PCF in gate-to-gate 
manufacturing processes were analyzed and examined for relevant design dimensions and methodological 
requirements. After evaluating the results through an expert survey, they were used to develop a design 
model for traceability-based determination of PCF. The developed design model serves as a framework for 
the implementation of a traceability-supported systems. 

Still, the resulting framework indicates further research needs. Methodological approaches should be 
developed that enable the target orientated configuration of each design dimension depending on the 
intended use case and individual requirements. In particular, the following research needs can be derived 
based on the identified design dimensions: 

• Integration of additional sensors: A methodology is needed that indicates, which resources should be 
monitored continuously based on the intended use case and the characteristics of resource consumption 
profiles such as intensity and variation. 

• Configuration of traceability systems: Depending on the intended use case and the chosen approach to 
conduct the assessment of PCF, a different configuration of the traceability system concerning the 
amount, allocation and granularity along the process chain is needed. The development of appropriate 
design guidelines can support companies in designing tailored solutions. 

• Data modeling: Transferable and generic data model structures and elements should be developed that 
can be adapted according to specific requirements as well as product and process configurations. 
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Abstract 

The design of global production networks influences the ecological sustainability of manufacturing 
operations, since it determines the environment with which a production process interacts. Historically 
sustainability has not been a primary goal for the design of production networks and its evaluation remains 
a challenge. The multiple goals of sustainability and complex structures of production networks constitute 
to a high modelling effort that can only be managed with databased solutions. To further decrease the 
modelling expenditures, the data used in such a solution should be already available or easy to obtain. This 
paper presents a methodology and data framework to evaluate various ecological sustainability goals, which 
are impacted by the design of global production networks. The approach is validated with a supplier for 
household appliance manufacturers. 
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1. Introduction

Global production networks (GPNs)  are in a perfect storm at the start of the new decade [1]. In addition to 
the effects of digitalization and increasingly protectionist policies, the imperative of sustainability represents 
a new challenge for global manufacturing companies. GPNs are directly affected by the demands for greater 
sustainability, as the production network configuration of a GPN influences the ecological sustainability of 
value chains [2]. Nowadays, industrial value creation largely takes place in GPNs [3]. Therefore, the design 
of these networks influences what resources are used for production activities worldwide. Location-
dependent factors that influence the environmental impact of a factory include national electricity mixes, 
regional water shortages, municipal recycling rates and local biodiversity. Further the manufacturing 
industry and associated transportation account for three-quarters of the global energy consumption [4]. 
Allocating manufacturing activities to green energy sites will mitigate the environmental impact of this 
energy consumption.  

In the past established methods for designing GPNs merely considered criteria related to economic 
competitive advantages such as costs, flexibility, delivery capability and quality [5]. Therefore the associated 
evaluation models only included the system elements of GPN, but not their sustainability-relevant attributes. 
However most elements in a GPN have quantifiable properties that have a direct influence on sustainability 
targets, such as energy, water and material consumption or the generation of waste and emissions. For the 
evaluation of the ecological sustainability, information about these properties is absolutely necessary. In 
particular, the complexity of GPN, which include both a local product and process view as well as a global 
location view on different environmental conditions, poses a challenge. Therefore, there is a need for a 
methodology to assess the ecological sustainability of GPN [6]. Due to the size and complexity of such 
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networks and the multidimensionality of ecological sustainability, the associated models must be data-based 
and scalable [7]. 

The added value of information gained through more detailed modelling should always be in proportion to 
the associated, increasing effort [8]. A driver of effort is that much of the required sustainability-related 
information is currently not collected in companies and must be gathered at a corresponding cost [9]. The 
background to this is that little use is made of the possibilities of digital data processing. Instead, data is 
transferred using Excel and similar manual interfaces, especially if the data requirements of the new model 
are not clearly defined and documented [10]. Production networks contain a large number of system 
elements, which cannot be completely taken into account for the modelling. The appropriate level of 
abstraction depends strongly on the respective task and the system under investigation, so that no uniform 
definition is possible [11]. Approaches that have a high level of aggregation cannot represent the exact 
mechanisms in the network [12]. On the other hand, approaches with a high level of detail have such a large 
information need that they are also not operational [13]. This creates the challenge that there is no uniform 
abstraction level for the scope of observation therefore it leads to the need to develop a data model that 
enables a flexible aggregation thanks to suitable syntax and semantics. 

2. State of the art 

In this context, research approaches regarding the ecological sustainability evaluation of production network 
design should be considered. The most current and relevant approaches are presented in the following. 

The software tool "OptiWo" represents the core of the solution approach for data-based production network 
evaluation developed by SCHUH ET AL. [14]. The tool offers the possibility to model a production network 
according to a data model. The required data can be entered by the users and derived from the operational 
IT systems [15]. Required data sets for network modeling include location, machinery, process chain and 
transportation data [16]. The IT-based solution offers a clear data modeling and key figure calculation, which 
is partly combined with optimization approaches. However, due to the focus on cost calculation, the 
approach does not offer the possibility to map impact relationships in the context of ecological sustainability. 
The influencing factors and elements involved are partially modeled, but without attributes about the 
required information for the calculation of sustainability parameters. The work of MOURTZIS ET AL. includes 
a software solution consisting of various tools with the aim of determining the optimal design of product 
networks capable of manufacturing individual products according to customer requirements. The criteria 
taken into account are production and transport costs, lead time, quality, reliability, dynamic complexity, 
and the ecological indicators CO2 emissions and energy consumption [17]. Even though sustainability-
related goals were considered, the aspects of water use, materials, waste and biodiversity are missing from 
the work. 

The information model developed by CABRAL aims to measure the agility, resilience and environmental 
characteristics of a supply chain. The required key figures were developed on the basis of a literature research 
and validated by a Delphi survey of experts from science and industry [18]. However, the focus is more on 
supply chain management, i.e. operational control, and not on the long-term and strategic design of a 
production network. The approach of HELMIG serves to evaluate the use of sustainable logistics concepts in 
corporate networks. For this purpose, a system of key figures, a mapping of network elements and a 
structuring of logistics concepts were developed as descriptive elements. The sustainability-related 
indicators considered include energy consumption, packaging quantities, recycling rates, and noise. There is 
no consideration of a broader understanding of sustainability and a complete production network 
configuration [19]. 

The use of data from the operative supply chain control for the realization of life cycle assessments (LCA) 
represents the core idea of the work of PAPETTI ET AL. For the implementation of the method, a web tool 
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was developed, which is used according to the developed procedure. Especially for the challenges of 
databases and structures as well as the derivation of quantities for the LCA, a detailed solution is described. 
Allocation decisions, on the other hand, are ignored and a reference is made to the standardized procedure 
of the LCA for the indicator calculation [20]. In the study by BORONOOS ET AL. a multi-objective mixed 
integer programming problem for the design of a closed-loop green supply chain network was developed. 
The proposed model aims at minimizing total costs, total CO2 emissions and robustness costs in forward 
and reverse direction of the material flow simultaneously. By integrating various political regulatory 
mechanisms, the approach offers a degree of novelty. At the same time, this led to the case that no further 
sustainability targets were integrated in addition to the quantity of emissions [21]. 

In summary, approaches to evaluate the sustainability of production operations and supply chains can be 
found in the literature. However, a detailed focus on the ecological sustainability of GPNs and their impact 
due to allocation decisions is lacking. 

3. Conception of the approach 

The approach should enable the evaluation of the ecological properties of a production network with as 
minimal effort as possible. For this purpose, the approach is divided into three parts: the data model, the 
information identification and the calculation of the evaluation results. The considered ecological 
sustainability aspects of this evaluation are based on the relevance analysis of SCHUH ET AL. [22]. The same 
applies to the data model, which is based on preliminary work by the same authors, due to its established 
benefits regarding operational performance [15]. The connection of the information needs of the data model 
with potential sources is derived out of a literature research on the different types of sources. The final 
calculation of evaluation parameters adapts the balancing idea in accounting. Since not all formulas can be 
presented in the scope of this publication, only an exemplary explanation takes place, which is extended in 
the application in section 4. 

3.1 Data model for production network evaluation 

The UML modelling standard is used to represent and document the structure of the data model. From this 
standard, the class diagram method is used to represent the objects and properties of a network as 
corresponding classes and attributes. The presented data model is based on the framework presented by 
SCHUH ET AL. and was extended to fit the data needs of a sustainability evaluation [14].  

For a better overview and modular use, the model is divided into four levels. The four levels are the network, 
location, system and process levels. These levels are based on the established structural levels of a production 
network [23]. To ensure that the model functions properly and makes sense, the data structure and the 
accounting formulas were reviewed in semi-structured interviews and workshops with experts from 
industrial companies and adjusted as necessary. Figure 1 shows the complete data model with all classes and 
their associations. It can be seen that the individual levels and modules have internal relationships and 
defined interfaces to the outside. At the network level, the focus is particularly on the connections between 
the network nodes, i.e. the locations or production sites. Since only the configuration and not the coordination 
of the network is modelled, mainly transports and the associated objects are represented. An elementary class 
is therefore the transport route, which defines the logistical connection between two locations. 

In the location layer, the nodes of the network, i.e. the different locations, are modelled. The sustainability 
properties of a production site are modelled both with the class attributes and via an assignment to profiles. 
Profiles are used to summarize the sustainability attributes of a particular category. In addition, multiple sites 
in close proximity can have the same profile, reducing modelling efforts. The energy profile indicates which 
energy types and emission factors are available to the site for the purchase of electricity, heat, cooling and 
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steam. The circularity profile refers to the site-specific options for reusing materials in the sense of a circular 
economy.  

  

Figure 1: Data model for the ecological evaluation of production network configuration 

The system level summarizes the production segments, systems and technologies allocated to a site. To keep 
the model manageable and at low-effort, only machines and facilities are explicitly named. Both are 
implemented in a scalable detail. For example, a machine can describe a single workstation or a complete 
production line. The difference between machines and facilities in this model lies in the proximity to the 
manufacturing process, which is also clear with the association assignment.  

The process level maps which production processes take place in the network so that intermediate or end 
products are created. In addition to the closely linked products and production processes, the demand for 
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s - Country
f - Available Area
j - Available Working Hours 

per FTE per Period
t - Shift Profile
e - Energy Profile
c - Circularity Profile
w - Water Profile
d - AWARE-model

Region Factor
r - Eco Region Factor
z - Land Use Type

n - Name
s - Hours per Shift
w - Shifts per Week
j - Weeks per Period

n - Name
oi - Proportion Seawater In
gi - Prop. Groundwater In
mi - Prop. Surface Water In
pi - Prop. Produced W. In
si - Prop. Fresh Water In
ni - Prop. Other Water In
oo- Prop. Seawater out
go- Prop. Groundwater out

mo- Prop. Surface Water out
so- Prop. Fresh Water out
no- Prop. Other Water out
aa- Prop. Treated Water

n - Name
p - Original Process Chain
z - Target Location
p - Target Process Chain
t - Transport Route
m - Product Quantity
l - Load Carrier Quantity
v - Selling Price

n - Name
g - Potential danger
d - Density
h - Raw Mat. Recycling Eff.
r - Recycling Factor
c - Composting factor
v - Utilization Factor

e - Name
n - Step Number
m - Machine Type
a - Scrap Rate
l - Batch Size
r - Set-up Time
p - Process Time

n - Name
p - Product
s - Process Step
t - Transport Factor

a - Name
m - Material Type
n - Material Share
g - Weight
e - Final Product
l - Load Carrier Factor

n - Name
ps - Production Location
a - Facility Type
s - Scaling Factor
w - Scaling Threshold
z - Quantity

n - Name
ps - Production Location
s - Shift Profile
t - Machine Type
f - Space Requirement
o - OEE Factor
r - Set-up Time
p - Process Time
q - Employee-Machine

Ratio
z - Quantity

n - Name
s - Scaling Method
p - Energy Production
e - Energy Type Production
v - Energy Consumption
a - Energy Type Consumpt.
w - Water Demand
f - Water Consumpt. Factor

n - Name
e - Energy Type
r - Energy Consumpt. Set-

Up
p - Energy Consumpt. 

Process
w - Water Req. Set-Up
b - Water Req. Process
f - Water Req. Factor
h - Fuel Type
t - Fuel Consumpt. Set -Up
s - Fuel Consumpt. Process

a - Name
e - Unit
m - Material
n - Material Share

p - Produkt
z - Assigned Product
a - Number Of Pieces
b - Included Products

0..*

1..*1..*

FY-Facility Type

MY-Machine Type

1
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these and the quantities per process are also an important component of this level. For a functioning model, 
it is necessary that the respective products and their production processes at one or more locations are 
allocated to the machines available there. For each of these allocations, the number of units of the products 
to be manufactured must also be defined. All this information is managed in the demand class. The attributes 
of these classes define which quantities flow from one process chain to the next and at which location both 
process chains are located. If these locations are different, a transport route must also be specified. 

3.2 Identification of data sources for the data model 

Structuring the information in a data model is merely the basis for modelling the ecological sustainability of 
production network configurations. In operational use, the procurement of the necessary data in particular is 
crucial for the success of a sustainability evaluation. As shown in Table 1, potential sources of information 
are differentiated both by their type and by their availability. On the one hand, information is either 
knowledge or data based, i.e. it is either stored on data carriers in the form of databases or systems or is 
available as knowledge in a person's memory. Second, a source is either internal or external to the company. 
Internal sources are exclusively accessible to the company because they are owned by the company or work 
for the company as employees. External sources are public and thus accessible to a wide audience despite 
possible restrictions. 

Table 1: Possible data sources for the different objects of the data model 

Source 
Type Data Source Network Level Location Level System Level Process Level 
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PLM LC, PA   MT, PR, BM 

ERP TR, TT, LC SR, SL, PL, SP MA, FA, FT 
DE, MT, PC, PS, PR, 

BM 
MES   MA, MY PS, PR 
CRM PA SR  DE, PR 
WMS LC, PA, TM SP FA, FY DE 
BIM ET PL, EP, WP, CP MA, FA, FY  
SCM TR, TT, TM, ET SL, SR, CT  DE 
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F&E    PS, PR, MT, BM 
Controlling TR SR, SL, PS, EP, WP, CP FA, FY DE, MT, BM, PC, PS 
Production LC , PA PS, SP MA, MY, FA, FY, FT DE, PC, PS, PR, BM 
Sales PA SR  DE 
Logistics LC, TT, PA, TM, ET SR, SL, PS FA, FY DE, PC 
Facility 
Mgmt. 

ET PS, CP, EP, WP MA, MY, FA, FY  

Procurement TM, LC, PA SL, CT   
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TR, TM, ET, LC, PA PL, CT, WP, CP FT, FY, MT MT 
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Statistics 

TR EP, WP, SP, CP  DE 

NGO/IGO 
Databases 

 EP, WP, CP  MT 

Standards ET   MT 
Other 
Publications 

TT, TM PS, EP, WP, CP FY, TM, MA PC 
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Science ET, LC, PA, TM PL, CT, EP FY, MY, FT MT 
NGOs/IGOs ET, TR CT, CP, EP, WP  DE, MT 
Consultant TM, ET CT, SL, CP, EP, WP MA, MY, FY PC 
Associations TR, TT, TM, ET CT   
Bench-
marking 

LC, PA, TR, TT PL, BM MY, FY  

Stakeholders  CT, SL, CP, EP,WP   

Optimally, the attributes of all classes are filled for each level. Table 1 shows how the attributes can 
potentially be obtained from the different data sources. The attributes are marked in abbreviated form. The 
upper case letters correspond to the abbreviation for the class name. The meaning can be taken from the 
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respective UML diagram in Figure 1. It should be noted that the assignment is structured generically and 
follows the established logic of the respective data sources. If the knowledge or data carriers are known in 
detail, further sources of information must be consulted and the assignments extended or adapted 
accordingly. 

3.3 Calculation of evaluation parameters based on the data model 

To calculate the evaluation parameters of the ecological sustainability of the production network the 
balancing idea is central, since every material does enter and leave the different boarders of the investigated 
system at some point. The balancing of the presented data model follows the logic shown in Figure 2. The 
overall balance of the production network consists of several sub-balances for the individual elements at and 
between the production sites. These elements correspond to the objects of the data model presented in part 
3.1. For each sub-balance, both the input and the output with which the respective object interacts with the 
local environment must be considered. Depending on the location, the sustainability properties of the input 
and output vary, which also changes the sustainability indicators of the network. All balance sheet 
performance indicators are calculated on the basis of the objects and attributes of the data model. The 
variables in the formulas correspond to the attributes of the data model and adopt the notational logic already 
presented. 

  
Figure 2: Balance sheet framework based on the data model for ecological sustainability evaluation 

As an example the calculation of energy and emission related evaluations is presented. The calculation of 
the other evaluation parameters can be derived following the same logic. However, due to the limits of this 
publication not all formulas are published. The calculations of sustainability indicators for energy and 
emissions are closely linked, since greenhouse gases are generated during the conversion of primary energies 
to secondary energies, depending on the energy source. Figure 3 illustrates this relationship of input and 
output variables as well as the elements of the production network model involved. 

Input OutputBalance Sheet Framework

Environment

TransportrouteTransportrouteTransport Route

TransportrouteTransportrouteLocation

MaschineMachine

MaschineFacility

MaschineProduct/Process

MaschineTransport Means

Energy Types 

Water

Materials

Land Area

Emissions

Effluents

Waste

Biodiversity

123



 
Figure 3: Balance sheet framework for the evaluation of energy and emissions 

An essential key figure for the sustainability accounting of a production network is the total energy required. 
This is calculated using the equation in formula 1. The formula shows that, according to the model logic, 
there are three main types of energy consumers in the network. These are transports, machinery and facilities. 
The demand for transports is directly influenced by the network configuration. The demand for machines 
and facilities is only slightly influenced in terms of cooling and heating capacity per location. However, the 
type of energy sources available per site varies greatly, as shown above. 

𝐸𝑡𝑜𝑡𝑎𝑙. =  𝐸𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑠 +  𝐸𝑚𝑎𝑐ℎ𝑖𝑛𝑒𝑟𝑦 + 𝐸𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠   (1) 

Formula 2 shows how the total energy required for transports is calculated using the data model. All variables 
are taken from the data model in Figure 1. According to Association of German Freight Forwarders and 
Logistics Operators (DSLV), the most important factors for the energy consumption of a means of transport 
are its capacity utilization, load type, driving style, route and traffic as well as the mass of the freight and the 
distance covered [24]. In practice, part of the transports are carried out by service providers, which is why 
real consumption values, capacity utilization as well as driving mode and traffic are unknown. Therefore, 
for the present model, these aspects are ignored and the density of freight is simplified to three types of 
cargo.  

𝐸𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑠 =  ∑ ∑ ∑ ∑ ∑
𝐺𝑇𝑅,𝑇𝑇,𝑃𝑅 ∗ 𝑇𝑇𝑑𝑇𝑅,𝑇𝑆 ∗ 𝑇𝑏𝑇𝑅,𝑇𝑇,𝑃𝑅,𝑇𝑀 ∗

(𝑇𝑀𝑙𝑇𝑀 ∨ 𝑇𝑀𝑑𝑇𝑀  ∨  𝑇𝑀𝑠𝑇𝑀) ∗  𝐸𝑇𝑓𝑇𝑀,𝐸𝑇 𝐸𝑇𝑇𝑀𝑃𝑅𝑇𝑇𝑇𝑅    (2) 

Thus, in formula 2, the total energy demand is calculated by summing up the energy demand per transport 
route TR, track TT, product PR and the means of transport TM used as their energy types ET. Essential for 
this is the total weight of the transport units per product 𝐺𝑇𝑅,𝑇𝑇,𝑃𝑅, which is also called the shipment weight 
and consists of the product and the packaging weight. This is multiplied with the distance of each track 
𝑇𝑇𝑑𝑇𝑅,𝑇𝑆, the binary decision variable if the track is 𝑇𝑏𝑇𝑅,𝑇𝑇,𝑃𝑅,𝑇𝑀 utilized, the load specific energy 
consumption of the vehicle (𝑇𝑀𝑙𝑇𝑀 ∨ 𝑇𝑀𝑑𝑇𝑀  ∨ 𝑇𝑀𝑠𝑇𝑀) and the associated energy factor of the fuel 
𝐸𝑇𝑓𝑇𝑀,𝐸𝑇. Detailed information of each variable in the formula can be obtained from the class diagram 
defined in Figure 1. Some of these variables are dependent on further calculations. E.g. the shipment weight 
is the sum of the product weight, packaging weight and load carrier weight for each transportation unit. The 
packaging is used for every product unit, while the load carrier can carry as many products as defined by the 
transportation factor. 

The presented data model in section 3.1 allows the calculation of further evaluation parameters, with limited 
effort regarding data procurement and implementation. The following application of the framework with a 
real company gives further examples on what parameters can be derived. 
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4. Application  

The company considered for the validation is a supplier for household appliance manufacturers. Critical key 
figures were changed within the scope of publication for reasons of confidentiality. This has no effect on the 
results. The company employs over 5,000 people worldwide and generates sales of over 500 million euros. 
For historical reasons, the company has its roots and headquarters in Germany, but produces for its customers 
worldwide. The company produces at six locations: Germany, China, Austria, Turkey, Croatia and USA. In 
Croatia, no final products are manufactured, only components. The production network is generally based 
on a local-for-local configuration, although there are exceptions. For reasons of technology protection, a 
chemical compound is only mixed at the German site, which is a lead factory. Some stabilization rings are 
manufactured exclusively in Austria. Except for Germany, the temperature limiter is assembled at all sites. 
Germany sources this from Croatia. 

Various internal and external sources were used to gather information. For example, experts from the Supply 
Chain department were asked about the availability of ports, rail routes and airports. The transport quantities 
were taken from the ERP system. The corresponding distances were determined using Google Maps and a 
sea distance calculator. Information on packaging and load carriers was taken from the PLM system and 
validated by an on-site investigation at the German locations. Information about the product and its physical 
properties were taken from the parts lists of the ERP system and measurements performed. 

The identified key performance parameters calculated with the data model were used to identify possible 
courses of action.  The most promising options were generated and evaluated as scenarios using a software 
demonstrator, which included the data model and calculation logic. The first simulated improvement action 
was to relocate production for the North America market from Turkey to the USA. In addition, 
approximately 300 tons of chemical compounds would have to be transported from Germany to the USA. 
The site in Turkey would take on half a million products from China as a compensation. This relocation was 
promising, as the environmental impact at the Chinese site is worse than in Turkey. Another improvement 
was offered by eliminating air freight. This reduces both greenhouse gas emissions and transportation costs. 
The third measure considered was the establishment of a holding plate production and stamping machine in 
Turkey. 

The improvements that can be achieved with the three options for action presented are shown in Table 2. 
The results show that adapting the network improves the eco-efficiency of the energy demand by 27.8%. 
Even more successful is the improvement of the eco-efficiency of greenhouse gas emissions from 9,003 to 
16,129 Euro revenue per emitted ton of CO2e. No improvement was achieved in water use, waste and land 
use. Since only one product was considered and no sites were downsized or upsized, the demand of the plants 
could not be changed. In addition, recycling was possible at each site, so no improvements could be achieved 
through product relocation. 

Table 2: Evaluation and improvement of the ecological production network performance 

Key Performance Indicator Unit Value Before 
Improvement 

Value After 
Improvement 

% 

Eco-efficiency of Energy Demand EUR/MWh 6,949.87 8,883.90 27.8 

Eco-efficiency of Greenhouse Gas Emissions EUR/tCO2e 9,003.31 15,961.73 77.2 

Intensity of Transport kgCO2e/tkm 0.0741 0.0174 -76.4 

Eco-efficiency of Water Demand EUR/m³ 0.102 0.102 0.0 

Eco-efficiency of Water Consumption EUR/m³ - - - 

Eco-efficiency of The Amount Of Waste For Disposal EUR/(kg+l) 1,071.89 1,049.03 -2.1 

Eco-efficiency of Hazardous Waste EUR/(kg+l) - - - 

Eco-efficiency of Land Use EUR/m2 2,120.28 2,120.28 0.0 

Eco-efficiency of Potentially Species Lost EUR/PDF 2.29E+18 2.29E+18 0.0 
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5. Conclusion 

Global production networks are an essential component of the globalized society of the 21st century. At the 
same time, global production networks are also emblematic of the exponential growth of humanity over the 
past centuries and the resulting negative consequences for other forms of life on the planet. For this reason, 
the production networks of the future must not be planned and evaluated according to the premises of the 
past. Rather, sustainability-oriented criteria must be considered alongside competition-oriented criteria. 

The present work offers an approach for this. The developed evaluation method differentiates the ecological 
sustainability of the input and output of production networks according to the site-specific characteristics. In 
this way, network planning can take into account that local limits are not exceeded and resources are only 
used where nature or man can provide them sustainably to a sufficient degree. The costs of transporting 
resources in the network are also taken into account and weighed against the advantages of local 
sustainability. The major influence of global production networks on sustainability is transformed from a 
weakness to a strength with the developed methodology. By moving production activities to an environment 
that can provide and process the required inputs and outputs in a sustainable manner, the ecological 
sustainability of products and processes will be improved without having to adapt the technology. 

The developed methodology is a promising approach for assessing the ecological sustainability of production 
network configuration. At the same time, the methodology offers possibilities for extensions and future 
research activities, which could not be mapped within the scope of the present work. The isolated 
consideration of ecological sustainability allows a more detailed assessment, but at the same time contradicts 
the principle of the holistic nature of sustainability. For a complete evaluation of the sustainability of a 
production network, it is therefore necessary to integrate the economic and social aspects. A detailing of the 
data model is also conceivable, provided that the resulting effort is accepted.  
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Abstract 

With an expected future increase of costs for carbon emissions the logistics industry is targeting to design 
sustainable warehouses to reduce their carbon footprints. To do so, it is required that every aspect of a ware-
house from its general design to the transport processes and technologies must be assessed in terms of its 
carbon footprint. In this article the carbon footprint, which can be traced back to the storage technology 
employed within a storage area is analysed. The approach includes surface, material, and technology-related 
data to calculate the carbon footprint of a logistics concept. Firstly, different dimensions of storage technol-
ogy carbon footprints are identified. A comprehensive model is provided to calculate the carbon footprint of 
alternative storage technologies in a warehouse. The model is applied in a case study with actual data from 
a warehouse planning project in the German production industry comparing three alternative storage tech-
nologies for a small part storage solution. The author’s find highest carbon footprint in the application of an 
autonomous guided vehicle shelving system compared to automatic storage and retrieval system and manual 
storage solution using Kanban racks. 

Keywords 

Warehouse planning; Ecological sustainability; Storage technologies; Carbon emissions 

1. Introduction 

Warehouses are substantial parts of global supply networks, as they build the main interface between an 
organization’s supply, its production, and its interface to the customer. Global uncertainties in supply chains, 
however, have led organizations in production and e-commerce to increase their stocks preventing future 
supply bottlenecks resulting in the need of more storage areas. In Germany, the warehouse capacities have 
increased by 19 % within one year [1]. The recent rising demand of storage surface enhances the need of 
new and larger logistics hubs and the efficient use of the existing logistics technologies. Planning and de-
signing these new warehouses, the major targets are the implementation of efficient material flows and stor-
age concepts to achieve the highest decrease in storage and transport costs. 

Besides the strive for economic efficiency, the contribution of logistics to greenhouse gas emissions has 
gained attention [2]. According to Doherty & Hoyle [3] a substantial amount of 11% of the total greenhouse 
gas emissions from logistics can be traced back to warehousing and its operational activities. As costs for 
greenhouse gas emissions raise [4], designing and building ecologically sustainable warehouses will become 
a competitive factor throughout economy. Therefore, the assessment of ecological sustainability of a ware-
house building as well as its processes and storage technologies is to be integrated into the planning of new 
warehouses. 
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Assessing the sustainability of buildings has been subject to many investigations recently [5,6]. However, 
the sustainability analysis of storage technologies within warehouses is limited. Hence, the objective of this 
research is to develop a model to assess the ecological sustainability of different storage technology scenarios 
for newly designed warehouses. Two research questions are explored to satisfy this objective: 

§ RQ1: Which dimensions are to be considered to assess the carbon footprint of storage technologies? 

§ RQ2: How can the carbon footprint of different storage technologies be calculated to compare differ-
ent alternatives in terms of their ecological sustainability? 

For the assessment of the above research questions the analysis concept and model are applied on data of a 
practical warehouse planning project, comparing three different storage technology concepts in terms of their 
carbon footprints for the chosen storage technology in a case study. 

First, an overview of the existing literature about the sustainability assessment of storage technologies and 
warehouses is given. The article continuous with the introduction of a concept for an model to analyse the 
respective carbon footprint for a given storage technology. The developed and implemented model is then 
applied to three planning scenarios of a warehouse planning project to compare the carbon footprint for each 
storage technology. The article closes with a conclusion, its limitations, and an outlook for further research 
in the field of warehouse sustainability assessment. 

2. Related literature 

Traditional logistics and material flow planning methods with a focus on warehouse planning projects follow 
strict planning stages [7]. Within these stages, warehouse concepts will be developed by defining the project 
scope, conducting data analysis, developing a planning baseline (processes, system boundaries and dimen-
sioning of storage technologies), elaborate a detailed logistics concept and a final realization of the project 
[8]. These warehouse concepts often consist of invest and operational budgets, material flow definitions, 
surfaces, and layouts as well as the integration of qualitative criteria by benefit value analyses [9]. More 
recent planning approaches also focus on the integration of stakeholders and managing uncertainties within 
the planning [10]. None of these approaches explicitly include parameters to evaluate the sustainability of 
alternative planning scenarios. 

Existing evaluation frameworks for calculating the carbon footprint resulting from storage technologies in 
warehouses focus on evaluation criteria and emissions resulting from the warehouse operations. In a study 
conducted by Torabizadeh et al. [11] evaluation criteria are collected from existing literature and weighted 
for a utilization in sustainability assessments. The weighting of criteria was done by expert interviews and 
questionnaires. In this study criteria from all sustainability fields (ecologic, social, and economic) are in-
cluded. Another study proposes an evaluation approach with a focus on the carbon emissions resulting from 
the warehouse operations [12]. It includes lighting as well as heating, cooling, and ventilation (HVAC). The 
operative emissions are further investigated in terms of energy consumed by transport technologies to main-
tain warehouse operations in the storage technologies. The work of Lewczuk et al. [13] proposes another 
calculation method to estimate the energy consumption resulting from the warehouse operations in different 
storage technologies. Here, the dimensions HVAC, lighting, IT systems and operations are considered. In-
dices, which indicate the share of automated storage technologies and the share of energy from photovoltaic 
systems, are included. Further studies investigate the energy consumption of different warehouse equipment 
in existing warehouses and integrates the costs of carbon emissions [14,6,15]. The detailed view on the 
energy consumption of transport technologies is also investigated in the literature. Energy consumption es-
timations were performed for operations with forklift trucks [16,17] and transports performed by mini load 
cranes in automatic storage and retrieval systems (ASRS) [18–20]. Other specific investigations were per-
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formed on the heating and temperature distribution in high warehouse buildings [21–23]. The reviewed stud-
ies show evaluation frameworks for operative energy consumptions and carbon footprints of warehouses as 
well as analyses of historic energy consumption in existing warehouses. 

General literature reviews on sustainable warehousing regard trends and future research demands in the field 
of sustainability assessments. The study of Bartolini et al. [2] states that carbon emission taxes will influence 
warehouse operations in the coming years. Further, they define research demands for measures of warehouse 
sustainability to highlight optimization potentials, conducting case studies based on empirical data, evalua-
tion models for carbon emissions and smart lighting systems. The investigations of Udara Willhelm Abey-
deera et al. [24] support these demands by the need for tracking and predicting carbon emissions as well as 
identifying optimization and mitigation potentials. According to Bank & Murphy [25] research on metrics, 
standards and guidelines for sustainable warehousing is demanded. Further research on sustainability in lo-
gistics is performed in the areas of building and transport emissions. In the field of transport emissions ana-
lytical models and simulations studies are available [26,27]. The field of building emission research is con-
ducted to estimate carbon emissions resulting from the construction activities of warehouse buildings [5]. 
From the literature, a clear demand for new and revised models for estimating the sustainability of future 
warehouses in early stages of planning projects can be extracted. 

The existing literature presents a variety of approaches for estimating the carbon emissions or energy con-
sumption in warehouse planning projects. The dimensions of these approaches cover the major operative 
emissions by considering transports, HVAC, and lighting. To the best knowledge of the authors, none of 
these approaches includes the emissions resulting from the installation of storage technologies in ware-
houses. Further, existing approaches are quite extensive and not always applicable in warehouse planning 
projects due to data availability and project timelines. 

3. Concept of a model for determining carbon emissions resulting from storage technologies 

To address the gaps in the existing literature, this section proposes a new concept and an analytical model to 
assess the ecological sustainability of alternative storage technologies within warehouse planning projects 
(Figure 1). In contrast to existing literature, the ecological sustainability of different planning scenarios is 
assessed by determining the carbon footprint in the construction and operation of storage technologies. The 
model is designed as an analytical model to estimate future carbon footprints of warehouses in early planning 
phases with limited data input. The model requires a fixed set of input parameters, which provides a baseline 
for subsequent evaluation steps. The evaluation of alternative storage technologies is performed under con-
sideration of the dimensions heating, lighting, additional building construction, operational and storage tech-
nology production emissions. The output values can be converted to total carbon emissions for construction 
and operations using carbon equivalents for the different energy sources consumed. 

The model input is separated in three categories. (1) Building-related information form the first category. 
Here, surface and heating demand in the different storage areas are required. (2) SKU (stock keeping unit)-
related information are parameters determining the storage conditions required by the materials and parts to 
be stored. This category contains the storage technologies, locations required and lighting demands. (3) Dy-
namic data are required for determining the in- and outbound movements to be performed within the storage 
areas using respective transport technologies like forklift trucks or ASRS shuttles. Storage technology-re-
lated information includes the raw materials to produce the structural components of the racking and control 
technologies. Further, the steps within the production process need to be available as well as transports ef-
forts performed within the production process. 

The first dimension of evaluation is the calculation of heating emissions. Here, the heating energy per storage 
area is determined. Second, the determination of the lighting energy emissions is included by calculating the 
number of required headlights. As some technologies require additional surfaces, the category additional 
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building construction emissions identifies these construction emissions. The major operational emissions 
result from the movements of goods. Using dynamic data, the energy consumption per movement of applied 
transport technologies (e.g., ASRS, conveyer, or forklift trucks) is analysed. For storage technology emis-
sions the evaluation includes carbon emissions of the raw materials (e.g., steel), the different production 
processes. Further, transport efforts and packing materials for production and transhipment are utilized. 

 
Figure 1: Concept of the calculation model from carbon emissions resulting from storage technologies. 

Finally, the model attributes all individual dimensions to a single measure 

!"!,#$#%& = !"!,'(%#)*++!"!,&)+'#)*+ + !"!,,-)&.)*+ + !"!,/#$0%+( + !"!,$1(0%#)$*/  (1) 

in the form of carbon emissions. If the single dimensions cannot directly provide a carbon emission value, 
equivalents will be applied to convert energy consumptions to carbon emissions [28]. In this manner, the 
model can provide a single and central value which allows users to compare the carbon emissions of different 
planning scenarios and determine the influences of the different technologies and dimensions within the 
model. Further, all values are based on actual energy and emission data. 

In the remaining part of this section, the calculation steps to evaluate the emissions in the five dimensions 
are described. The heating emissions are mainly based on the calculation of the heating load to maintain a 
given temperature. The calculation results in the energy consumed to maintain the temperature and can be 
converted to an equivalent value of the corresponding carbon emissions. This calculation requires an input 
of the geometric dimensions of the warehouse and the storage height, which is to be heated. Further, energy 
consumption is highly depended on the heating system installed in the warehouse and the regional environ-
mental conditions of the warehouse location. Operational data is utilized to integrate the operational hours 
and working days of logistics operations in the warehouse. The heating load 
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%'(%#)*+ = %/23 ∗ '/-04%5( ∗ ($1(0%#)$*/   (2) 

calculates the heating energy for the utilized surface in kilowatt hours per year. This calculation was adapted 
and simplified from Lewczuk et al. [13]. !!"# represents the energy to maintain the given temperature at 
one square meter (sqm) in the warehouse at a given storage height. "!$%&'() is the surface of the warehouse 
to be heated. The operational hours per year are given by #*+)%',-*.!. The calculation of the carbon footprint 

!"!,'(%#)*+ = !"!,'(%#)*+,67' ∗ %'(%#)*+   (3) 

is performed by using a carbon equivalent value CO!,89:;<=>,?@8 per kWh in the given country. 

The calculation of lighting emissions is performed by considering the lumens required per surface area. 
Thereby, the total amount of lights required can be calculated and traced back to the consumed electric 
energy. The calculation of required electric energy for lighting 

%&)+'#)*+ = ∑ A!∗&!
&"!#$%

∗ %&)+'# ∗ ($1(0%#)$*/*
)CD    (4) 

starts with the calculation of the of required lights per storage area. "- defines the surface of a given storage 
area $, %- integrates the required lumens per sqm within the storage area and %/-01, is the number of lumens 
delivered by a single light. Including the electric energy per light !/-01, and the operational hours #*+)%',-*.! 
the electric energy for lighting in all storage areas & is calculated. Using the carbon equivalent for electric 
energy the total carbon emitted by lighting '(2,/-01,-.0 is determined. 

The calculation of additional building construction emissions is realized by accounting the emissions for 
the raw material and the construction by carbon equivalent values. The calculation of raw material emissions 

!"!,,-)&.)*+ = ∑ ∑ !"!,3%#(0)%&,E,6 ∗ ,),6 	$
6CD

3
ECD    (5) 

integrates all storage areas which require specific building facilities ) and all materials * utilized within the 
construction process. The carbon equivalent value '(2,#',)%-'/,4,5 represents the carbon emissions of one 
volume unit of a specific material utilized in the construction. +-,5 is the volume of the specific material used 
in the building process. 

The calculation of emissions resulting from the storage technology installations itself are determined by 
the emissions of included raw materials, production processes of the storage technologies, transports and 
used packing materials (Figure 2). 

 
Figure 2: Calculation process for determining the production emissions 
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The emissions from raw materials for all storage technologies ) and all applied materials * is determined 
by material quantity per unit of a given storage technology. 

!"!,3%#(0)%&/ = ∑ ∑ .3%#(0)%&,E,6 ∗ !"!,3%#(0)%&,E,6 ∗ /01(23	$
6CD

3
ECD    (6) 

The carbon equivalent '(2,#',)%-'/,4,5 specifies the carbon emissions per ton of the respective material 
quantity .3%#(0)%&,E,6. These values are multiplied with the number of units of a storage technology required 
in a planning scenario. The production emissions  

!"!,10$.-5#)$* = ∑ ∑ .3%#(0)%&,E,6 ∗ !"!,10$.-5#)$*,E,6 ∗ /01(23	$
6CD

3
ECD    (7) 

are calculated in accordance with the calculation of emissions from raw materials (6) except the carbon 
equivalent value '(2,+%*6$(,-*.,4,5 for a specific production process required in the manufacturing of a stor-
age technology. The transport emissions 

!"!,#0%*/1$0# = ∑ 3E ∗ !"!,633
ECD     (8) 

for all storage technologies ) is determined by the traveled distances ,4 and a carbon equivalent value 
'(2,5# of the acquired transport mode. The emissions from packing material for all storage technologies ) 
and all applied packing materials * 

!"!,1%56)*+ = ∑ ∑ .1%56)*+,E,6 ∗ !"!,1%56)*+,E,6$
6CD

3
ECD    (9) 

are determined by the quantity of all utilized packing materials -+'(5-.0,4,5 and their respective carbon 
equivalent value '(2,+'(5-.0,4,5.The total carbon emissions resulting the utilized storage technologies are 
given by the sum of all sub calculations. 

!"!,/#$0%+( = !"!,3%#(0)%&/ + !"!,10$.-5#)$* + !"!,#0%*/1$0# + !"!,1%56)*+  (10) 

The operational emissions are highly dependent on the applied storage technology, distances to be travelled 
in a warehouse for the picking and replenishment process as well as dynamic data regarding the in- and 
outbound. The storage technologies define the transport technologies utilized within the picking and replen-
ishment process. Here, the emissions vary from manual transports, which do not directly lead to carbon 
emissions as no energy is consumed to perform the processes, to fully automated storage technologies. 
ASRS’ perform all transports by picking robots and conveyor systems with significant consumptions of 
electric energy. The dynamic data of the in- and outbounds defines the quantity of transports to be performed 
within the storage technologies. As the calculation of the operational emissions '(2,*+)%',-*.! is highly 
dependent on the storage technologies, this work cannot provide a generic approach to determine the carbon 
emissions of transport technologies. Therefore, the calculation of operations emissions must be specified 
within in planning projects according to the storage technologies to be designed. 

The total carbon footprint !"!,#$#%& is calculated by the sum of all sub steps within the model. Thereby, this 
work proposes an approach which enables logistics planners to estimate future carbon footprints resulting 
from storage technologies in warehouse planning projects. The model concept comprises emissions deter-
mined by the construction of the storage technologies as well as emissions of the operations of the future 
warehouse for a certain period of investigation. 
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4. Case study – Comparison of small part solutions from a practical warehouse planning project 

This section aims to describe the relationships between the chosen dimensions of the proposed model and 
the overall carbon footprint of small part storage technologies in a future warehouse on the basis of the 
research procedures for explanatory case studies [29]. The case was selected based on an anonymous dataset 
resulting from a practical planning project of a warehouse to secure the supply of a production site. There-
fore, a storage inventory analysis and acquisition of dynamic data regarding the goods movements in the 
warehouse was performed. This forms the baseline for the calculation of future storage locations and surface 
demands. 

Three scenarios of a small part storage solution including an ASRS, a fully manual Kanban rack area and an 
autonomous guided vehicles (AGV) shelving system are compared. The ASRS scenario can be integrated in 
a one storied warehouse. The remaining scenarios required a second floor due to higher surface requirements 
and low utilization of the available height. Table 1 presents the basic planning parameters of the project. The 
model considers the required surface calculated from storage capacity requirements, building surfaces, which 
is required to construct the system, transport technologies to maintain operations, the major production steps 
to process the raw materials and the amount of raw steel needed to produce the racks. 

Table 1: Parameters of the planning scenarios 

Scenario  Surface 
[sqm] 

Add. build-
ing surface 

[sqm] 

Transport 
technology 

Energy 
consumption 

[kWh] 

Production 
processes 

Raw material 
volume 

[t] 
ASRS 350 0 Mini load 1.78 Hot rolling, 

coating  
52.5 

AGV- 
shelving 

1400 1150 AGVs 3.2 Hot rolling, 
coating 

26.5 

Kanban 
racks 

1400 1150 Manual 0 Hot rolling, 
coating 

32.6 

For all planning scenarios, general input parameters serve as underlaying conditions. In the future warehouse 
a heat pump heating system is applied to maintain a temperature of 20°C up to a height of 4.8 m. This leads 
to an electricity consumption of 80.72 kWh per year and sqm [13]. The carbon equivalent values were taken 
from available data on the energy share in Germany [28]. The amount of required light intensity is assumed 
at 300 lumens per sqm. The operational hours were assumed as 4,200 h per year. To calculate operational 
emission dynamic data from the current warehouse was analyzed. On average, the system is required to 
fulfill 700 storage movements per day. 

The results of the model (Figure 3) show the carbon emissions of the planning scenarios for the construction 
emissions (production and additional building emissions) and recurring emissions within 10 years (heating, 
lighting, and operational emissions). With a total of 525 tons of CO2 the ASRS system shows the lowest 
carbon footprint compared to a manual Kanban rack zone (780 tons of CO2) and the AGV-shelving (860 
tons of CO2). Amongst all scenarios, significant differences are indicated for the production emissions and 
for the heating emissions. With the highest amount of raw material to be processed, the ASRS indicated the 
highest carbon footprint in production (steel bar construction). As the ASRS solution can be integrated into 
a one story building no additional building surface required. 

The scenario AGV-based shelving system leads to the highest overall emissions as a large-scale area is to 
be heated and the amount of raw material required for production. Across all scenarios the production, ad-
ditional building (concrete) and heating emissions are the major contributors to the overall emissions. It can 
be obtained that on the one hand automation leads to higher emissions in the production of the storage tech-
nologies. On the other hand, the long-term emission savings for heating can be expected with lower surface 
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demands. These investigations can be used when it comes to the mitigation of fixed emissions from the 
construction of storage technologies and the amount of electric energy required from renewable energies to 
maintain low emissions in operations. The implementation of highly densified storage systems is expected 
to decrease the overall carbon footprint of a warehouse can therefore enhance the ecological sustainability. 
This work is based on a practical and ongoing planning project. For this reason, a validation by actual emis-
sion measurements is a task for future research activities. 

 
Figure 3: Carbon emissions calculated over a period of 10 years 

5. Conclusion and outlook 

The proposed model is a data-based method to be applied in the early planning phase of a logistics concept 
to estimate future carbon emissions. The model provides an approach to assess the carbon footprint of alter-
native storage technologies in warehouse planning projects. According to RQ1, the approach combines the 
dimensions heating, lighting, additional building, operational and production emission in a comprehensive 
calculation method. These dimensions cover the emissions resulting from the construction and production 
of storage technologies as well as emissions of the warehouse operations. Within the dimensions, the model 
allows the comparison of alternative storage technologies by determining the energy consumptions and ap-
plying carbon equivalent values in a structured approach (RQ2). The combined emissions calculated for each 
storage technology indicate the overall carbon footprint per planning scenario. To carry out this evaluation 
building-related, SKU-related and storage technology-related inputs are needed. 

The model was applied on a dataset resulting from a practical warehouse planning project to compare com-
peting storage technologies for small parts in standard boxes. The results show a lowest carbon footprint for 
an ASRS solution and a highest footprint for an AGV-based shelving system. The major reasons were the 
low heating emissions in the ASRS scenario due to smallest building surface required by the utilization of 
the full storage height, the additional building surface required for AGV-based shelving system and Kanban 
racks. From these investigations, it can be noted that automated solutions with high surface densification can 
result in a lower overall carbon footprint. With rising costs for carbon emissions, the lower carbon footprint 
systems like ASRS might have an impact on investment decisions in the planning phase of warehouses. 

For practical applications, this work offers a manageable and structured approach for accounting carbon 
footprints to alternative storage technologies. It can serve as a decisions support when it comes to the selec-
tion of a preferred planning scenario. The model opens the possibility to explore optimization potentials for 
operational emissions (lighting, heating, and operational transport emissions). Mitigation potentials (e.g., 
renewable energy sources) can be illustrated for emissions for additional building and production as these 
cannot be directly influenced. 

However, the model is limited as sustainable logistics warehouse includes further aspects e.g., energy 
sources and waste management. Further, the market of storage technology for a specific type of SKU is very 
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diverse with a manifold of different suppliers, providing different production and distribution methods. Due 
to very specific building electronics and machinery components like AGVs and conveying machines, a 
method of their dedicated carbon footprint cannot be delivered by this approach. To further validate the 
assumptions and calculations determined in this article, the sample size of case studies should be extended 
and more storage technologies for big and palatized parts must be included. 

Future research activities will focus on applying the approach in further warehouse planning projects and 
thereby increase the sample size of available use cases. The model will be extended in terms of the production 
emissions to include further materials and processes especially for electronic components in storage tech-
nologies. It is planned to improve the validity of the model by simulation studies. 

References 

[1] Scheunemann, H., 2022. Logistics and Industrial Market Overview Germany: Demand significantly increased 
compared to the previous year. Jones Lang LaSalle. https://www.jll.de/en/trends-and-insights/research/logistics-
and-Industrial-market-overview. Accessed 30 October 2022. 

[2] Bartolini, M., Bottani, E., Grosse, E.H., 2019. Green warehousing: Systematic literature review and bibliometric 
analysis. Journal of Cleaner Production 226 (21), 242–258. 

[3] Doherty, S., Hoyle, S., 2009. Supply Chain Decarbonization: The role of logistics and transport in reducing supply 
chain carbon emissions. Worlds Economic Forum, Geneva. https://www3.weforum.org/docs/WEF_LT_Supply-
ChainDecarbonization_Report_2009.pdf. Accessed 30 October 2022. 

[4] Bundesregierung Deutschland, 2020. Incentives for fewer CO2 - carbon dioxide emissions: CO2 - carbon dioxide 
has its price. Bundesregierung Deutschland. https://www.bundesregierung.de/breg-en/issues/climate-ac-
tion/fewer-co2-emissions-1797122. Accessed 1 November 2022. 

[5] Cook, P., Sproul, A., 2011. Towards low-energy retail warehouse building. Architectural Science Review 54 (3), 
206–214. 

[6] Rai, D., Sodagar, B., Fieldson, R., Hu, X., 2011. Assessment of CO2 emissions reduction in a distribution ware-
house. Energy 36 (4), 2271–2277. 

[7] VDI 5200, 2011. Factory planning. Verein Deutscher Ingenieure. 

[8] Hompel, M. ten, Schmidt, T., Nagel, L. (Eds.), 2007. Materialflusssysteme: Förder- und Lagertechnik, 3rd ed. 
Springer-Verlag Berlin Heidelberg, Berlin, Heidelberg. 

[9] Martin, H., 2016. Transport- und Lagerlogistik: Systematik, Planung, Einsatz und Wirtschaftlichkeit, 10th ed. 
Springer Vieweg, Wiesbaden. 

[10] Kreutzfeldt, J., Braun, P., Schyga, J., Hilbrich, S., Hinckeldeyn, J., 2019. Planning of large-scale logistics sites, 
in: Proceedings for 23. International Conference on Material Handling, Constructions and Logistics, pp. 1–10. 

[11] Torabizadeh, M., Yusof, N.M., Ma’aram, A., Shaharoun, A.M., 2020. Identifying sustainable warehouse man-
agement system indicators and proposing new weighting method. Journal of Cleaner Production 248 (7), 119–
130. 

[12] Freis, J., Vohlidka, P., Günthner, W., 2016. Low-Carbon Warehousing: Examining Impacts of Building and Intra-
Logistics Design Options on Energy Demand and the CO2 Emissions of Logistics Centers. Sustainability 8 (5), 
448–484. 

[13] Lewczuk, K., Kłodawski, M., Gepner, P., 2021. Energy Consumption in a Distributional Warehouse: A Practical 
Case Study for Different Warehouse Technologies. Energies 14 (9), 2709–2734. 

[14] Elhedhli, S., Merrick, R., 2012. Green supply chain network design to reduce carbon emissions. Transportation 
Research Part D: Transport and Environment 17 (5), 370–379. 

[15] Zajac, P., Kwasniowski, S., 2017. Zero energy buildings in the logistics warehouse systems, in: Proceedings of 
International Conference on Advances in Energy Systems and Environmental Engineering, pp. 1–8. 

136



[16] Boenzi, F., Digiesi, S., Facchini, F., Mossa, G., Mummolo, G., 2016. Greening Activities in Warehouses: A Model 
for Identifying Sustainable Strategies in Material Handling, in: Proceedings of the 26th International DAAAM 
Symposium 2016, pp. 980–988. 

[17] Carli, R., Digiesi, S., Dotoli, M., Facchini, F., 2020. A Control Strategy for Smart Energy Charging of Warehouse 
Material Handling Equipment. Procedia Manufacturing 42 (1), 503–510. 

[18] Eder, M., Kartnig, G., 2018. Calculation method to determine the throughput and the energy consumption of S/R 
shuttle systems. FME Transaction 46 (3), 424–428. 

[19] Lerher, T., Edl, M., Rosi, B., 2014. Energy efficiency model for the mini-load automated storage and retrieval 
systems. The International Journal of Advanced Manufacturing Technology 70 (1-4), 97–115. 

[20] Rücker, A., Rief, J., Fottner, J., 2020. An investigation of mean energy demand, performance and reference cycles 
for stacker cranes. FME Transactions 48 (2), 307–312. 

[21] Besler, M., Cepiński, W., Kęskiewicz, P., Skrzycki, M., 2019. Analysis of annual energy consumption by a ware-
house building, in: Proceedings of the International Conference on Advances in Energy Systems and Environ-
mental Engineering, pp. 1–8. 

[22] Porras-Amores, C., Mazarrón, F., Cañas, I., 2014. Study of the Vertical Distribution of Air Temperature in Ware-
houses. Energies 7 (3), 1193–1206. 

[23] Wang, L.L., Li, W., 2017. A study of thermal destratification for large warehouse energy savings. Energy and 
Buildings 153 (20), 126–135. 

[24] Udara Willhelm Abeydeera, L.H., Wadu Mesthrige, J., Samarasinghalage, T.I., 2019. Global Research on Carbon 
Emissions: A Scientometric Review. Sustainability 11 (14), 3972–3997. 

[25] Bank, R., Murphy, R., 2013. Warehousing Sustainability Standards Development, in: Prabhu, V., Taisch, M., 
Kiritsis, D. (Eds.), Advances in Production Management Systems. Sustainable Production and Service Supply 
Chains, vol. 414. Springer Berlin Heidelberg, Berlin, Heidelberg, pp. 294–301. 

[26] Ambroziak, T., Jachimowski, R., Pyza, D., Szczepański, E., 2014. Analysis of the traffic stream distribution in 
terms of identification of areas with the highest exhaust pollution. Archives of Transport 32 (4), 7–16. 

[27] Jacyna, M., Wasiak, M., Kłodawski, M., Lewczuk, K., 2014. Simulation model of transport system of Poland as 
a tool for developing sustainable transport. Archives of Transport 31 (3), 23–35. 

[28] Ember Climate, 2022. Germany. Ember Climate. https://ember-climate.org/countries-and-regions/countries/ger-
many/. Accessed 30 October 2022. 

[29] Ridder-Hans, G., 2020. Case Study Research: Approaches, Methods, Contribution to Theory, 2nd ed. Rainer 
Hampp Verlag, Augsburg, München, 234 pp. 

 
Biography 

Philipp Braun, M. Sc. (*1992) is a research associate at the Institute of Technical Logistics at Hamburg 
University of Technology. Philipp Braun completed his studies in industrial engineering with a focus on 
information technologies and logistics at Hamburg University of Technology in 2020. 

Hendrik Rose, M. Sc. (*1994) is a research associate at the Institute of Technical Logistics at Hamburg 
University of Technology. Hendrik Rose completed his studies in industrial engineering with a focus on 
general engineering science and logistics at Hamburg University of Technology in 2020. 

Niklas Hesslein, M. Sc. (*1995) is a research associate at the Institute of Technical Logistics at Hamburg 
University of Technology. Niklas Hesslein completed his studies in industrial engineering with a focus on 
logistics at Hamburg University of Technology in 2019. 

Harsha Vadapalli, B. Sc. (*1998) is a student assistant at the Institute of Technical Logistics at Hamburg 
University of Technology. Harsha Vadapalli studies Mechanical engineering and management since 2019. 

137



Johannes Hinckeldeyn, Dr. (*1979) is Chief Engineer at the Institute of Technical Logistics at Hamburg 
University of Technology followed his PhD in the UK, Johannes Hinckeldeyn served as Chief Operating 
Officer for a manufacturer of measurement and laboratory technology for battery research. Johannes Hinck-
eldeyn studied business engineering, production engineering and management in Hamburg and Münster. 

Jochen Kreutzfeldt, Prof. Dr.-Ing. (*1959) is Professor and Head of the Institute for Technical Logistics 
at Hamburg University of Technology. After studying mechanical engineering with a focus on production 
engineering, Jochen Kreutzfeldt held various executive positions within a company specializing in automo-
tive safety technology. Subsequently, Jochen Kreutzfeldt took over a professorship for logistics at the Ham-
burg University of Applied Sciences as head of the Institute for Product and Production Management. 

138



 

CONFERENCE ON PRODUCTION SYSTEMS AND LOGISTICS 
CPSL 2023 

__________________________________________________________________________________ 
 

DOI: https://doi.org/10.15488/13433 
ISSN: 2701-6277 

 

4th Conference on Production Systems and Logistics 

Digital Twin in the Battery Production Context for the Realization of 
Industry 4.0 Applications 

Robert Ludwigs1, Jessica Schmied1, Henning Clever1, Heiner Heimes1, Achim Kampker1 
1Chair of Production Engineering of E-Mobility Components (PEM) of RWTH Aachen, Aachen, Germany 

 

Abstract 

Due to the worsening climate change drastic changes in the transportation sector are necessary. Crucial 
factors for sustainable energy supply are reliable and economical energy storage systems. Associated with 
that is the development of giga factories with a capacity of up to 1000 GWh in 2030 in Europe (currently 
25 GWh) for the production of battery cells especially for the automotive sector, which is one of the largest 
emitters of greenhouse gases in Europe. In addition to the required investments, high scrap rates due to 
unknown interdependencies within the process chain represent a central challenge within battery cell 
production. Another key challenge in series production is the product tracking along the value chain, which 
consists of continuous, batch and discrete processes. Because of its complexity the battery cell production 
industry is predestined for Industry 4.0 applications in order to meet the current challenges and to make 
battery cell production more efficient and sustainable. Digital twins and the use of AI algorithms enable the 
identification of previously unknown cause-effect relationships and thus a product improvement and 
increased efficiency. In this paper, the digital twin of a battery cell production will be developed. For this 
purpose, general requirements for the field of battery cell production are first determined and relevant 
parameters from the literature as well as from a production pilot line are defined. Based on the requirements 
and the selected parameters a corresponding structure for the digital twin in battery cell production is built 
and explained in this contribution. This provides the basis for measures to optimize production, such as 
predictive quality. 

Keywords 

Battery Cell Production; Industry 4.0; Digital Twin; Production Efficiency; Electromobility  

1. Introduction 

This paper presents a possible concept for the realization of a digital twin in the context of battery production. 
The focus lies on the digital twin of the battery cell and its components. Scrap rates in battery cell production 
are significantly higher than in other highly automated industries [1,2]. A major cause of this is a lack of 
understanding of interactions between process and product quality. A tool for the investigation and analysis 
of such interactions is the digital twin. The information model developed in this paper is intended to serve 
as the basis for the software implementation of a standardized digital battery cell twin. Among other things, 
this will enable standardized access to cell data and reduce the effort required to analyze large volumes of 
cell data. One challenge in the development of a digital cell twin arises from the fact that both the properties 
of the cell and the requirements for the digital twin change over the life cycle of the battery cell. As a result, 
the digital twin may differ in its characteristics compared to the real object and depending on the use case. 
In some cases, a real (interim) object can also be represented by several digital twins. In the context of 
product development, a battery cell twin is used to predict the subsequent cell parameters [3]. In the operation 
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of a battery system of an electric vehicle, a battery cell twin can be used to predict the remaining lifetime 
based on current cell data or the twin can be used to control an optimal operation of the cell [4]. 

2. State-of-the-Art 

2.1 Digital Twins in the Production Context 

In the course of the digital transformation towards Industry 4.0, the digital twin is one of the frequently used 
terms in research and industry. However, there is no uniform technical understanding in the specialist 
community. It is apparent that there is no standardized digital twin and that its concrete form depends on the 
"positioning in the lifecycle, the use cases and business models" [5]. However, experts agree that, according 
to the original definition by GRIEVES, it is a virtual image of the reality [6]. The digital twin serves as a 
digital model for the abstract description of a class of physical units (e.g. product, machine, etc.) and its 
informations as well as the simulation for the prediction and optimization of the behavior of the performance 
characteristics [5]. A key requirement for digital twins, included in most definitions, is the ability to run 
scenarios and try out alternatives. These are often basic simulation models - in the case of production systems 
- event-based discrete flow simulation models [7]. 

Only in recent years the term simulation has gained acceptance in the production environment [8], whereas 
prior to 2017 it did not necessarily mean simulation, but rather the digital capture of all associated data [9]. 
This newer definition is adopted in the context of this paper. The digital twin is not to be confused with the 
digital shadow, which is referred to in other sources as a system for pure data acquisition without control by 
a simulation[10]. In the context of this paper, the digital shadow is not considered further.   

2.2 LIB Manufacturing  

The production of battery cells can be divided into the three steps of electrode manufacturing, cell assembly 
and cell finishing [11,12]. Figure 1 shows the different process steps and equipment for the production of 
lithium-ion cells in pouch format based on the pilot line of the eLab at RWTH Aachen University. The 
electrode manufacturing consists of a dry and a wet mixing process, in which the slurry for anode and cathode 
is produced. The slurry is coated onto current conductor foils (copper for anode, aluminum for cathode) and 
then convection or laser dried before entering the calendering process [13,14]. During the cell assembly, the 
electrodes are conveyed to the mechanical stamping line where they are cut into individual electrode sheets. 
The sheets are stacked (Z-folded) and contacted by ultrasonic welding. The cell stack is then placed in a 
thermoformed pouch foil and filled with electrolyte under vacuum and subsequently sealed. In the last phase, 
the cells proceed through the formation and aging step in a climate-controlled chamber, where they undergo 
the initial electrical loading and unloading, as well as quality testing over several days [15].  
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Figure 1: Process steps in battery cell production at the eLab of RWTH Aachen University 

2.3 Digital Twins in LIB Manufacturing 

In the field of battery production, there are currently only a few concepts concerning the digital twin, which 
will be analyzed in this section. KIES ET AL. identified, tracked and modeled 118 Parameters in the electrode 
production [16]. Example parameters are particle size, weight of the electrodes at the end of the production 
line and input materials. The aim of collecting these parameters is to create a traceability system which 
allows the production owner the best possible overview for each cell which results in a more realistic 
reflection of the battery systems’ performance [17,18]. ROHKOHL ET AL. used the principle of a digital twin 
in the anode mixing [19]. They implemented a Gaussian Model which fitted to the actual dosage rates to 
their expected values during operation. After training and fitting the gaussian model to the actual dosage rate 
distribution the AI could approximate the expected distribution for a specific process parameter set. This 
leads to an increase in the mixing process stability. With the tool “Roboguide” from RobotStudio it is 
possible to create a digital twin of a cell stacking robot. Running a simulation of the digital twin of the 
process allows detecting collisions between robots and other objects, simulate the payload capacity of the 
robot and evaluate and optimize time taken for a sequence of movements in the cell stacking process [20]. 
AYERBE ET AL. review modelling approaches and analyze how they can be combined with data acquisition 
instruments and communications protocols in order to present a framework for building a digital twin. 
However, many challenges, including the setting of standards regarding models and data reporting remain 
unsolved [21]. Big players recognize the potential of the digital twin as well. Northvolt and Siemens reached 
a cooperation agreement to build an intelligent battery manufacturing plant and apply digital Twin to set up 
a product life management system based on closed-loop manufacturing [22]. Overall, the literature research 
revealed a missing product focus along the whole production chain. Furthermore, the predictive quality 
aspect of the cell within the digital twin is missing in the literature. What stands out in the research is a 
missing standard for the digital twin in the battery production. None of the sources established or used a 
standard in their works. This paper addresses this specific research deficit and presents a possible approach. 

3. Information Model for a Digital Cell twin 

The complexity of a digital battery cell twin differs greatly depending on what is to be achieved with the 
help of the twin. For example, a digitized BoM (Bill of Materials) that is updated automatically can already 
be defined as a part of the digital twin [23]. A digital BOM offers companies a simplified management of 
products and operations. Specific requirements are placed on a twin in the production context, which are 
explained below. In the first subchapter, the general structure of the digital twin and its information model 
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is presented in detail. Subsequently, the general twin is subdivided into sub-twins based on the production 
requirements. This is required considering the intermediate products and corresponding quality. Finally, the 
connection between the digital battery cell twin and the plant twin is displayed. 

There are already some publications dealing with the digital twin in battery cell production, such as KORNAS 
ET AL., TURETSKYY ET AL., AYERBE ET AL. and SCHNELL ET AL. [21,24–26]. In contrast to the first two 
papers, the present paper shows a structuring of data which takes place following a real object. For this 
purpose, sub-twins are introduced. On the one hand, this structured collection facilitates the interpretation of 
the data by humans. On the other hand, the standards simplify the feeding of data from production as well 
as the access to this data for analysis purposes. AYERBE ET AL. present a very comprehensive framework in 
which especially the modeling as well as the communication between plant and product are in the 
foreground. However, a concrete information model for the digital product twin is missing. In contrast to 
SCHNELL ET AL., a stronger structuring of the data takes place in the digital twin. In general, the present 
information model also integrates geometric and material data into the twin, which are partially insufficiently 
considered in other twins. These enables a better comparability of the production data from different 
production sites. 

3.1 Structure of the Digital Twin 

A digital twin is supposed to monitor the real object throughout its entire life cycle, from the sourcing of raw 
materials to development and recycling (Figure 2). 

 
Figure 2: Battery Life cycle (left) and sub-twins during the production process (right) 

The focus of this work is on the application of digital twins in the production context. The underlying use 
case is predictive quality. Predictive quality is a method that allows the prediction of the final product quality 
based on current information taken from the production process. For example, the quality of battery 
electrodes can be predicted already in the mixing process step, where the slurry is mixed [3]. Predictive 
quality allows errors to be detected at an early stage and reduction of defects as well as rework [27]. For 
battery production, this means that quality characteristics of the finished battery cell should already be 
determined and influenced in upstream production steps based on intermediate products. Predictive quality 
is of major relevance to battery cell production because rework is not possible in the production process. 
This is due to the many coating, wetting, cutting and joining manufacturing processes, which cannot be 
corrected in practice. Digital twins are particularly suitable for the implementation of predictive quality use 
cases. The basis of such a digital twin is a comprehensive and standardized data-based description of the real 
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object [28]. In order to realize such a data-based description, an information model must first be created, 
which defines the structure for storing all relevant product data [29]. An example for the structure of an 
information model for a battery cell is shown in Figure 3. 

 
Figure 3: Information model for a lithium-ion battery cell and interface to plant twin 

The data structure corresponds to the physical structure of the real object. In a first step, the battery cell 
object is divided into its central components. These include, for example, the two electrodes (cathode and 
anode), the separator and the housing. In a second stage, the components of the cell are further subdivided. 
For example, the anode consists of an anode collector and a coating. Specific product properties are assigned 
to the subcomponents at this level in a second structuring step. In this process, all characteristic features 
necessary for a complete description of the object are to be recorded. These characteristics can be divided 
into material properties, geometric characteristics, and measured values. Geometric features are defined as 
all features that characterize the dimensions and shape of the product. Material properties include all 
properties that describe the material, such as material type and proportions. The last category, measured 
values, includes all characterizing data of the physical object, which are measured during the process or are 
given based on data sheets. In particular, the category measured values was chosen for this information 
model with the background that the cell twin was developed for production. For this purpose, the twin is to 
be fed by data from production, which are measured inline or offline. The structure shown in Figure 3 
represents a kind of container, which is successively filled with data during the production process. The 
system can be compared to that used in object-oriented programming. The battery cell represents a class. In 
this class, the cell characteristics are defined by attributes or instance variables, as in programming [30]. For 
each new produced cell now, an object of the class battery cell is created, which has the same attributes as 
the other objects of the class battery cell. The goal of this structuring is on the one hand to reduce the 
complexity of a cell-associated database, on the other hand, to realize a logical division of the data. The 
standardized storage of the data enables the implementation of APIs with the help of which simulation 
programs and AI-based analyses can be automated. In addition, the standardization enables automated 
allocation and retrieval of data. The modularity of the structure also allows the model to be extended if new 
parameters are added or removed. This may be the case, for example, with new technologies such as solid-
state batteries. Another advantage of the information model is the ability to filter the stored data by specific 
components. For example, electrodes of several battery cells can be compared with little effort. A fixed 
structure also allows the definition of interfaces to other twins, such as those of intermediate products or the 
production infrastructure. 

Cell

Cathode

Separator

Anode

Housing

…

Properties:

● Voltage
● Capacity
● …

Current
collector

Coating

…

Characteristic properties:

• Materials:

• Graphit
• Binder
• …

• Geometric dimensions:

• Width
• Length
• …

• Measurements:

• Porosity
• Moisture
• …

DT-Coating*

Plant 
twin

*DT: Digital Twin

143



3.2 Subdivision into Sub-Twins for the Requirements in Production 

For the digital twin of battery cells in the production context, a subdivision of the cell twin into so-called 
sub-twins is reasonable. This is done on the background that the semi-finished products such as slurry or 
electrode stacks change fundamentally in cell production until the end of cell finalization and thus the data-
based description also undergoes fundamental changes. For example, the data-based description of slurry, 
which is at the beginning of the process, is not possible with an information model for a coated electrode or 
even finished battery cell. However, the sub-twins are not to be considered in isolation but serve as suppliers 
of data for the final cell twin and are thus part of it in the overall context. 

Thus 5 sub-twins in the course of production can be defined as shown in Figure 2: Slurry, electrode coil, cell 
stack, cell (dry) and battery cell. A new information model is necessary in each case when the object 
properties change fundamentally, for example through the addition of a new component. In the step from the 
electrode coil to the cell stack, for instance, the separator is added. This structuring is important because data 
is transferred, added, or dropped from one sub- twin to the next until the final battery cell twin is created. 
For further instance, the particle size distribution of the twin slurry is transferred to the twin electrode, but 
the characteristic slurry viscosity does not longer exist in the case of the (dried) electrode. The stacking 
accuracy is an example of a characteristic that is added in the stacking process step and did not exist 
previously. To explain it again in the image of object-oriented programming, the individual sub-twins 
represent different classes, which are characterized by different attributes. Beyond that a subdivision is 
important, to be able to establish connections between different characteristics. For example, the coating no 
longer has a (relevant) viscosity, but conclusions can be drawn from the quality of the coating to the viscosity. 
This requires linking the data set with simulations. 

3.3 Connection Cell Twin Plant Twin 

The basis of a digital twin is the data set available for it. To create this, the database of the twin must be 
filled with corresponding data according to the structure of the information model from Chapter 3.1 and 3.2. 
Sources used as input can be data sheets, CAD models, measurement results (offline and online) or process 
parameters. In order to be able to transfer the data to the twin, corresponding interfaces must be defined for 
the twin of the battery cell or its intermediate products. 

For the exchange of data with the production infrastructure, a standardized structured database and 
corresponding interfaces must also be available on the production side. A corresponding information model 
could have the structure shown in Figure 4. This can also be the basis for a digital plant or process twin. 

 
Figure 4: Potential Data model for production equipment (plant twin) and interface to battery cell twin 

The two categories of process and measurement data are particularly relevant as an input for the product 
twin since these data have a direct influence on the product or characterize it. Process data is defined as data 
that can be set on the machine and characterize the process, such as temperature, web speed or mixing time. 
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Measured data are features that serve to characterize the processed product, such as coating thickness or 
viscosity. Data of other categories play a subordinate role for the predictive quality application, which is 
why they will not be discussed further here. 

4. Using the Twin in Battery Cell Production 

The information model can be converted into a defined data structure using the Asset Administration Shell 
(AAS). This is intended to become the standard for the implementation of digital twins within the framework 
of Industry 4.0 [31]. It provides the possibility to describe an object digitally. In addition, the AAS has 
interfaces so that instances can be mapped to OPC UA or MQTT. The AAS Explorer is available for free on 
GitHub. 

One potential use case for the digital cell twin in association with predictive quality, which has been 
established prototypically in a battery production line at the RWTH Aachen University, is the prediction of 
coating thickness in electrode production (Figure 5). To meet the requirements of the development departure 
that defines certain cell specifications and to be able to guarantee a certain quality, the thickness of the 
coating must be homogeneous and within fixed tolerance limits. The homogeneity and thickness of the 
coating depends to a large extent on the quality of the used slurries as well as the coating equipment. In order 
to reduce rejects at an early stage, the quality of the produced electrode is to be predicted with the aid of 
simulations. The simulation is based on the data of the slurry twin as well as the plant twin. As plant twin in 
this context is meant a digital twin of the production equipment. If necessary, adjustments were made to the 
slurry (e.g., recipe) and the system settings (e.g., mixing speed) based on the simulation results. Integration 
of such a simulation on an edge device connected to the PLC could enable a closed loop process optimization. 
As a result, electrode quality is to be increased and scrap reduced at an early stage. 

 
Figure 5: Machine learning based prediction of coating patterns (left) and coating thickness (right) 

5. Conclusion and Outlook 

This study has shown how production oriented digital twin approaches can be used to implement predictive 
quality battery cell production. The presented paper defines individual (sub)cell-twins that represent 
different intermediate products in production. These specific attributes of the sub-twin are assigned to in a 
structured way. However, in order to have a complete digital battery cell twin, an interface to the plant twin 
is necessary. With this information, the processed product can be fully characterized and provides the basis 
for prediction of product quality in subsequent process steps is possible. The use of digital twin models 
enables the determination of effects of individual parameters on cell quality and the corresponding product 
characteristics. With the help of this approach, an adaptive production control can be implemented in a use-
case. In addition, the simulation of cell quality during production serves as a decision-making basis for the 
introduction of changes in production. As a next step of research, the approach should be implemented and 
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tested in further battery production situations on a pilot scale. If the results from the pilot manufacturing runs 
are reproducible in industrial production environments, the approach would help to improve the product 
quality and decrease the scrap rate. For the implementation of the predictive quality use case, the information 
model presented here must be adapted depending on the production equipment and the existing database. 
One challenge is the accuracy of the simulations. These must be able to predict real processes with high 
accuracy. Otherwise, the adjustments to the production parameters will not lead to quality improvements. A 
closed loop control of the machines based on simulation results also requires direct and automated access to 
the machine control system, which represents a challenge from a safety perspective. 
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Abstract 

The challenges for industrial companies in the area of factory planning and operation are characterised on 
the one hand by permanently shortening product life cycles and increasing product diversity. Furthermore, 
the demand for ecologically sustainable processes is growing and the complexity of production systems is 
increasing due to higher product complexity. This results in a complex decision-making space for companies 
within factory planning and factory operation which is difficult to plan. The advancing digitalisation can 
bring a great opportunity here. Modelling and simulation can create greater transparency in the context of 
planning and operation, and processes can be designed to be ecologically sustainable and efficient. Currently, 
research approaches in the context of factory planning and operation are focussing on the application and 
use of digital methods and tools of the Digital Factory (DF). However, the application is limited to individual 
areas in factory planning or factory operation. 

For this reason, this paper focuses on the design of a framework that addresses both factory planning and 
factory operation aspects and links them through modelling and simulation. Cyber-physical production 
systems (CPPS) can help here by mapping the individual modules within planning and operation using 
individual agents in agent-based simulation (AB). By linking planning and real data, the processes from 
planning and operation can be taken into account. From this, insights gained from planning can be simulated 
in an early phase and subjected to optimisation during operation. The cycle-oriented CPPS can be used on 
an ongoing basis by preparing the generic building blocks on the planning and operational sides through 
structured data acquisition and implementing them in the real world with the help of decision support from 
the virtual world. 
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1. Introduction 

Shorter product life cycles, volatile market conditions, customer demands for individualized products and 
increasingly stringent environmental regulations in conjunction with growing scarcity of energy and 
resources are contributing to a turbulent environment with which companies are confronted [1]. The 
configuration of value chains in factories is additionally subject to an immensely increased complexity of 
planning tasks. Dynamic and cooperative value networks result in a frequent change of production 
requirements, which necessitates both an increased planning speed and an increased planning frequency of 
the production systems [2], [3]. Factory planning and factory operation face these challenges with a targeted, 
ongoing adaptation of production systems using methods and tools of digitalization, Industry 4.0 and Digital 
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Factory (DF). Of great importance in this context are modeling and simulation for decision support in the 
planning and operating processes of new (greenfield) and rescheduled (brownfield) factories [2], [4]. 
However, it should be noted that the use of simulation technology often requires expert knowledge and is 
associated with high time and financial expenditure, which is why such applications are often still limited in 
companies despite the enormous potential benefits [5]. As a result, manufacturing companies are always 
faced with the dilemma of potentially reducing planning times on the one hand and the time and financial 
effort required to create sufficiently accurate simulation models on the other. In addition, the successful and 
efficient implementation of simulation projects requires a very good and up-to-date data and models 
representing the current state of production, both are often not yet available [6], [7]. The aspect of the transfer 
and reuse of models beyond the respective application context also takes on an important role. At the 
moment, there is still a need for action in industry and research and thus potential for optimization in the 
process-related, organizational and structural interface between factory planning and factory operation [8]. 

While a large number of approaches and frameworks exist in the context of production system modeling and 
holistic factory modeling, a framework for the coupling of planning and operation through the transfer of 
simulation models for production systems is not yet available in the literature. In particular, the procedure 
for initializing the models on the basis of planning data and the subsequent extension to the use of real data 
and thus a real representation of the production system is a central challenge for today's companies. In this 
context, the data basis should ensure a high degree of topicality, availability as well as quality, so that the 
input for simulation models is promising. In the area of modeling and simulation, the design of generic, 
adaptive building blocks (e.g. agent-based simulation (AB)) is a central aspect for the holistic use of 
simulation models.  

In order to support the continuous development up to the further use of the simulation models, a Cyber-
physical production systems (CPPS) approach from factory planning to operation is necessary. In the 
following, a framework is described that, starting from greenfield planning projects, supports the continuous 
development of simulation models up to operation into a tool that can be used for planning and operation. 
The cycle of the CPPS is particularly suitable in this framework, since in the later course brownfield changes 
in the production system follow a recurring cycle. Based on this approach, planners and operators are able 
to work in a common simulation model and implement changes in the production system in a common 
network. From this, findings from the planning can be transferred to the operation, but in addition, feedback 
from the operation to the planning is possible. All in all, the two areas are more closely networked and work 
more closely together, from which enormous potential can be leveraged. 

2. Theoretical Background 

2.1 Interface of factory planning to factory operation 

In general, the factory is described as a place of corporate value creation and represents a complex system 
of various elements, such as products, machines and people, and their interrelationships. The relations of the 
elements to each other can be characterized on a material, informational, energetic, personnel, economic, 
spatial and temporal level. In addition, the overall system of the factory consists of several subsystems, which 
are distinguished from each other by a defined system boundary (e.g., production, logistics, etc.). The factory 
is the subject and object of factory planning and factory operation. [9], [10], [11] 

Starting from factory planning, the organizational, process-related and structural design or adaptation of the 
production system takes place. In the literature, approaches are mainly found which are based on a 
systematic, goal-oriented and phase-specific planning procedure which builds on each other and links the 
various planning tasks (e.g., process, resource, structural planning, production operation and control, etc.). 
Due to the high complexity of factory planning projects, the planning phases are carried out with the 
involvement of a large number of players from a wide range of specialist areas. In this process, planning 
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always proceeds from the rough to the fine and from the ideal to the real. Of particular importance is the 
parallelism of the planning phases, i.e., a subsequent phase can already be started when the previous phase 
has not yet been completed. Basically, the phases can be divided into preparation, structural, detailed, 
execution planning and execution, GRUNDIG gives a comprehensive overview of existing approaches as well 
as their differences [12]. In addition to new planning (greenfield), i.e., the completely new construction of a 
factory from scratch, and the re-planning (brownfield) of an existing factory, there are further planning cases 
within the life cycle consideration of a factory and its elements in the form of deconstruction and 
revitalization. Starting from the network and site level, the following levels become more and more detailed, 
up to the focus on the granular, detailed workplace of a specific area of a factory. The design of the 
production system, more precisely the arrangement of the production elements, is done taking into account 
appropriate flow systems. Factory planning involves permanent adaptation in the event of changes in the 
planning of the factory and factory operations. [9], [10], [11], [12], [13] 

In contrast to factory planning, factory operation includes the structuring of the tasks of operating, directing 
and controlling the processes (including maintenance and service) in the factory. Here, production planning 
and control, manufacturing, assembly, storage, transport, quality and resource management are particularly 
important. In this way, the company's objectives are to be safeguarded by a socially, economically and 
ecologically (resource) efficient organizational structure and process organization in the participatory, 
transparent interaction of all factory elements. Of particular importance here is also the integration or 
regulation of the interaction of production, logistics and support processes. The overriding goal of factory 
operations can therefore be described as the efficient design of a factory's operations and its adaptation to 
necessary changes, with the creation of value added being a central element of factory operations theory. 
More precisely, the shortening of the start-up period as well as the operational and continuous improvement 
of serial production are aimed at. [10], [13], [14], [15] 

In total, there are close mutual relationships between the two areas of factory planning and factory operation. 
Factory operation is strongly influenced by the framework conditions created by factory planning, but this 
also applies retrospectively, so that findings from factory operation must be reported back to factory 
planning. A corresponding bidirectional exchange between the two areas leads to an optimization of factory 
operations, in that adjustments can be made and future planning projects can be improved based on the 
information fed back. Optimally, factory planning thinks ahead of value creation and provides framework 
conditions for efficient and error-free processes. The processes, systems, and measures are thought ahead 
and primarily include the physical material flow, the information and communication system, and the 
factory's organizational system. Factory operations, on the other hand, are devoted to the real operation of 
the equipment and the optimal use of the available resources and framework conditions. The problem and 
task of permanent over-planning of a factory with its production and logistics structures arises. For this 
reason, the bidirectional exchange of information and data between factory planning and factory operation 
can be of great benefit for the optimization of planning and operation. [8], [16] 

 

2.2 Simulation models in cyber-physical production systems  

For the areas of factory planning and factory operation, simulation models are mainly used as decision 
support and are part of the concept of DF. In the technical literature, there are a variety of definition 
approaches for the term of DF, but essentially this summarizes a comprehensive network of digital models, 
methods and tools, which are integrated by an end-to-end data management and extend from digital planning 
to operation. The overarching goal of DF is the holistic planning, evaluation and continuous optimization of 
all relevant aspects of the real factory. [17]. Further goals of the DF consist in the standardization of planning 
processes as well as in the reusability of planning models, building blocks and results [18]. An important 
element of digital factory operation is the support or implementation of end-to-end data management. On 
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the basis of end-to-end data management, for example in the form of model databases, planning results from 
earlier phases of DF can be used and expanded to include operational data, enabling digital models to be 
updated and reused [19]. Accordingly, the concept of DF is again fundamental for linking factory planning 
and factory operation through the transfer of simulation models. 

CPPS are of great importance, especially with regard to linking the real world with the virtual world. Here, 
the production system, which consists of a physical component (e.g., machinery and equipment) and a virtual 
component (e.g., simulation model), is connected at the center with people in focus. The introduction of 
CPPS in any production system promises economic, social and even environmental benefits. In general, 
CPPS can be divided into four main elements - physical world (I), data acquisition (II), virtual world (III), 
and feedback / control (IV). In the physical world, key performance indicators (KPI) are defined in relation 
to the task to be performed, which should represent the target for analysis and improvement. Via the 
important element of (continuous) data acquisition, the measured variables are recorded manually or 
automatically under appropriate requirements for temporal resolution. The virtual world stands for the 
model-based production system, the digital image, so to speak. The implementation with suitable 
computationally processing models, which are e.g. data-based, physical, numerical or agent-based / event-
discrete nature, is to be considered here. Finally, the feedback/control element ensures the transformation of 
the processed data into means for decision-supporting action with human involvement. [20] 

In the following, the details of the simulation models used in CPPS are briefly described. Models characterize 
an abstracted representation of a real system and can be classified in the production system context according 
to their intended use. The main paradigms in simulation modeling are: System Dynamics (SD), Dynamic 
Systems (DS), Discrete Event (DE) and Agent Based (AB). Technically, SD and DS are mainly concerned 
with dynamic system behavior, while DE and AB are mainly concerned with discrete system behavior [21]. 
In the context of factory planning, the necessary main elements usually have a higher degree of uncertainty 
and thus a higher degree of abstraction. On the side of the factory operation, there is the demand of an image 
with a low degree of abstraction towards the consideration of procedural, organizational and structural 
details. The definition of the objectives with respect to the planning and operational tasks is particularly 
important in order to be able to select a suitable method for simulation. Discrete process chains (such as 
material flows) can be analyzed using DE or AB simulation. The state is only changed discretely at certain 
events. In this case the term production system modeling is used. If the context of the production system is 
extended by energy flows and the technical building services, a holistic factory modeling is possible using 
DE, AB and DS, i.e., as shown by SCHÖNEMANN. [22] Of great importance, depending on the planning or 
operational task and objective, is also the possibility to combine several approaches in one model. The 
combination of models for all elements of a production system within one simulation would make it possible 
to analyze dependencies between the system elements involved and the effects of local improvement 
measures on the overall system [22]. In the context of CPPS and linking planning to operations, real-time 
simulations of the entire factory can help provide immediate results for short-term decision support in 
parallel with real production operations [23]. With regard to greenfield and brownfield planning, the main 
difference is in the input data. While only planning data is available for new planning, it is possible to use 
real, real-time data from the system for an existing production system. 

In order to take into account, the different areas within planning and operation in the production system, the 
design of AB lends itself. One of the fundamental characteristics of AB is decentralization in modeling and 
with regard to system behavior. Accordingly, in AB, the system behavior is not defined at a central point, 
but rather the behavior is defined at an individual level of each agent. Each agent acts accordingly 
individually according to the logic, behavior and attributes assigned to it. The thus independent, individual 
resources with specific properties enable a mapping of production, logistics, products, employees and other 
objects. The system behavior then results from the behavior and interaction of these agents. In addition, 
agent-based models are considered to be generally easier to maintain and modify, since minor model 
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adjustments result in local rather than global changes. Although all presented simulation paradigms are used 
in different areas of the factory, DE and AB are probably the most important in the context of simulation in 
the factory and production context. [5], [21] 

3. State of Research 

The technical literature provides an enormously high number of publications in the context of factory 
planning and operation. With the aim to present existing approaches for the simulative coupling of factory 
planning with factory operation, an extensive literature review of relevant publications in different research 
areas was conducted. First, approaches for linking factory planning and factory operation in general, where 
this linking does not have to be specifically supported by simulation use, were considered. Furthermore, the 
research area with approaches to simulation along the value chain, i.e., with end-to-end simulation and data 
usage, was reviewed. The focus here is particularly on the simulation of production systems. Finally, 
approaches were considered that specifically address the topic of cyber-physical production systems in this 
context. The classification and clustering took place in the following categories: 

 

- Thematic focus: The relevance of the respective approach for the subject area of factory planning 
represents the first criterion. Analogously, the reference to factory operation or simulation in the 
factory context represent the two other criteria in this category. 

- Methodological approach: Here, the approaches regarding the coupling of factory planning and 
operation, simulation models, and several digital tools were considered.  

- Simulation application: In this category, the contents of the consideration of simulation approaches, 
model reuse and the integration of a model database were of interest. 

- Data management: Here, the interrelationships were examined from a data technology point of 
view, to what extent this is done bidirectional, consistent and by means of clearly defined interfaces. 

 

The comparative evaluation in Figure 1 illustrates the large number and variety of concepts for the use of 
simulation in the context of the factory. The analyzed approaches focus preferably on the design of e.g., 
framework models for the description of the mutability of production systems for planning purposes 
(ALBRECHT ET AL.), approaches for modeling and simulation of smart production systems, which aim at 
achieving interoperability of different simulation components (GORECKI ET AL.) or the detailed consideration 
of flows in the factory by means of production system modeling (KOMOTO ET AL., GOODALL ET AL.). Few 
approaches, among them MARTIN ET AL., SCHÖNEMANN ET AL., SIEMON ET AL and ZHENG ET AL. integrate 
components of holistic factory modeling into their approaches, e.g., by modeling parts of the technical 
building services. While the advantages of the use of simulation along the value chain, the use of CPPS as 
well as the linking of factory planning and factory operation became clear, no approach could be identified 
that fulfills all or nearly all criteria used for the evaluation. The majority fulfillment or at least partial 
fulfillment of the evaluated sources with regard to the three criteria in the category of thematic focus is 
countered by the only rare fulfillment of other criteria such as the consideration of several simulation 
approaches. A methodical approach with regard to the coupling of factory planning and factory operation is 
also only occasionally part of the evaluated publications. Furthermore, the reuse of models and the 
integration of a model database is only partially included in the approaches considered. The same applies in 
particular to the support of bidirectional data management and the detailed consideration of the interface 
between factory planning and factory operation - both are only very rarely addressed. 
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Figure 1: Overview of the state of research                                                                                                                      

[24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [8], [22], [34], [35], [36], [37], [38] 

Thus, the evaluated approaches show a multitude of relevant (partial) aspects regarding the coupling of 
factory planning and factory operation by the transfer of simulation models within CPPS. Nevertheless, there 
is a need for further research regarding the topic at hand. For example, there is currently a lack of a 
methodical procedure in the literature for precisely this linking of factory planning with factory operation 
with regard to the transfer of simulation models of production systems through CPPS. 

4. Method 

In the following, the approach for linking factory planning with factory operation by means of AB simulation 
within the framework of a CPPS is shown (cf. Figure 2). Before the framework can be initialized, the 
preparation and rough planning steps must already be run through in the planning process, so that the 
approach can be followed from the detailed planning onwards. Based on a normal CPPS, the framework was 
structured in this case on the side of the real and cyber world into three different layers that build on each 
other. The cycles running through are to be understood in each case in the arrangements [I-IV], [1-4] as well 
as [A-D]. 
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Figure 2: Framework for linking factory planning and operation using AB simulation in the context of a CPPS 

- Cycle [I] to [IV]: 

This cycle marks the starting point in the application of the framework. Starting from the greenfield planning, 
the factory planning process takes place in the real world with respect to the design of the production system. 
Manually, by means of data acquisition, the planning data is collected and transferred to the AB Greenfield 
simulation model on the cyber side. This model accesses a comprehensive network of agents (such as 
products, machines, processes, etc.). Based on the planning data, an evaluation of the planning scenarios can 
be performed. This planning support is transferred to the real world by the human being, who is the central 
focus, and can thus be used for adjustments in the planning process. The inner cycle is still primarily based 
on expert estimates and aims at initializing the AB simulation model. 

- Cycle [1] to [4]: 

After the ramp-up of the production system, the first data acquisition of real-time data is used to establish a 
quasi-real-time connection between the real and virtual worlds. Here, the agents in the specific executions 
are provided with the data as input (real / operational data) and thus a mapping and prognosis of the 
production system can take place. The goal here is the decision support in the operation execution as well as 
the control and regulation of the production system. 

- Cycle [A] to [D]: 

The outermost cycle describes the case of brownfield changes. In this concrete planning procedure, changes 
are to be made to the production system based on the real world. This is where the benefit of continuing to 
use the simulation model comes into play. A new development is omitted, instead the agents for the 
respective area (e.g., product) are initialized with a data mix as input. Thus, on the one hand, planning data 
for the desired changes and real / operational data from the current production system are combined. In this 
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way, important knowledge for detailed planning can be transferred between planning and operation and, 
conversely, planning support can be designed specifically for the real operation of the production system. 

5. Conclusion and outlook 

This paper has shown a conceptual approach in the context of the interface between factory planning and 
operation, how a CPPS can be initialized starting from greenfield planning. Initially, the simulation models 
are developed on the virtual world side on the basis of plan data, which are acquired manually. In addition, 
the targets have to be transferred to the generic modules of the AB in the form of planning variables. From 
this, first simulation runs can be realized and planning scenarios can be evaluated. If the planning is far 
advanced and the commissioning of the factory elements has taken place, real data of the factory operation 
can be accessed in the next step and the data acquisition can be carried out via an automated interface. The 
simulation model, adapted to real operation, can now be used in quasi real-time and supports the operation 
and control of the production system in the factory. In the last extension step, both sides of factory planning 
and factory operation can access the virtual world and simulatively evaluate brownfield changes by the 
combination of plan and real data. Particularly noteworthy at this point is the generic initialization of the 
AB, so that the simulation modules can be provided with plan or real data. Based on the Greenfield planning 
approach, the necessary steps for the preparation of a real-time capable CPPS can be taken. In the further 
course, the interdisciplinary departments can equally bring about forms of decision support by preparing the 
virtual world for the issues to be solved by simulation in terms of data technology. 

In the future, this generic framework can be used and extended. In particular, the focus on an ecologically 
sustainable design of factory systems could again extend the approach by building blocks of the technical 
building equipment as well as the factory shell. In addition, the use of the framework is limited to the results 
from the rough planning, since e.g., changes to the layout etc. are not processed by the simulation model. 
Further research should be carried out in this interface, since the increase in the degrees of freedom in an 
early planning phase greatly increases the demands on the simulation models. 
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Abstract 

Today's markets are increasingly dynamic, not only due to shorter product development times and fast 
changing customer requirements but also unforeseen events. Contemporary crises and wars disrupt entire 
supply chains and can have existential consequences for manufacturing companies. In these times of 
uncertainty, it is essential for SMEs to have a resilient business orientation while at the same time fulfil the 
sustainability aspects demanded by their stakeholders. This paper provides a design model for an ecosystem 
for a resilient and sustainable value creation of SMEs in single and small batch production to increase 
competitiveness and to gain a better response to market dynamics. The developed model comprises the 
elements of ecosystem strategy, configuration and coordination. An adequate partner matching and the 
underlying business model complement the approach. The model is intended to assist practitioners as a 
reference framework in developing and managing ecosystems for value creation. 
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1. Introduction 

Companies in single and small batch production manufacture customer-specific and highly complex 
products such as machines, engineering components or tools for series production. This is done in close 
consultation with the customer. In order to meet this very demanding environment, a high degree of 
specialization of the individual producers is necessary, which is expressed in mostly small and medium-
sized enterprises (SMEs) in the mechanical and plant engineering sector focusing on certain technologies. 
Each company has to compete in the market individually, which leaves it at a disadvantage in the event of 
major market changes or when handling larger orders due to its low resilience and flexibility. Moreover, 
SMEs in single and small batch production are far from shaping their value creation sustainably. This is 
often expressed by poor resource efficiency and a constant trend towards overproduction. In particular, this 
results from a lack of transparency for sustainable value chains [1]. In contrast to series production, processes 
in single and small batch production are individual, non-linked manufacturing processes. [1] External 
contract manufacturers in low-wage countries typically carry out a significant share of the value added. This 
happens even though the company's own machines are only utilized to 34% on average [2]. Currently, the 
supplier process for contract manufacturers is controlled manually and very statically. Optimization is 
required in terms of time, cost and quality. In particular, local sourcing strategies should be given greater 
consideration in the future to increase sustainability and resilience. Therefore, to overcome these challenges, 
this paper focuses on the development of a design model of an ecosystem for resilient and sustainable value 
creation of SMEs in single and small batch production. 
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2. Fundamentals 

In the following subchapters, fundamentals of overproduction and sustainability, resilience and uncertainty 
as well as ecosystems and platforms for value creation are described. 

2.1 Overproduction & sustainability 

In the course of the last century, industry has achieved remarkable things as the industrial revolutions have 
led to enormous efficiency in production. Everyday products are incredibly inexpensive and everyone can 
afford them. The manufacturing industry has thus made a major contribution to the prosperity of our society. 
However, it also has led to an economically sensible overproduction, as existing resources are not being used 
wisely. For instance, the average utilization of a passenger car is just 4%. [3] Due to the efficient production, 
large numbers of consumer goods are disposed after a short period of use. This overproduction is partly 
responsible for the increasing environmental pollution and socio-technological consequences, such as 
massively increased traffic. Due to the extensive global supply chains in the automotive industry, transport 
cost accumulate to a share of 12% to 21% of component cost [4]. Greenhouse gas emissions continue to rise 
steadily (approx. 3 million tons of CO2 emissions annually), and national savings often only lead to carbon 
leakage, the outsourcing of greenhouse gas-intensive production steps to other countries [4]. A sustainable 
economy is therefore indispensable for the future viability of the global economy. To achieve this, the United 
Nations (UN) regularly refines sustainability goals and obliges manufacturing companies to adopt a more 
sustainable economic approach. Investors are also increasingly applying ESG factors (Environmental, Social 
and Governance) in their company valuations [5]. The resulting increase in stakeholder-oriented corporate 
management has led to a fundamental paradigm shift in industry. German automotive companies, for 
example, are using sustainability ratings to demand sustainable value creation from their suppliers. Such 
suppliers are often SMEs in single and small batch production, which struggle to meet these demands.  

Sustainability has according to the three-pillar conception an economic, an environmental and a social 
perspective [6]. All perspectives have to be met in an integrated manner in order to holistically improve 
sustainability within companies. The central enabler of sustainability is digitization [4]. Production and 
product data allow lifecycle transparency from engineering through production and product usage to 
disposal. This includes transparency on transport emissions as well as on resource efficiency. BOOS ET AL. 
make a proposal to leverage these potentials in single and small batch production. They recommend the four 
dimensions of resources, process, employee and service portfolio to be addressed for sustainability [7]. 

2.2 Resilience & uncertainty 

The recent SARS-CoV-19 pandemic and the Ukraine war have outlined the importance of resilience in 
supply chain design. Resilience generally describes the ability to cope with crises and to recover as quickly 
as possible from their effects. Systematic resilience management can decisively help manufacturing 
companies to get through crises with only minimal damage and even to emerge stronger from them. [8] 
Therefore, manufacturing companies have to continuously assess the uncertainty in the markets to configure 
their value creation in a reliable way. Thus, uncertainty is the lever that determines the necessary degree of 
resilience [8]. WALKER ET AL. define uncertainty as “any deviation from the unachievable ideal of 
completely deterministic knowledge of the relevant system” [9]. For model-based decision processes, the 
distinction between nature, localization and level of uncertainty is particularly relevant. The nature of 
uncertainty describes its general characteristic, while the localization shows where uncertainty occurs in the 
decision process. Finally, the level of uncertainty can be determined in the dichotomy between total 
ignorance and deterministic knowledge. [9] As uncertainty assessment and resilience management are 
complex tasks that require appropriate resources, the vast majority of SMEs in single and small batch 
production does not engage in it. This can have existential consequences. The scope of consideration in this 
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paper encompasses the resilience of the ecosystem as a whole. In this context, resilience is defined as the 
preservation of the functionality of the overall system, which is a function of the companies’ individual risks. 

2.3 Ecosystems & platforms for value creation  

In literature, there are still widely divergent definitions of the term ecosystem. MERTENS AND FAISST 
describe an ecosystem as a network of companies, which rapidly group together in order to take advantage 
of an arising market opportunity [10]. Ecosystems are traditionally subject to the field of biology. There, an 
ecosystem intends to maintain an equilibrium state and describes a complex construct of living resources as 
well as habitats and inhabitants in a certain area including their interrelations [11]. Ecosystems in industry 
differ in their target orientation and that they require certain governance [12]. However, the idea of a 
biologically inspired ecosystem implies resilience and the prevention of overproduction in the sense of an 
equilibrium sustaining state. Ecosystems describe a network of organizations that are interconnected by a 
digital platform or a focal firm [13]. Moreover, there are various types of ecosystems, which cannot be 
clearly distinguished from each other, such as business, innovation, knowledge or platform ecosystems [14]. 
GRANSTRAND AND HOLGERSSON conducted a broad literature review on ecosystem definitions and 
identified actors, activities, artifacts and relations as central elements [15]. According to a study of 
DELOITTE, most SMEs have concerns regarding the disclosure of trade secrets, a lack of data security and 
unclear liability rules when participating in ecosystems. The highest prospects are seen in improved customer 
relations through better services as well as a sustainable optimization of business processes. [16] The 
majority of successful ecosystems are based on digital platforms. Digital platforms take advantage of modern 
information and communications technology (ICT) to reduce transaction cost and to simplify processes for 
users. Another advantage can be seen in the high scalability of platforms. [17] SMEs in single and small 
batch production must use these advantages of digital platforms in order to establish successful ecosystems.  

3. Existing approaches 

The integrative and systematic approach by ULRICH serves as bases to derive general requirements for the 
design of an ecosystem model for value creation of SMEs [18]. The approach focuses on social and technical 
systems in terms of design and management. In this respect, the interdisciplinary approach emphasizes in 
particular the practical applicability of theoretical concepts to solve real problems. By applying the approach, 
the problems in practice of SMEs of single and small batch production as well as their industry specific 
characteristics are taken into consideration. Therefore, the general requirements of applicability, 
practicability and adaptability have to be considered when designing a model of an ecosystem for value 
creation of SMEs. [18] First, the design model has to be applicable to the industry specific needs of SMEs 
in single and small batch production. This includes for instance the suitability to the prevailing (production) 
processes and certain boundary conditions within these companies. Furthermore, the practicability of the 
design model has to be ensured. Typically, SMEs have few human and financial resources at their disposal. 
Therefore, the model should be self-evident and easy to apply in industrial practice. Eventually, the model 
should be adaptable to external and internal circumstances. This encompasses the model’s scalability and 
modification in terms of number and classification of ecosystem participants. Besides these general 
requirements, also the ecosystem-specific requirements of resilience, sustainability, systemic partner 
selection, ecosystem composition and control as well as functioning business model must be fulfilled. In 
terms of resilience, the ecosystem must adapt in line with the existing uncertainty in markets in order to be 
either efficient or resilient according to the given circumstances. To address sustainability, the ecosystem 
should foster a sustainable production due to appropriate measures such as interorganizational capacity 
leveling. On the one hand, this increases the capacity utilization of individual companies within the 
ecosystem and on the other hand, it prevents overproduction. Thus, all three pillars of sustainability – 
economic, environmental and social – have to be considered. A systematic partner selection based on 
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resources, competencies and additional criteria constitutes another relevant requirement. In order to achieve 
maximum efficiency and thus sustainability in the order fulfilment within the ecosystem, orders have to be 
assigned to companies having adequate resources and competencies at their disposal. Ensuring an 
appropriate composition and control of the ecosystem represents another requirement. Adequate companies 
in suitable numbers have to be selected and integrated within the ecosystem. Moreover, a smooth control of 
the ecosystem and its inherent orders to be processed has to be ensured. Finally, the ecosystem must provide 
a functioning business model to achieve practical feasibility and broad acceptance. In addition to defining a 
suitable value proposition for all ecosystem stakeholders and implementing it through appropriate platform 
functions, the revenue model must also be given sufficient consideration [19]. 

Subsequently, relevant approaches from literature on ecosystems and value creation networks are presented. 
Some of these are biologically inspired. TALMAR ET AL. developed their so-called Ecosystem Pie Model, 
which is a strategy tool for ecosystem modelling and analysis. The process-oriented tool serves to consider 
ecosystem properties such as interdependencies, complementarities and alignment risks. One of the main 
challenges is that this approach does not represent a holistic strategy, but merely an operational tool for 
ecosystem analysis. [20] HENSEL formulates an approach to network management in the automotive 
industry. The model pursues the overarching objective of analyzing the effects of network management in 
order to achieve competitive advantages. However, the approach focuses exclusively on short-term project 
collaborations and therefore long-term collaborations are not discussed. [21] RITSCH developed a concept 
focusing on knowledge management in networks. Main subject is an adequate partner selection in the 
dimensions strategy, culture, cooperation and knowledge management experience. The design of 
knowledge-based value networks follows a methodology with the steps analysis, design and development. 
The approach lacks an aggregation of the findings in a superordinate model. [22] TANG ET AL. presents 
different models and methods based on immune-inspired approaches in the field of manufacturing systems. 
The collection covers various bio-inspired tools for applications to build production plans and deal with 
unexpected disruptions at the manufacturing level in an agile manner. Although the approaches are partially 
transferable into fields of action, there is no explicit consideration of holistic value creation networks. [23] 
DRESSLER ET AL. provide an overview of the general field of bio-inspired networking, including key 
concepts and methods. The handling of large networks, their dynamical character, resource constraints and 
robustness is considered. However, the approach provides almost no context for industrial application. [24] 
SCHOLZ-REITER ET AL. present a simulation model for system dynamics of production networks with real-
world data. The model is used to analyze the behavior and performance of bio-inspired capacity control for 
production networks with autonomous work systems. The model provides a focused view of scheduling, but 
the simulation model is not transferable and the adaptation requires further testing. [25]  

While the presented approaches fulfill some of the requirements, none of the approaches fully matches the 
general and specific requirements of an ecosystem for resilient and sustainable value creation of SME in 
single and small batch production. 

4. Design model of an ecosystem for resilient and sustainable value creation 

Based on the illustrated deficits from practice and theory, a design model of an ecosystem for resilient and 
sustainable value creation for SMEs in single and small batch production is developed. The model has to 
take the before mentioned general and ecosystem-specific requirements into account. 

4.1 Derivation of the model 

The generic reference framework for network design by FRIEDLI ET AL. serves as theoretical basis of the 
model to be developed. The scientifically proven framework follows the system approach and is derived 
from theory on global production networks. As intraorganizational production networks exist for a long time 
and thus have been extensively researched, the framework is perfectly suitable to the context of ecosystems 
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for value creation. The framework was developed and validated with industrial companies, emphasizing its 
practical applicability. It analyzes production networks from a holistic point of view by addressing the three 
layers of strategy, configuration and coordination. Adequately and consistently managing these three design 
layers through decision variables in different dimensions results in a superior network performance. In this 
respect, it is essential to provide a consistent fit between all three layers but also between the dimensions 
within each individual layer. [26] Comparing ecosystems with production networks, the major difference 
lies in the interorganizational characteristics of ecosystems, which have to be considered additionally in the 
development of the design model. To develop an ecosystem consisting of several legally independent SMEs, 
these companies must perceive a distinctive advantage in joining the alliance. Therefore, BLEICHER states 
that respective networks require the conceptual design of an underlying business model [27]. Moreover, in 
accordance with GRANSTRAND AND HOLGERSSON, the three most mentioned entities in innovation 
ecosystem definitions – actors, activities and artifacts – are also considered and integrated within the design 
model [15]. The resulting model of an ecosystem for resilient and sustainable value creation of SMEs in 
single and small batch production is illustrated in Figure 1. The different layers of the developed model are 
described in more detail in the following subsections. 

 
Figure 1: Design model of an ecosystem for resilient and sustainable value creation 

4.2 Strategy 

Strategy constitutes the first layer within the design model. The layer aims on defining the ecosystem strategy 
for all participating companies as a whole. The ecosystem strategy represents the business strategy and is 
composed of the strategic success factors cost, time and quality, which are crucial for the ecosystem’s 
success. Other common differentiating factors for value creation in ecosystems are flexibility and service. 
These differentiating factors should be based on the competencies of the individual companies as well as of 
the entire ecosystem. Additionally, the resilience strategy and the sustainability strategy have to be 
determined. Input to the strategy layer are market requirements and customer needs as well as environmental 
impacts. All ecosystem stakeholders influence the extent of the sustainability strategy. This includes not only 
the customers but also the employees of the participating companies. A holistic sustainability strategy covers 
efficiency, consistency and sufficiency in an integrated manner of the economic, ecological and social 
dimensions [28]. Efficiency aims at resource efficiency in order to achieve the same results with fewer 
resources. A lower energy consumption in manufacturing can therefore be seen as an example of an increased 
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eco-efficiency, while socio-efficiency can be seen in fewer negative social impacts per unit produced. [7] 
Consistency requires a change in the production method, e.g. by recyclable materials or renewable energy. 
Sufficiency however, aims on minimizing production and consumption in general and thus prevents 
overproduction. The determinant of the resilience strategy is uncertainty, which is central to the ecosystem 
model. Environmental impacts, such as the recent SARS-CoV-19 pandemic or the Ukraine war led to large-
scale production shutdowns, as many manufacturing companies were not able to adapt and sustain their 
supply chains in a resilient way. Each of these impacts resulted in a substantial increase in uncertainty. The 
higher the uncertainty the more resilient the ecosystem should be aligned. To monitor and assess the 
prevailing uncertainty, sources like the World Uncertainty Index (WUI), providing information on global 
and country-specific uncertainty, can be utilized [29]. Based on all these preliminary strategic considerations, 
an adequate value creation strategy for the ecosystem can be derived using the morphological box including 
dimensions and decision variables in Figure 2. Subsequently, the layers of configuration and coordination 
can be developed. 

 
Figure 2: Morphological box for ecosystem design regarding value creation for SMEs [26] 

4.3 Configuration 

The configuration layer encompasses the structural design of the ecosystem and its participating SMEs. In 
contrast to the element-neutral strategy layer, the ecosystem elements from definition apply to the 
characterizing dimensions in Figure 2. In terms of actors, the average number of employees per organization 
as well as the total number of organizations within the ecosystem defines the configuration. 40 to 50 
companies per ecosystem are considered to be an appropriate number of participants [30]. Additionally, the 
direction of collaboration has to be determined. A horizontal network is exclusively composed of SMEs in 
single and small batch production. By adding the vertical direction, suppliers and customers can be included. 
Diagonal networks supplement organizations from other value chains, e.g. start-ups. The fields of 
collaboration represent the activities being conducted within the ecosystem. Apart from production, R&D or 
service partnerships could be initiated. The dimensions of spatial distance as well as the forms of 
procurement and distribution represent ecosystem artifacts, which are defining the supply chain and the 
extent of the ecosystem. 
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4.4 Coordination 

Task of the coordination level is the holistic control and management of all partners and activities within the 
ecosystem. The dimensions of guidance and degree of autonomy refer to the ecosystem element of actors. 
The ecosystem can either be designed to contain an entity that serves as central orchestrator and thus 
streamlines all interactions of the participants or define the guidance as a collective task. A hybrid version 
of certain orchestrating entities serves as another option. Additionally, network decisions and order 
placements can be centralized, decentralized or a combination of both. Regarding network activities, the 
participating companies can position themselves in the dichotomy between competition and cooperation. In 
certain fields, they might compete and in others, they might cooperate. The ecosystem artifacts in the 
coordination layer focus on the information flow, resource exchange and the form of marketing. Information 
and communication can occur continuously or only on demand. For increased flexibility and capacity 
levelling, assets and human resources can be exchanged. Furthermore, the marketing and branding can be 
centralized or remain in the participating companies. The decision variables of all dimensions have to be 
consistent with each other and regarding the other layers. 

4.5 Partner matching 

The partner matching represents a crucial layer in enabling collaboration between SMEs in single and small 
batch production. It encompasses the strategy, configuration and cooperation layer as it has to take all their 
dimensions and decision variables into account. As seen in Figure 3, input to the partner matching is 
information on the internal company characteristics of the order placing company and all potential partners, 
which should be stored and updated continuously in a common database. Eventually, the trigger of the 
matching process can be seen in an incoming customer order. Based on the order characteristics in terms of 
expected quality, cost, delivery time and product complexity as well as the superordinate value creation 
strategy, a weighting of the matching criteria is carried out. The matching criteria can be classified into two 
general categories, the categories of interface compatibility and professional competences. In the former, 
companies should try to achieve the highest possible scores, while in the latter different specifications might 
be beneficial depending on the boundary conditions. Interface compatibility is divided into criteria for 
coordination and collaboration compatibility. Coordination compatibility depends on the potential partners' 
cultural compatibility, coordination and communication competencies as well as technological barriers. 
Collaboration criteria evaluate potential partners in terms of strategic fit, trust-building factors and the risks 
of forming a consortium. Resource and competence compatibility represent the general category of 
professional competences. In terms of resources, financial resources, machinery and intangible assets within 
each company are analyzed. In the field of competence compatibility, employee qualification, technological 
and market-oriented competencies as well as innovation capabilities are of importance. Following the 
assessment, the results and possible project consortiums can be visualized for decision-making purposes. 

 
Figure 3: Systematic of partner matching 

4.6 Business model 

The business model constitutes the outermost layer of the design model, encompassing all other layers. This 
illustrates the importance of the underlying business model to make an ecosystem for value creation work. 
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According to STAEHLER, technology-based business models consist of three elements, the value proposition, 
the architecture of value creation and the revenue model [19]. All three elements have to be considered in 
depth in order to tailor the ecosystem to the specific characteristics and boundary conditions of SMEs in 
single and small batch production. 

The value proposition reveals the distinctive benefits that the ecosystem provides to its stakeholders. In this 
respect, it is essential that there exists a sufficient value proposition for each stakeholder or group of 
stakeholders. Evident groups of stakeholders are SMEs in single and small batch production as well as their 
customers. However, even within these groups, further distinctions have to be made, e.g. regarding company 
sizes or industry sectors. Other relevant stakeholders could be orchestrating organizations, which require an 
appropriate value proposition in order to compensate their coordination efforts. To ensure social 
sustainability, the ecosystem should be equally beneficial for all kinds of companies.  

The primary benefit for the participating companies in single and small batch production is an increase in 
competitiveness by an optimal use of available manufacturing capacities of a multitude of companies. This 
includes automated and intelligent order placements and competitive comparisons, partner prioritization, 
integrated partner management, and capacity alignment to meet on-time delivery commitments. The 
platform undertakes the time- and resource-consuming search and selection of suitable ecosystem companies 
for large or highly complex orders through automatic partner matching. Additionally, the ecosystem 
participants benefit from a free capacity-planning tool, as the majority of SMEs in single and small batch 
production do not have a planning system. The use of the tool in turn helps the platform with intelligent 
order placements. Moreover, suitable orders are proposed on the basis of the company's own capacity and 
technological capabilities. Companies can also achieve economies of scale by intelligently allocating similar 
orders through the ecosystem to standardize their value creation processes and to increase their margins. 

The customers benefit from an automatic supplier assignment based on competencies and specifically 
selected requirements (e.g. high quality and fast delivery). Customers also gain benefits from a partially 
automated calculation and the determination of real delivery dates based on real-time capacities. Fast 
delivery for rush orders is made possible at extra charge by intelligent distribution to several ecosystem 
companies. The mentioned value propositions and described functions have to be integrated within the 
platform. Eventually, revenue models can be developed and tested. Suitable concepts could include a 
transaction-based pricing or membership fees. 

5. Summary and outlook 

Industrialization has brought prosperity and growth to manufacturing companies. However, it also led to 
overproduction and a low utilization period of consumer goods. Consequently, more and more stakeholders 
are demanding for more sustainable value creation in manufacturing companies. In addition, market 
dynamics recently have been rapidly increasing. These developments pose major challenges, especially for 
SMEs in single and small batch production. Respective companies are characterized by poor resource 
efficiency and capacity utilization. Moreover, the individual companies struggle to adapt to changing market 
requirements or sudden environmental impacts. Resilient and sustainable ecosystems for value creation of 
SMEs in single and small batch production represent an adequate measure to tackle these challenges. In 
literature, there exists no suitable approach for ecosystem design, which meets the industry-specific 
characteristics and boundary conditions. Therefore, this paper presented a design model of an ecosystem for 
resilient and sustainable value creation of SMEs in single and small batch production. The model is derived 
from the generic reference framework for network design by FRIEDLI ET AL. and the elements of ecosystem 
definition by GRANSTRAND AND HOLGERSSON. The developed design model comprises five layers. The 
strategy layer determines the value creation strategy based on resilience and sustainability objectives. The 
configuration layer defines the physical structure of the ecosystem, while the coordination layer focuses on 

166



ecosystem management and control. The partner matching encompasses the above-mentioned layers and 
composes optimal project consortiums within the ecosystem. Eventually, the business model defines the 
value proposition, the architecture of value creation and the revenue model of the platform. The results are 
more stable, faster and self-configurable value creation systems that ensure rapid and successful adaptation 
to changing environmental conditions or order volumes. By working together in core business areas, strategic 
goals can be achieved that are usually outside the capabilities of the individual companies. Future research 
should focus on the specification of the platform functions as well as the development and testing of 
reasonable revenue models. 
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Abstract 

The administrative order processing is confronted with a variety of structural, procedural and organizational 
changes driven by the increasing demand for shorter delivery times and higher product variances. Thus, 
business processes become more complex and less transparent having a negative impact on administrative 
order processing. Studies estimate the waste in indirect areas at around 30 percent.  
The cause of this waste is, for example, missing information in the process step or interface losses during 
the transfer to another area of responsibility. This results in queries and coordination efforts that delay the 
order process. Among other things, robotic process automation (RPA) can be used to reduce waste. This 
enables the monitoring of administrative processes and the automation of sub-processes (activities). 
Identifying these automation potentials can be seen as a major challenge in administrative order processing 
due to the existing complexity. One way to discover automation potential is the use of data-driven tools such 
as process mining (PM). Using algorithms, a process model can be created on the basis of data from central 
information systems (e.g. enterprise resource systems), which enables a systematic analysis of causalities. 
Furthermore, PM can help to identify the relevant indicators for the suitability of the use of RPA in a 
data-driven way to decisively support the selection process. In the current state of research, most paper 
applying PM focus on quantifiable indicators for evaluating RPA capabilities. Qualitative criteria for RPA 
use are rarely considered. 

This paper proposes on a qualitative criteria-based and quantitative indicator-based evaluation system for 
the use of RPA in administrative order processing, with the aim of eliminating waste in the sense of Lean 
Administration. The approach is validated in a PM software using a data set related to administrative order 
processing. 

Keywords 

business administration; lean administration; process mining; robotic process automation; evaluation system 

1. Introduction 

In recent decades, considerable potential has been leveraged in production by implementing the principles 
of the Toyota Production System as part of the Holistic Production System in manufacturing companies. 
These principles are increasingly being adapted to the indirect area as well, through so-called lean 
administration (LA). [1] Indirect areas are defined as areas which have a supporting function for the direct 
area, i.e. production, and are not directly involved in the physical production of goods. Examples of indirect 
areas are development, purchasing and sales. [2] 

Administrative processes of indirect areas show significant differences to production processes. While raw 
materials and materials are processed in production processes, administrative processes generate data / 
information and intangible services that are far less visible and thus less traceable. Compared to production 
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processes, these work contents are subject to high fluctuations in terms of the scope of work and the quality 
of information. Furthermore, administrative activities are less standardized and documented and therefore 
more difficult for employees to record. [3] Incidental tasks require flexible action, creative problem solving 
and a certain degree of freedom to make decisions [2]. As a result, the processing times in these process 
steps are highly variable. Nevertheless, they are essential for direct areas [4]. 

Less structured processes, a lack of transparency, a lack of process-related key performance indicators and 
a high coordination effort due to interdepartmental interfaces thus pose major challenges for the 
implementation of LA. Furthermore, LA methods are increasingly reaching their limits due to the dynamic 
environment and the existing complexity in administrative processes. An example of this is the process 
mapping through Makigami, which is very time-consuming and often only maps a small proportion of all 
possible process variants. Data-driven process modeling, in combination with the expert knowledge of 
employees, can compensate those disadvantages. In principle, synergies can be created on both sides by 
meshing the mindsets of LA and digital transformation. A study by SZEDLAK confirms this positive 
correlation between the two mindsets. For example, the study identified increased progress in LA among 
companies that have reached a high level of maturity in digitalization. Further, positive effects on corporate 
culture, leadership and collaboration were recognized. But also the process-oriented mindset promoted by 
LA was seen by the participating companies as a support for a sustainable introduction of digital tools. [5] 

Despite all the challenges, administrative processes, as well as production processes, are to some extent 
repetitive, standardizable and measurable. Here, digital transformation tools can help to increase process 
transparency in order to systematically identify and specifically eliminate waste. In particular, PM and RPA 
have proven to be effective tools for identifying (through PM) and reducing (through RPA) waste in manual, 
repetitive activities. However, the identification of suitable processes poses major challenges for companies. 
Usually, the implementation of one of these technologies is understood as a stand-alone digitization solution. 
However, the combination of process and technology perspective can help to systematically identify and 
eliminate waste in administration. In the following, therefore, an approach is outlined which, taking into 
account the process-oriented mindset of the LA, should enable companies to make a targeted identification 
of administrative processes for the use of RPA. 

2. Process mining and robotic process automation 

2.1 Process mining  

PM can be seen as a bridging discipline between the disciplines of Process Science and Data Science. The 
research field of Process Science includes disciplines of Business Process Management (BPM) or Operation 
Research (OR). These disciplines have a process-oriented character. In contrast, data-oriented approaches 
can be found in the research field of Data Science, including data mining, stochastics or visual analytics. The 
approaches of PM are especially related to those of Data Mining. In essence, three types of PM can be 
distinguished, which are briefly explained below [6, 7]: 

- Process discovery: Process discovery uses an event log to generate a process model without using 
a-priori information. It is the most commonly used type of PM [8]. 

- Conformance checking: Conformance checking is characterized by comparing an already known 
process model with an event log of the same process. It is checked whether the process model 
corresponds to the reality (event log) or the reality (event log) corresponds to the model. The output 
generated here is diagnostic information about similarities and differences between the model and 
the event log. 

- Process enhancement: In process enhancement (performance analysis), information about the 
actual recorded process from the event log is used to extend an existing process model and improve 
it if necessary. 
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In all types of PM, an event log is required as an input factor, which means that they have a crucial role. 
Especially in process discovery, the direct influence on the quality of the generated process model becomes 
clear. In essence, event logs provide information about the systemically recorded process steps. It is 
necessary that an event log contains at least information about the case, event and timestamp. To create 
realistic process models, a large number of cases is required. This is the only way to comprehensively map 
the complexity of the processes. For example, in the context of order processing, a case can be a unique 
order number. In this example, the events are activities such as order release, order completion, shipping, or 
invoicing. Accordingly, a case can contain a certain set of events. The timestamp provides a unique reference 
about the sequence of events. In addition to these minimum requirements, further information can be added 
to the event logs as attributes. [9,10,11]  

With the help of algorithms, so-called miners, process models are generated in PM from the event logs, with 
the aim of showing the most accurate underlying model that is not invalidated by the next observations. [6] 
With the help of these process models and the knowledge of all process participants, administrative waste 
(e.g., process loops due to insufficient information or high inventories) can be identified and measures 
derived in a targeted manner. In this context, automation potentials can also be identified in order to use 
RPA. 

2.2 Robotic process automation 

According to the Institute For Robotic Process Automation & Artificial Intelligence (IRPAAI), the term 
RPA refers to a technological application “that allows employees in a company to configure computer 
software or a 'robot' to capture and interpret existing applications for processing a transaction, manipulating 
data, triggering responses and communicating with other digital systems.” [12]. The programmed “software 
robots” are capable of performing individual process steps in an automated manner. The software robot 
interacts with the IT systems involved in the process to imitate human user interaction in the process based 
on explicit if-then rules. In this process, data is extracted, manipulated and entered as input into other 
applications. Therefore, RPA can be seen as a non-invasive technical application that acts at the presentation 
layer. [13] An empirical study proves that the use of RPA entails low investment costs, short developing 
time, an increase in performance and a simultaneous reduction in costs and throughput time [32]. For this 
reason, RPA makes a wider range of processes lucrative for automation than traditional automation 
technologies [29]. 

Since RPA applications can interact with the user in the process and be triggered by certain actions, also 
partial process automation is enabled. Likewise, RPA applications can be used exclusively for process 
control, for example, to monitor incoming payments in finance and to improve process quality. In essence, 
software robots can be characterized as follows [14]: Software robots automate processes originally 
performed by humans, follow a choreography of technical modules and control flow operators and operate 
in an IT ecosystem and use existing applications. 

3. State of the art 

To identify the current state of research, a systematic literature research was conducted. In the process, the 
current literature databases were searched for existing approaches in the areas of “conventional criteria for 
identifying automation potential”, “data-based criteria for identifying automation potentials” as well as the 
“combination of PM and RPA”. After the initial screening, in summary 18 approaches were identified for 
detailed analysis. These approaches can be found in table 1. 
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Table 1: Identified approaches of the systematic literature research 

 

The analysis of existing approaches has shown that no generally valid criteria and indicators for identifying 
automation potential could be identified. Rather, there is great disagreement about which criteria and 
indicators are to be classified as relevant. Likewise, the granularity of the indicators and criteria shows great 
differences. Thus, according to some authors, the evaluation of indicators based on nominal or ordinal scales 
is sufficient, whereas other authors prefer a clear mathematical description. This reduces subjective influence 
in the context of scale-based evaluation by process experts. When analyzing the indicators, the differences 
in granularity also become clear. It can be seen that some of these are defined at the level of processes, 
subprocesses, or even activity level. Above all, it is striking that different approaches exist to define the same 
indicator, for example the degree of standardization. Furthermore, there is a lack of a holistic view of 
qualitative criteria and quantitative indicators. For example, information quality is not sufficiently 
considered in various approaches, despite its high importance for the application of PM. 

This lack of general validity of the indicators and criteria makes it difficult for users to evaluate suitable 
processes in a targeted manner. In a study conducted by PLATTFAUT, for example, users describe the 
indicators and criteria available to date as, among other things, “too diffuse,” “not differentiated enough,” 
and “too intransparent" [22]. As a result, VAN DER AALST, among others, sees a need for further research in 
the identification of characteristics that describe the suitability of a process for an RPA deployment [29].  

A catalog is therefore needed that adequately reflects the current state of research by combining qualitative 
criteria with quantitative indicators and categorizing them consistently as well as expanding them to include 
missing aspects. Even if this catalog will not establish general validity over the indicators and criteria, the 
user can thus fall back on a well-founded holistic tool. In addition to the PM and RPA specific criteria, the 
aspects of the LA must also be taken into account. This catalog of criteria and indicators is being developed 
as part of the evaluation system. 

4. Development of the evaluation system 

The process-oriented evaluation system for the use of RPA contains the catalog described above, including 
the qualitative criteria and quantitative indicators. The aim of the evaluation system is to provide the user 

Literature Main focus 
Category 1: Conventional criteria for automation potential
[15] Fung 2014 Literature and interview-based discussion of criteria for the use of Information Technology Process Automation (ITPA)

[13] Smeets et al. 2019 Technical and business criteria for selecting the processes to be automated
[16] Beetz und Riedl 2019 Technical, business and organizational criteria for process selection
[17] Syed et al. 2020 Evaluation of existing literature to identify organizational and process criteria that indicate RPA maturity

[18] Langmann und Turi 2020 Minimum, additional and special criteria for the selection of RPA-suitable processes
[19] Eggert und Moulen 2020 Interview-based identification of practice-relevant criteria for the selection of business processes
[20] Plattfault et al. 2020 Interview-based identification of evaluation criteria for the suitability of a process for an RPA implementation
[21] Wellmann et al. 2020 Reference framework for the evaluation of RPA-suitable process characteristics
[22] Wanner et al. 2019 Multidimensional indicator system for quantifying the automation potential of a process
[23] Viehhauser und Doerr 2021 Identification and weighting of indicators to quantify the automation potential of a process

[24] Jeeva et al. 2021 Literature and interview-based identification of measurable criteria for process selection
Category 2: Data based criteria for automation potential
[25] Leopold et al. 2018 Automatic recognition of the degree of automation of a process based on textual process descriptions using Natural

Language Processing
[26] Van der Aa und Leopold 2021 Automatic recognition of automatable activities based on process models using Natural Language Processing

[24] Jeeva et al. 2021 Classification model for the selection of automatable processes
[27] Urabe et al. 2021 Clustering of user interface logs for the identification of task types and the respective workload as decision support for the

selection of automatable processes
[28] Leno et al. 2021 Robotic process mining
Category 3: Combination of PM and RPA
[29] Van der Aalst 2021 Identification of the interplay between process mining and RPA
[30] Schlund und Schmidt 2021 Challenges and future perspectives of RPA
[22] Wanner et al. 2019 Process mining as a basis for calculating quantitative indicators and optimizing economic benefits
[21] Wellmann et al. 2020 Application of the reference framework with the help of process mining for indicator-based determination of activities that

can be automated
[31] Choi et al. 2021 Methodology for process selection by means of process mining
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with a defined order for identifying automation potentials in the indirect area, whereby certain degrees of 
freedom can be taken for individual use. In comparison to key figures, which in accordance with their merely 
descriptive function condense information and facts quantitatively in the form of a number, indicators do not 
describe directly measurable variables. Indicators therefore allow conclusions to be drawn about the 
characteristics and changes in complex processes. As a result, we will continue to refer to indicators. The 
developed evaluation system is described in detail below. 

On the one hand, the event logs extracted from the IT systems (e.g. ERP systems) and, on the other hand, 
the expert knowledge of the process participants serve as input factors for the evaluation system (see figure 
1). Quantitative indicators are determined from the event logs through the targeted use of PM, so that well-
founded indicators based on the actual processes can be calculated and incorporated into the subsequent 
evaluation of RPA potential. This reduces the possibility of spurious accuracy compared to other approaches 
in the literature that consider purely qualitative criteria. However, as described above, the data quality of the 
event logs has a significant impact on the process model and thus also on the indicators. So qualitative criteria 
are added to the evaluation system. At this point, the expertise of the process owners is included. PM can 
support the process owners by increasing the process transparency through the visualization of the process 
model. Another advantage of including employee experience and expert knowledge is that the concept can 
also process information that is not interval-scaled or of high quality, as required, for example, by the 
approaches of VIEHHAUSER and DOERR, WELLMANN and CHOI (see table 1). 

The previous approaches in the literature determine the qualitative criteria and quantitative indicators on the 
process or activity level. The latter is only pursued in the approaches of WANNER ET AL. and CHOI ET AL. 
They do not determine the automation potential for complete processes, but for individual activities 
independent of their process affiliation.  

If the automation potential is only determined at the process level, there is a possibility that high or low 
automation potentials of the activities within the process compensate each other, which consequently leads 
to a low value of automation potentials for the entire process. Therefore, the determination of the automation 
potentials of individual activities proves to be advantageous. On the other hand, taking this perspective 
requires considerable time in practice. The evaluation system presented here takes advantage of both 
perspectives and therefore includes both the process and the activity level. To limit the analysis effort, a pre-
selection of processes apparently suitable for the use of RPA is included. The criteria and indicators can 
already be consulted. The quantitative indicators are considered at the activity level, since a quick calculation 
can be made here through the PM. The qualitative criteria are first assessed at the process level in order to 
use employee experience to evaluate, among other things, higher-level impact relationships. After pre-
selection by the quantitative indicators and qualitative criteria, qualitative criteria are used at the activity 
level to make a final process selection. 
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Figure 1: Process-oriented evaluation system for the use of RPA 

The criteria and indicators integrated in the evaluation system can be classified into six dimensions 
(organization, human, process, data, system, time). These are used to determine the automation potential and 
to determine the LA potential. By determining both potentials, the scoring model prioritizes the ranking so 
that not only technology-specific requirements but also process-specific impacts on the implementation of 
LA are considered. In order to gain a better understanding of the structure and content of the criteria and 
indicators, they are presented in abbreviated form below. 

5. Identification of RPA and LA potentials by means of criteria and indicators  

The evaluation system is essentially based on two catalogs, which in turn contain assessment objects in the 
sense of criteria or indicators (see figure 2). If the approaches already discussed (see table 1) provide 
assessment objects, these are included in the catalogs. If no criteria or indicators are available in the literature 
for an assessment object, these are developed within the scope of this work. In some cases, qualitative criteria 
and quantitative indicators are available to the user for the evaluation.  

Some assessment objects require a subjective evaluation and are therefore difficult to measure. For this 
reason, these are only included as criteria. Examples are the repetitive character of an activity, which is 
perceived by the executing employee, or the influences of automation on customer satisfaction, which are 
difficult or impossible to measure. [17,18] Here, in addition to the PM-based determination of the indicator, 
the user can determine the criteria, keeping subjective influences low to ensure objectivity. All criteria and 
indicators include a brief description and, in the case of the latter, a calculation specification as well. The 
notation used is based on WANNER ET AL. [22] 

The determination of assessment objects with regard to LA potential is based on three building blocks. First, 
criteria and indicators from the literature were examined and implemented. For example, line efficiency or 
flow rate are classic lean indicators. [2] Further, criteria could be derived and integrated by analyzing the 
types of waste. In addition, the connection to the assessment objects of the automation potentials was 
investigated. Thus, the influences of the criteria and indicators on the LA potential were examined 
qualitatively. If an influence is suspected, the criteria or indicator is added to the catalog for determining the 
LA potential. For example, case frequency is included in this catalog because the higher the case frequency 
of a process, the higher the impact of eliminating waste in that process appears to be. This is also true for 
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cycle time or processing time. Finally, all aspects of data quality are also included in the catalog, since it can 
be assumed in the course of the digital transformation that efficient process design is increasingly dependent 
on the quality of the data or information used. 

The evaluation system provides for an individual selection of criteria and indicators. This offers the 
advantage of a situational adaptation to the decision problem at hand and to the associated framework 
conditions. However, the disadvantage is that individual selection counteracts the standardization and 
formalization of the decision-making process. For this reason, the freedom of choice is limited by a minimum 
selection per dimension, which is mandatory. If the possibility of recording exists, the indicator is to be 
preferred to the criteria even in the case of the minimum selection. 

 
Figure 2: Catalog of indicators and criteria 

6. Application, Validation and Outlook 

The evaluation system is applied to an exemplary event log representing 1.12 million cases of a Purchase-
to-Pay process (P2P) and 988 thousand cases of an Order-to-Cash process (O2C) provided by the PM 

B) Catalog of indicators (i) and criteria (c) to identify LA potentials.
Process

§ Overproduction (c)
§ Over processing (c)
§ Occurrence of 

exceptions (c)
§ Delivery reliability (c)
§ Transport (c)
§ Movement (c)
§ Repeat loops (i,c)
§ Workload (i,c)
§ Standardization of 

communication (c)
§ Reach of 

information/email (c)
§ Responsibility (in case 

of absence) (c)
§ Interfaces (i,c)
§ Four-eyes principle (c)
§ Accessibility within the 

cooperation (c)
§ Media discontinuity (i,c)
§ Case frequency (i,c)
§ Standardization (i,c)
§ Stability/maturity (i,c)
§ Complexity (i,c)
§ Stability of the process 

environment (c)
§ Set of decision points 

(i,c)
§ Process optimization (c)

System

§ Order tracking (c)
§ System interruptions 

(i,c)
§ User involvement (i,c)
§ Frequency of system-

related changes (i,c)

Time

§ Waiting time, delay and 
idle time (i,c)

§ Lead time and 
processing time (i,c)

§ Time saving potential 
(i,c)

Organization

§ Coordination effort (c)
§ Transparency (c)
§ Physical conditions (c)

Human

§ Human failure 
potential (i,c)

§ Mental set-up (i,c)
§ Unused employee 

potential (i,c)
§ Unpunctuality (c)
§ Employee capacity (i,c)
§ Employee overload (c)
§ Customer satisfaction (i)
§ Process participants (i,c)

Data

§ Digital inventories (c)
§ Multiple data entry (i,c)
§ Manual data entry (i,c)
§ Information under-coverage (c)
§ Information over-coverage (c)

A) Catalog of indicators (i) and criteria (c) to identify RPA potentials.

Process

§ Rule-based (i,c)
§ Case frequency (i,c)
§ Standardization (i,c)
§ Process 

stability/maturity (i,c)
§ Occurrence of 

exceptions
§ Complexity
§ Transparency about 

process costs (c)
§ Repetitive nature (c)
§ Stability of process 

environment
§ Automation rate (i,c)
§ Automation effort (c)
§ Violation rate (i)
§ Activity violation rate 

(i)
§ Order violation rate (i)

System

§ System interruptions 
(i,c)

§ User participation (i,c)
§ RPA compatibility (c)
§ Multilingualism (i,c)
§ Frequency of system-

related changes (i,c)

Time

§ Lead time or processing 
time (i,c)

§ Time saving potential
§ Development time (c)
§ End-of-life (i,c)

Organization
§ Risk vulnerability (c)
§ Security risk (c)
§ Compliance conformity 

(c)
§ RPA maturity (c)
§ Similarity of different 

environments (c)

Human
§ Human failure rate 

(i,c)
§ Human intervention (i,c)
§ Employee overload (i,c)
§ Employee capacity (i,c)
§ Availability of 

Employees (i,c)
§ Customer satisfaction 

(c)
§ Employee acceptance 

(c)

Data
§ Structuredness (i,c)
§ Digitality (i,c) 
§ Readability (data type) (i,c) 
§ Data-driven decisions (i,c) 

Data quality:
§ Availability (c)
§ Accessibility (c)
§ Access security (c)
§ Accuracy (c)
§ Completeness (i,c)
§ Credibility (c)
§ Objectivity (c)

§ Reputation (c)
§ Added value (c)
§ Timeliness (c)
§ Amount of data (c)
§ Interpretability (c)
§ Clarity (c)
§ Consistent 

presentation (c)
§ Processability (c)
§ Redundancy (c)

Data quality:
§ Availability (c)
§ Accessibility (c)
§ Access security (c)
§ Accuracy (c)
§ Completeness (i,c)
§ Credibility (c)
§ Objectivity (c)

§ Reputation (c)
§ Added value (c)
§ Timeliness (c)
§ Amount of data (c)
§ Interpretability (c)
§ Clarity (c)
§ Consistent 

presentation (c)
§ Processability (c)
§ Redundancy (c)

Criteria: Human failure potential 

Description:

Incorrect processing leads to scrap until the defect is discovered and results in 
rework. As a result, faulty machining is considered to be non-value-adding. 
Furthermore, errors, rework and scrap cause follow-up costs. 
The error potential of the process or activity, which results from a consideration of the 
error rate, rework and scrap as well as their cost effect, must be assessed 
qualitatively.

Guided question: Do you rate the probability and frequency of errors in your processes as low?

Evaluation:

The evaluation is based on a 5-point Likert scale.

Evaluation example:

Strongly agree = The human error potential is low if there is a robust user concept that 
includes supporting user interfaces or plausibility checks, resulting in less than one 
error in 1000 runs.

Strongly disagree = The error potential is high, however, if more than 5 errors occur in 
100 runs, which can be attributed to the human factor.

Literature: [4], [13], [20]

Neither agree nor 
disagreeDo not agreeDo not agree at all Agree Fully agree
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software Celonis. The P2P process includes all activities to be performed from a good’s procurement to the 
payment of the invoice, while the O2C process is its counterpart at the supplier’s site. Since the preselection 
is trivial due to the given event log, a subset of criteria and indicators to identify the RPA and LA potential 
is formed based on the catalogs in a first step. This aims to address the most frequently mentioned RPA-
criteria as well as all types of waste and to make maximum use of the event log. The extracted process 
models are then analyzed to determine the indicator values of each activity in Celonis. 

 
Figure 3: Indicator values of individual activities of the P2P process in Celonis 

 Due to the lack of deeper process-related knowledge, the criteria values of the activities are estimated on a 
scale from one to five regarding the respective context, where five is ideal. While the goods receipt, for 
example, seems to require frequent human intervention, sending an invoice appears to be more suitable for 
RPA. In terms of aggregation, a normalization and weighting of each criterion and indicator is needed. The 
lack of empirical knowledge about the ideal indicator values causes that these are normalized regarding the 
occurred minimum and maximum value. Criteria can be normalized based on the evaluation scale. To align 
the weighting with the objective of the RPA project, the objective dimensions “costs”, “quality” and “time” 
are ranked and causal connections to the dimensions of the catalogs are qualitatively identified. Those criteria 
and indicators of the dimensions that are linked to the most important objective dimension are weighted 
three times higher than those linked to the least important one. This further allows to aggregate the criteria 
and indicator values to the RPA potential of each activity. The LA potential is calculated the same way, but 
at the process level. Based on the RPA potential, the decision whether an activity should be included in the 
partial automation of a process is made. The decision making might be supported by a threshold that in this 
case is estimated regarding the respective context. The RPA potential of the activities is then aggregated to 
the process level. The P2P process reaches an RPA potential of 54%, while the one of the O2C process is 
69%. In addition, the LA potential of the P2P and O2C process are 58% and 49%. Visualizing the RPA 
potential, the LA potential and the results of an economic feasibility study, that is not shed light on in this 
paper, in a portfolio allows to determine the Euclidean distance of each process to the ideal value. Thus, the 
processes can be ranked and selected by averaging the three decision-making factors. Regarding the RPA 
and the LA potential only, a partial automation of the O2C process is recommended within the evaluation 
system application. Finally, a verification of the choice by examining the criteria and indicator values of the 
chosen activities allows to detect challenging criteria and indicator values that are compensated through the 
aggregation. For a first step of validation, the calculated RPA potential of each activity is compared to the 
recorded automation rate in Celonis, because it is assumed that an above-average automation rate correlates 
with a high actual RPA potential. The reproduction of the decision whether an activity should be automated 
using the automation rate shows that the calculated RPA potential is 88% in line with the automation rate. 
The evaluation system seems to be well suited to evaluate the RPA potential of a process.  

All in all, this paper presents a process-oriented evaluation system that supports a more impartial multi 
criteria decision making using PM to identify the RPA and LA potential of administrative processes. The 
combination of qualitative criteria and quantitative indicators allows maximum use of the given process-
related knowledge and event log. Although, the evaluation system needs to be further validated. Considering 
the catalogs of criteria and indicators future research opportunities arise. Empirical studies might support the 
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determination of ideal indicator values. Moreover, the examination of their relevance and possible effects of 
multicollinearity might lead to a more sophisticated choice of criteria and indicators. 
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Abstract 

For years, manufacturing companies have been implementing Operational Excellence (OPEX) programs 
with the goal of effectively and sustainably improving their performance. Now, companies are also gradually 
recognizing the possibilities of Digitalization for advancing their operational processes. Even though both 
OPEX and Digitalization are directed towards the same goal of improved operational performance, there is 
neither an answer in research nor in practice on how they are or can be interlinked. That is, how processes 
and the organization to align and reconcile should look like? 

To address this question, we conducted 25 interviews with pharmaceutical companies. Thereby we 
interviewed corporate OPEX functions and Digitalization experts over a timespan of three years. That way 
we also examine whether companies have adapted and investigate patterns in their development. 

Our findings acknowledge that pharmaceutical companies aim to exploit synergies between OPEX and 
Digitalization for achieving higher operational performance. We further applied a dynamic capabilities 
perspective to identify how companies align OPEX and Digitalization. Our limitation is that we conducted 
interviews only within the Pharmaceutical Industry and that each company is unevenly reflected over the 
duration of the investigation. However, we mitigate that limitation by considering a rather large number of 
cases reflected in a sample size (16 companies) with a good balance of different company sizes (2.000 – 
110.000 employees) and business areas (generics, labelled, and contract manufacturing).  

 

Keywords 

Digitalization; OPEX; Dynamic Capabilities; Continuous Improvement; Lean; Pharma Industry 

1. Introduction 

Operational Excellence (OPEX) can be understood as constant activities to enhance the level of organization-
wide performance through targeted, incremental change [1]. Companies have tried to formalize their OPEX 
activities in programs that consist of organized systems allowing for discovery and implementation of 
process changes. Despite the need of an infrastructure to support both the execution and coordination of 
OPEX projects, most organizations perform respective initiatives by running ad-hoc projects and thereby 
ignore the more difficult part of project coordination [2]. This is particularly undesirable, since it has been 
shown by several researchers that OPEX deployments with inadequate coordination will become ineffective 
after generating initial success [3]. On the contrary, there is the potential that Digitalization can enhance 
OPEX activities as Digitalization efforts facilitate sharing of easily available and distributable information. 
As a result more informed decisions and greater autonomy for project groups at lower  hierarchy levels can 
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be taken [4]. Similarly, Alavi et al. [5] argue that Digitalization allows for flatter hierarchies, decentralized 
information flows, and greater organizational flexibility. However, identifying the right organizational 
structure is a complex task managers must deal with [6].  It is only possible to achieve higher performance 
when an organization's structure is tailored to the particular needs of the organization [7]. Based on this 
understanding, we investigate the organizational alignment process between OPEX and Digitalization. We 
ground our theoretical background on OPEX and Digitalization literature, and thereby apply the lens of 
dynamic capabilities [8] as well as the framework of Yeow et al.[9] describing how to align digital and other 
business departments through sensing, seizing and transforming. We add to literature by identifying specific 
alignment activities, incorporating the practical perspective and numerous Case Studies from the 
Pharmaceutical Industry.  

2. State of Research 

Organizational structures can be defined as patterns of coordination and interaction, by which technology, 
tasks and humans are synchronized to achieve an organization’s purpose. By identifying the right 
organizational structure, effective coordination-integration and decision making can be facilitated [6]. 
Organizational structures are dynamic constructs, in fact, they change over the time [10] by adapting to major 
changes in the organization such as mergers, reallocations, decentralizations, or centralizations [11]. The 
creation of the right organizational structure around OPEX programs is not an easy task, but it is strategically 
important to establish a structure to coordinate multiple simultaneously ongoing OPEX initiatives [3]. For 
example, Anand et al. [12] in their extensive research on CI infrastructures state: “Infrastructure practices 
can fulfill the important role of coordination and support of projects and create a culture for continuous 
improvement to help sustain a CI initiative beyond its immediate gains” (p.446). However, this structure 
should not be a static concept as it is rather based on dynamic capabilities that generate the correct 
environment for integrating lower managerial tiers in strategy deployment and organizational learning [13].  

In recent years, digital tools and initiatives have become increasingly prevalent in the manufacturing 
landscape. However, there is a general lack on how to align new digital strategies with OPEX infrastructures. 
Literature [14,15]  recognizes a positive impact on performance from the alignment of digital and business 
strategies. Nevertheless, the alignment of digital to other organizational structures presents numerous 
challenges. For example, organizations have to deal with tensions between formal top-down approaches to 
exploit existing resources and simultaneously need to take advantage of emergent opportunities applying 
informal approaches [16]. Moreover, companies often see themselves confronted with organizational inertia 
[17]. To overcome these challenges, and align digital to other internal organizations, companies must be able 
to create, extend, and modify their resource base [18]. Yeow et al. [9] use the dynamic capabilities to analyze 
the alignment of digital and business departments. This approach argues that companies do not only change 
their resources, as supported by the Resource Based View [19], rather their product, services and 
organizational structures to survive new challenges [20]. Our unit of analysis, the Pharmaceutical Industry, 
is considered as process industry facing several challenges, such as, drug products market instability, fixed 
batch sizes, low modularity, complex product changeovers, and output limitations defined by the equipment 
[21]. Strategic management literature highlights the contribution of dynamic capabilities in improving firm’s 
productivity [22], and supporting the implementation of new strategic initiatives even in Pharmaceutical 
Industry [23]. 

3. Methodology 

In order to investigate how dynamic capabilities help pharmaceutical companies to align OPEX and 
Digitalization, we conducted 25 semi-structured interviews between 2020 and 2022. Semi-structured 
interviews have been selected as a method of research as they are accompanied by a number of advantages. 
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These advantages are expressed by e.g., the possibility of spontaneous and guideline-oriented interaction, 
the clarification of arising questions and the avoidance of incomprehensibilities, which eventually improves 
the reliability of research. In total we gathered data from 16 different pharmaceutical companies [A-P] with 
company sizes ranging from 2.000 – 110.000 employees. We rely on the selected sample approach [24] with 
three evaluation criteria to determinate companies for the interviews. Those criteria were, prior engagement 
with the authors, diversity of business areas and expertise in OPEX or Digitalization. This in turn assures 
that the same and transparent understanding of the topic was communicated before conducting the interviews 
and further allowed to picture a holistic view on Pharmaceutical Industry. Interviewees hold corporate OPEX 
functions and Digital roles. Transcriptions of interviews were conducted using the commercial transcription 
program trint and coding was done in Atlas.ti. The data coding was performed in two steps. First, the 
companies were clustered according to their alignment level of OPEX and Digital functions. Thereby, three 
different stages of alignment between OPEX and Digital functions have been identified: no alignment, partial 
alignment, and full alignment. This guaranteed that the analysis can capture capabilities necessary at 
different alignment maturity stages and the development of an alignment model can be generalized to all 
cases [24]. Second, we used a two-step abductive approach to code the interviews. Initially we applied 
attribute coding technique to consider literature findings of dynamic capabilities (Sensing, Seizing, 
Transforming) followed by sub-coding technique to account for the explorative, open nature of research 
[25]. 

4. Results and Discussion 

4.1 Sensing 

To gain insight into new opportunities, organizations need to use sensing as described in literature [26]. 
Especially in digital strategy contexts, where strategy is ongoing and evolving, organizations must develop 
strategic approaches to identify and understand what changes are needed and how they can be implemented 
[9]. Sensing is enhanced by the following actions. First, scanning action refers to organizations exploring 
opportunities and markets, gathering information from internal and external sources such as clients or 
vendors, and filtering relevant information to understand potential opportunities [8]. Second, learning action 
considers efforts to create further knowledge to learn and assess potential opportunities. By monitoring 
performance this activity helps to gain more insights to eventually identify specific areas for further actions 
[27,28] . Third, with calibrating action, organizations refine their prior actions and determine implications 
for future actions after probing specific opportunities and identifying implications [29]. 

Scanning 

Numerous interviewees explained that they conduct assessments to identify opportunities from an internal 
and external perspective. Internal assessments were mainly driven by OPEX in order to revise processes and 
perform analysis on overall performance. In this regard [A] stated “we have observed that the productivity 
of the company started to decrease […] and we needed to understand why […] [So,] we have decided to 
perform this digital transformation”. Other companies, such as [F; L] indicate that they identify opportunities 
of digitalized processes by observing the processes at the site. That is why “global transformational leaders 
[…]  are spending 80% of their time on the shop floor, […] and start to have a clear view on what could be 
digital opportunities”. Further methods to internally assess and explore opportunities are interviews of 
internal customers [E], use of digital plant frameworks, playbooks and maturity assessment [B; G; H; I; J]. 
External assessments in contrast are related to adopt an outside-in perspective. Methods mentioned in that 
case are external Benchmarking [B; F], Ideation workshops, Technology Screening [B; F; G; H; J; L], 
Hackathons [D] and digital transformation days [H], where digital technology can be showcased and tested. 
Lastly [E] pointed out that the informal exchange with peer companies is also considered very useful in 
understanding learnings and experiences with technology implementation. [H] stated in that context: “We 
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have guys that actually just go out there and look at technology and see what might be useful”. Company 
[L] for example mentioned: “We started by looking at what are other companies doing. We had several 
initiatives, e.g., a workshop […] to see how different teams are improving Digitalization. It was a good 
opportunity to observe what Digitalization can bring to the strategy and to help us understand what OPEX, 
IT […] teams could bring in.” 

The interviews further revealed that pharmaceutical companies approach opportunities regarding their digital 
transformation and OPEX in a fourfold way. The first approach can be considered as a Top-Down Approach. 
This approach is mainly characterized by a push from digital teams or leadership [B; I]. Company [I] sees 
the following reasoning: “we're getting pushed [towards] training and awareness training […] to start 
thinking about where there's opportunities long term to be utilizing”. Especially in the case where 
performance pain points were identified from senior leadership, a top-down approach was followed [F]. 
Company [E] describes it the following: “So there are some people at management level [who] say here is a 
clear potential. I cannot live with the lack of transparency in this area. So, I would like to propose a solution, 
and can we then engage and create a small project?” The second approach, the Bottom-Up Approach, was 
explicitly mentioned by company [F; J]. A combination of Top-Down and Bottom-Up Approach was 
identified for [A; B; F; H; K]. The argumentation at this point was most suitable summarized by Company 
[J] “It is all so dependent […] on the size of the technology. […] I've seen that […] a particular group will 
see a gap and they'll say, hey, I want to have some kind of system here to fill this gap […] they'll say, I know 
about this tool. I want to implement this tool. [K] complementary explanation here was: “We first introduce 
the processes in paper, and later on we digitalize them. [..] The [OPEX] and the digital team are developing 
the tools. To bring them to the sites we have a site digital roadmap that has been top-down defined. The 
roadmap is created from both teams.” Lastly, we observed the Scattered Approach. Especially in the cases 
where no formal Digitalization strategy was established, the Scattered Approach based on local initiatives 
was noticeable [E]. The Scattered Approach can also be explained by directions which are highlighted by 
[O] when they say: “We digitalize every process, but we don’t evaluate if the process is ready for being 
digitalized or mature enough”. 

The last activity relating to the Scanning action refers to Decision Making. Decision Making in our 
understanding is supported by evaluation criteria, which are used to steer through uncertainty. The first 
evaluation criteria is strongly correlated to what we call Guiding Principles. To name a few of them, the 
interviews revealed performance, decision making support, energy consumption [H], cost reduction [G; H], 
speed, network distribution, quality improvement, complexity reduction [B], waste elimination [A], supply 
flexibility [G] or savings [D]. Company [C] indicated, that “[one has to] understand and demonstrate the 
added value of Digitalization in order to get the financial resources”. In that context, Company [J] 
emphasized to first “focus on the business process […] and then holistically think about a technology 
solution”. As a second evaluation criteria, we identified Strategic Control. Company [E] stated that it is 
important to have a drill-down system of KPIs related to operational goals in order to evaluate process 
changes due to Digitalization. Company [G] points out that the digital value creation needs to be evaluated 
from functional areas in combination with cascaded strategies. When we raised the question, Company [A; 
O] referenced to their vision, which sets a focus on Digitalization and orientation through uncertainty.  

Learning 

To create knowledge about opportunities, we wanted to understand what pharmaceutical companies have 
learned and how they learn. We have identified Organizational Feedback as a first construct. In that context 
[N] stressed that digital solutions need to be incorporated, however they shouldn’t undermine the OPEX 
culture. [C] adds: “Start small is the best way […] We started with the most motivated site to proof to other 
sites the benefits of Digitalization. We also took in consideration the OPEX maturity of each site before 
starting pilot projects. We cannot start with digital processes with people that are not used to OPEX tools”. 
[P] argues in a similar way, when the interviewee said, “you need people owning the standards, updating 
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them, and so on […]. You need the same element even when implementing digital solutions.” Company [F] 
confirmed that the people aspect is very important, because people tend to react very emotional towards 
Digitalization. Furthermore, we see that pharmaceutical companies pursue a culture of driven towards more 
Agility. [J] stated that sometimes it happens that parts of processes are not well understood, which can lead 
to a temporary stop of a digital project. [M] saw it similarly saying that “continuous improvement is 
constantly changing. We're constantly finding different problems; we're constantly finding better ways of 
doing things. And technology is continuously improving in the digital side as well”.  

Calibrating 

With respect to the Calibrating action, we have identified the activities of Challenging and Refining. 
Challenging activity constitutes a basic attitude which can be adopted by both OPEX and Digital teams to 
question possible changes. [A] asserts the following: “We challenged the digital team last year not to revise 
the road map, because when they have developed the road map, it was quite centric on the digital. And we 
said, try to forget that and see what the needs of the company are.” [I] generalized at this point: “From our 
perspective, you know, with the things related to operational excellence, we always kind of go back [and 
ask] what problem are you trying to solve? Equally Company [A] said “digital also makes the same thing. 
So, they always challenge the client [and ask] why do you want this?” [G] interprets the role of OPEX as an 
important part to critical reflection, when saying: “Some people in the organization sometimes just jump into 
quick [digital] solutions […], but without really looking at the big picture, which is the language of strategy 
[…] I'd say [that is] more so in OPEX side”. This is also seen by [L] and exemplified in the context of project 
organization: “We bring in ourselves, by saying, we suggest here analysis projects, which are conducted 
before, so that we then can co-determine the direction of those projects”. A similar observation can be made 
for [O]: “We can make projects visible and evaluate the benefits of a certain approach. We then develop 
visibility studies to the leadership, and they decide if we want to continue with them or not. […] The teams 
that can present the study can be from OPEX or IT department.” Refining as a second activity centers around 
questions like “is this something that is going to be scalable? Is it going to stand in any way implementable 
in the future?” [B]. Another observation was made by interviewing [J], when the interviewee said, “as far as 
the project goes, it might not be identified in the beginning, but as the project goes on, there might be 
elements where it's recognized […] that we need some assessment of the business process processes within 
the technology implementation that needs more attention”. [E] perceives the role of experimentation in the 
digital environment as particularly important here. [F] specified that they are doing a “return of experience” 
of everything that was done before including investigations of pitfalls and good practices. [A] adds: “we are 
becoming more realistic, and we have evolved where to look after one year of implementation of the 
roadmap”. Overall, [M] sums it up well: “[…] sensing is a big part of us understanding what our competitors 
are doing, understanding what our current problems are, and making sure that the strategy is […] reflective 
of what challenges we currently have from a digital climate data perspective, from an intelligence perspective 
and understanding what is the current state? […] And making sure that we're partnering with the right 
companies […].”  

4.2 Seizing 

Seizing is the second critical capacity for organizationally aligning to digital strategies. It allows to take 
advantage of the earlier identified opportunities. Seizing involves going beyond understanding new business 
opportunities to actually making specific changes across the organization and taking action in order to 
capture possibilities [28,8]. Seizing comprises designing, selecting and committing. Designing action 
describes the process of planning and designing new structures and processes within an organization [9]. 
Selecting action refers to organizational activities around selecting between various options available in order 
to capture opportunities. Different opportunities can e.g., involve the choice of business models, suppliers, 
platforms, products or services. Decisions for capturing opportunities revolve around their design and further 
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potential solutions. Lastly, committing action consists of decisions made by the organization on how to 
implement the designs and on specific options for partners, services, processes, or business models [26]. 

Designing 

Within the aligning action of Designing, we observed the activity of Roll-Out Preparation. Companies like 
[F] are designing huge transformation programs, which allow cross-functional work and avoid silo-thinking. 
They argue: “If we don't do […] a transformation around the product in terms of new governance and new 
roles, new trainings to be delivered, […] either people don't use it, or they do use it but extracting a very low 
value out of the full potential. So, […] the idea is to combine the digital products that are coming from it 
with the top programs so that we deploy the tool and then we do the transformation around it in a 
synchronized way”. In addition to conducting basic OPEX training, [B] and [J] also see a great importance 
in training employees to interface and leverage digital tools. [L] argues that more and more waiting times 
are associated with appointing IT experts. ”That is why short-, medium- and long-term cycles are taken into 
account in various aspects of personnel development, personnel recruitment, plant planning […]”. Regarding 
the design procedures for roll-out across the network, companies usually describe that they target pilot sites 
in the first place [H; C]. The roll-out preparation strategy of [H] for example foresees the development of a 
minimum viable product, the creation of lessons learned in small units, e.g., small labs at the site, the roll-
out at the same site and then the pilot for two sites at the same time. Overall [H] achieves at least four to five 
increments and improvements of digital product before rolling out across the whole network. 

Selecting 

When analyzing the interview data, we ascertained, that the aligning action of Selecting between different 
options refers to Use Cases and Sites. Use Case Selection describes how companies choose possible 
applications. [I] holding a OPEX position explained that “we have opportunity to define needs and pass them 
on to digital and central IT. But we also have of course global [standards] so that we need to align on first of 
all the use case [and then] also decide on timelines of priorities with respect to processes and products in the 
site”. Moreover, we observe that Use Cases were also selected based on external push. For example, 
companies like [B] had to change their tier meetings to virtual due to Covid. Site Selection explains how 
companies choose in which sites they deploy their strategy. [C] referenced to a project management office 
(PMO) which evaluates each project that should be done on the site. [B] described their approach to selecting 
sites as “socializing” across the network to determine where to start first. The interviewee of [I] specified 
that OPEX and Digital have ongoing touch points any way. Especially in the case of OPEX strategy 
deployment projects digital functions are pulled and integrated into project core teams, whenever the need 
to digitalize at the site was identified before.  

Committing 

Within the Committing action we identified the Roadmap Re-Vision activity. Overall, the interviewed 
pharmaceutical companies state that they have recently revised their digital strategies and roadmaps. Overall, 
answers ranged from the year 2015 to 2020. [B] formulated: “It started really from the top with our CEO 
[…] at the time kind of putting it as one of the company's goals and objectives to drive Digitalization”. [B] 
complemented, that shortly after a global team took over to start a digitization strategy discussion the focus 
on the digital strategy was determined.  

4.3 Transforming 

Transforming as the third dynamic capacity is critical to aligning resources for a new strategy and adding 
new resources to fill existing gaps. In addition to the relative novelty of digital strategies and the resources 
associated with them, many companies don't have the internal expertise, so accessing external resources or 
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creating new resources may be significant in aligning to digital strategies [30]. The first action of leveraging 
is used to reassign resources to new tasks [31]. In that phase especially fungible resources are reassigned 
[32]. By applying those resources to other products and processes, organizations build new capabilities 
which are aligned to new digital strategies. The second action of creating is thereby used to develop and 
combine new resources and processes to eventually build new competencies. This expertise can be expressed 
in e.g., new technological or market competence [31]. The third phase of accessing foresees the use of 
external resources, e.g., from vendors or partners [20], that are complementary to existing resources. 
Examples in the context of Digitalization refer to web hosting services or business community platforms 
[33]. The fourth activity of releasing includes the reduction of existing resources in circumstances which are 
found to be not optimal. This may be the case, for example, if it has been analyzed that the existing 
configuration does not support the digital strategy [20]. 

Leveraging 

Resource Reconfiguration is what we have identified within the Leveraging action. [J] pointed out that, “You 
can't have the same sort of lean IT group if you've implemented five new systems […]. So operationally we 
have to support the systems that we've rolled out […], but also by adding more programmers to help when 
things break and adding more infrastructure people”. [J] continued to highlight that skillset and capabilities 
of people needs to change when digital infrastructures are built differently from classical IT systems. [F] 
introduced an example of their transformation program, which represents a step-by-step guide to prepare the 
infrastructure and to build up the team from existing resources at the sites”. 

Creating 

We see that pharmaceutical companies accompany the development of new competencies by building new 
organizational structures. The most distinct activities we have observed are Tier Management, Communities 
of Practice and Positions. Fully digitalized Tier Management as described by [B; H] will be soon used to 
connect- and manage the lowest level of operations to the senior level. In that context [F] stated that “all our 
boards are going to digital format today”. Besides digitalized Tier Management structures, pharmaceutical 
companies create governance and steering structures like Digital Advisory Boards [I], IT Architecture 
Boards [L], Forums [B; J], Operations Groups [C] or Market Places [G]. What these structures have in 
common is that they are highly cross functionally staffed. All of them include experts from OPEX and 
Digitalization. Typical working tasks comprise the identification and harmonization of the IT and tool 
landscape [L], facilitate exchange for decision making [G] or provide a platform for digital initiatives [G; I; 
J]. [B] mentioned that their platform facilitates the preparation of digital initiatives which required funding 
outside the business as long as they drive alignment on the roadmap. Besides those formal structures, the 
interviewed companies stated that they also leverage Communities of Practice. In the case of [I] they are 
“driven by digital data science” including regional as well as global groups where best practices coming 
from the sites are shared”. In addition [G] explains that they offer webinars, such as one week and one year 
data science courses as well as one-week trainings for selected people which are installed as digital 
champions to build digital capabilities across their entire entity. Lastly, the creation of new Positions is 
considered as a further activity to develop new resources. The motivation behind that can be e.g., the idea to 
centralize Digitalization with a “digital head” [C], merge digital programs with a new “Chief Digital Officer” 
[F] or to strengthen the company wide perception that activities related to OPEX and Digitalization are 
aligned, and collaboration will be further enhanced. That is why [P] said: “So far we changed the name of 
the leader, and in the strategy deployment we use the term lean digital”. 
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Accessing 

The use of external resources, especially in the case of Collaborations with software providers was also 
mentioned by some companies [O; E]. Especially when maintaining complex IT-systems, pharmaceutical 
companies heavily rely on their vendors. However, the interviews revealed that a lot of effort is put into 
internal digital capability building as they have acknowledged the strategic relevance of Digitalization for 
their business [A; G; L]. 

Releasing 

Finally, the interviews have also shown that to some degree the release of resources in order to better support 
the digital strategy has taken place. The first activity was interpreted as OPEX Support, which means that 
OPEX takes over some tasks, which were originally performed by a digital function. [A] for example showed 
a very pragmatic perspective saying: “I have two persons that work very well in programing […]. So, I have 
said, I don't need to have digital to create reports or to create basic before they allow us to develop”. [O] 
commented similarly: “first we make some tests in Excel with some macros and some programing. And then 
we use that kind of mockup”. [C] has put the before mentioned statements into a broader context: “OPEX 
took over some goals from IT […] OPEX is informing the IT-roadmap with its values but also integrating 
Digitalization [within] OPEX roadmap tools. For example, the introduction of digital visual boards.” The 
second construct of Digital Support describes the reverse distribution of roles. Thereby, digital functions are 
more perceived as service provider. [N] described the situation as following; “OPEX is doing what they need 
to do, and they're usually in the production area. If they need Digitalization aspects, they call for it”. 

Figure 1 summarizes the described alignment process between OPEX and Digitalization. 

 
Figure 1: OPEX and Digitalization Aligning Framework 

5. Conclusion and Future Research 

Companies have acknowledged that they have to combine their Digitalization efforts with OPEX when they 
want to stay competitive. The question that emerged is how companies align those two and how does the 
process of alignment look like. We contribute to answering this question by using the dynamic capabilities 
approach. Our insight driven approach within the Pharmaceutical Industry revealed various aligning 
activities. We thereby add to literature by presenting a holistic set of activities. Thus, practitioners can reflect 
upon their current configurations and their status quo of Alignment. 

186



The research at hand offers several future research opportunities. First, an in-depth literature review can 
reveal further aligning activities, which have not come to light from practice. Second, an in-depth 
examination of each case's aligning activities including emerging challenges could support the formulation 
of implications to successfully drive the digital transformation of OPEX programs. Third, a quantitative 
approach to investigate to what extent Digitalization facilitates the establishment of a Continuous 
Improvement infrastructure, culture and behaviour could also be investigated. And fourth, a longitudinal 
study as described by Yeow et al [9] can also be one possible direction for future research. 
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Abstract 

Production planning and control are characterized by unplanned events or so-called turbulences. Turbulences 
can be external, originating outside the company (e.g., delayed delivery by a supplier), or internal, originating 
within the company (e.g., failures of production and intralogistics resources). Turbulences can have far-
reaching consequences for companies and their customers, such as delivery delays due to process delays. 
For target-optimized handling of turbulences in production, forecasting methods incorporating process data 
in combination with the use of existing flexibility corridors of flexible production systems offer great 
potential. Probabilistic, data-driven forecasting methods allow determining the corresponding probabilities 
of potential turbulences. However, a parallel application of different forecasting methods is required to 
identify an appropriate one for the specific application. This requires a large database, which often is 
unavailable and, therefore, must be created first. A simulation-based approach to generate synthetic data is 
used and validated to create the necessary database of input parameters for the prediction of internal 
turbulences. To this end, a minimal system for conducting simulation experiments on turbulence scenarios 
was developed and implemented. A multi-method simulation of the minimal system synthetically generates 
the required process data, using agent-based modeling for the autonomously controlled system elements and 
event-based modeling for the stochastic turbulence events. Based on this generated synthetic data and the 
variation of the input parameters in the forecast, a comparative study of data-driven probabilistic forecasting 
methods was conducted using a data analytics tool. Forecasting methods of different types (including 
regression, Bayesian models, nonlinear models, decision trees, ensemble, deep learning) were analyzed in 
terms of prediction quality, standard deviation, and computation time. This resulted in the identification of 
appropriate forecasting methods, and required input parameters for the considered turbulences.  

Keywords 

Data-driven Prediction; Probabilistic Forecasting; Turbulences; Synthetic Data; Flexible Production; 

1. Introduction 

Not only since the outbreak of the Corona pandemic, have companies been subject to numerous unplanned 
events or turbulences that hinder economic production [1], [2]. A difference is made between internal 
turbulences originating in the company itself, such as resource failures and missing parts at the workplace, 
and external turbulences originating outside the company, such as delivery failures and delivery delays [3].    
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The capacity for change describes the ability of a production system to respond to external and internal 
changes. According to Erlach et al. [4], a distinction must be made between short-term turbulences, medium-
term trends, and long-term disruptions. Due to the short-term effect of turbulences requiring a short-term 
(low reaction time) and reversible action in the production system, the change capability of flexibility fulfills 
these requirements best [4]. The built-in flexibility of flexible production systems with defined boundaries 
(flexibility corridors) allows production systems to deal with turbulences without having to change the 
structure of the system, experiencing only minor losses in terms of time, effort, costs, or performance [5] 
[6]. The detection and prediction of turbulences offers huge potential for target-optimized handling of 
turbulences using existing flexibility corridors [7]. For example, using the operation and routing flexibility 
of flexible production, a predicted internal turbulence of a production resource failure or process delay can 
be countered by allocating the production order to an alternative production resource [8].  

To address the challenge of generating the required database for identifying suitable probabilistic forecasting 
methods, an experimental research design has been applied to predict internal turbulences [9]. Starting with 
analyzing the state of science of data-driven forecasting and synthetic data generation, a simulation study to 
generate synthetic data has been conducted based on a minimal system with defined turbulence events. Then, 
the synthetic data was used for a comparative study of data-driven probabilistic forecasting methods to 
predict internal turbulences by splitting the data into training data for the forecasting models and test data to 
validate the forecasting models.   

2. Analysis of the state of the science 

In the following, the state of science in the fields of data-driven forecasting and synthetic data generation is 
analyzed to set the theoretical base for the simulation study and comparative study of data-driven 
probabilistic forecasting methods and to highlight the limitations of existing approaches. 

2.1 Data-driven forecasting 

Forecasting methods can be model-driven or data-driven [10], [11]. Model-driven approaches use classical 
statistical methods and assume that the data-generating process is known and that an explicit stochastic 
behavior can be assumed. In data-driven approaches, the data-generating process is considered unknown, 
and algorithms are used to meet specific analysis or prediction goals based on input data [11]. For the 
prediction of turbulences, a data-driven approach was chosen, since the data-generating, turbulence-
triggering process is considered unknown. 

A probabilistic forecast represents an estimate of the corresponding probability of all possible future 
outcomes of a random variable. Unlike single-value forecasts, such as time series averages, or quantile 
forecasts, probabilistic forecasts represent a probability density function considering future quantities or 
events [12], [13]. For predicting turbulence events in production systems, these probabilistic forecasting 
methods are particularly suitable since they allow the determination of the probabilities of occurrence of all 
turbulence events considered, taking into account the selected parameters and not only one particular event.  
By using simulators, a probabilistic forecast can also be carried out with deterministic forecast methods by 
varying the attribute values and/or combining different forecasting scenarios, as in the case of ensemble 
forecasts.   

Major types of data-driven probabilistic forecasting methods are ensemble methods, deep learning methods, 
methods based on Bayes' theorem, and methods using regression [7].  

Standard ensemble methods are random forests and gradient boosted trees. They combine many weak 
deterministic predictors (decision trees in the case of random forests and gradient boosted trees) to create a 
superior deterministic predictor. To turn ensemble methods into probabilistic forecasting methods, the 
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mixing or combining process is adapted to consider probabilities instead of a single aggregated outcome 
[12].   

Deep learning methods are based on a multi-layer feedforward artificial neural network trained with 
stochastic gradient descent [14]. The input data is processed through the neuronal network and afterwards 
the determined output is compared to the desired output [15]. Deep learning methods are probabilistic 
because the gradient descent converges faster when the loss function reflects a probabilistic forecast [12].  

The method of the naïve Bayes classifier is a probabilistic classification method based on the Bayes' theorem. 
The main assumption is that given the value of the class, the value of any attribute is conditionally 
independent of the value of any other attribute [16], [17]. Although this independence of input attributes and 
target attributes is given only in rare cases, this method often allows good (prediction) results even in cases 
where this condition is not fulfilled [16], [17].  

Methods using regression, such as logistic regression, support vector machines and fast large margin, can 
also be applied for probabilistic forecasts. They provide particularly good results when there are strong 
relationships or correlations between a target categorical variable and one or more input variables [15].  

A major challenge is identifying the suitable forecasting method for a specific application. A common 
approach to selecting an appropriate forecasting method for a particular use case is to analyze the state of 
the art and science to determine which forecasting methods have provided good results in the past for that 
use case. For probabilistic forecasting of internal turbulences, no existing prior work could be identified in 
the analysis of the state of the art and science. Discussions with experts as well as literature sources led to 
the result that a parallel test of different forecasting methods (considering forecast quality and computation 
time) and a variation of the input parameters (add, replace or remove) must be performed [18], [19]. 
However, data-driven forecasting methods require a large database that is not always available in industrial 
practice. Synthetic data generation offers huge potential to build up the required database of different input 
parameters.  

2.2 Synthetic data generation  

Synthetic data is used when real data is difficult to access, real data sets are not detailed enough or not of the 
right scale (amount of data), or if real data sets are incomplete [20]. Synthetic data can be divided into the 
three main types of dummy data, rule-based generated synthetic data, and synthetic data generated using 
artificial intelligence [21].  

Dummy data is randomly generated data created, for example, by means of a mock data generator. Due to 
the random data generation, features, relationships, and statistical patterns of the original data are lost, so the 
representativeness of dummy or mock data is minimal compared to the original data [21].  

Rule-based generated synthetic data can be generated by defining specific rules for generating the data, e.g., 
by using simulation tools [21], [22]. The use of simulation methods to generate (or “grow”) and analyse 
synthetic data to gain specific insights is part of the research field of data farming [23], [24]. This requires 
the definition of all features, relationships, and statistical patterns to be reproduced in the generated synthetic 
data. Therefore, the data quality of the synthetic data strongly depends on the quality of the predefined set 
of rules. Nevertheless, rule-based synthetic data generation is useful, especially when no data are available 
(yet) [21].   

Another way to generate synthetic data is to use artificial intelligence algorithms. This involves training the 
AI model with real data to learn appropriate features, relationships, and statistical patterns of the data set. 
The trained AI algorithm then generates entirely new data points and models them to replicate the training 
data’s features, relationships, and statistical patterns [21]. This AI-based generation of synthetic data can be 
used when sufficient data is available for training the AI algorithms. 
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Since no real data on production systems’ internal turbulences is available, but the effects of turbulence on 
the production system are known, a rule-based approach for the simulative generation of synthetic data is 
pursued to generate synthetic data based on a simulation study described in the next section. 

3. Simulation study for the generation of rule based synthetic data  

Following VDI 3633, seven steps must be considered to perform a simulation study [25]. The procedure 
starts with the task definition, followed by the systems analysis, model formalization, implementation, 
execution of simulation experiments, and analysis of the results. In parallel, the phases of data collection and 
data preparation have to be considered. In the following, the major steps of the simulation study preparation, 
implementation of the simulation model, and generation of synthetic data are described. 

3.1 Preparation of the simulation study 

For simulating an existing or planned system, its transformation into a model that can be experimented with 
is required. According to VDI 3633 [25], the mapping accuracy of the model should not be as detailed as 
possible but detailed enough to meet the specific objective. For the generation of synthetic data based on 
turbulence scenarios of a production system, a minimal system with reduced structural complexity was 
defined by reducing the number and variants of elements, relations, and properties in the system and by 
applying the modeling principles of abstraction and representation [26], [27], [28]. 

The minimal system model is based structurally and process-wise on an actual work system for the assembly 
of a product at two alternative workstations supplied with pre-picked component sets from the warehouse 
via automated guided vehicles (AGV). For the considered work system, there is an insufficient database 
regarding quantity, quality, and granularity of real process and turbulence data. By transferring this working 
system into a simulation model, synthetic data is generated as input data for the investigation of suitable 
data-driven forecasting methods. It is also used for predicting turbulences and their effects on process and 
throughput times.   

 
Figure 1: Concept of defined minimal system with turbulence events (T) 

The minimal system (see Fig. 1) consists of one source (entry point for production orders in the form of pre-
picked component sets into the system), two production resources (2 alternative assembly workstations), two 
intralogistics transport resources (2 alternative AGVs), and one sink (exit point of completed production 
orders). For the model implementation, the turbulences (T1-T6) to be considered were defined, specified in 
terms of their effect within the minimal system, and located in the model according to their locations of 
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occurrence. The results of this analysis are summarized in the following section, together with the 
implementation of turbulence modeling. 

3.2 Implementation of the simulation model 

Previous work has already shown that negative effects of internal turbulences on lead time and delivery 
reliability can be countered by measures of intralogistics’ autonomous control using the flexibility corridors 
of flexible production systems [29]. To model the defined minimal system, a multi-method simulation with 
agent-based modeling of the transport resources’ autonomous behavior and event-oriented modeling of the 
turbulence scenarios with stochastic turbulence events is required. MATHLAB/Simulink, SimPy and 
AnyLogic were investigated as potentially suitable tools for this multi-method simulation [30], [31]. The 
simulation tool AnyLogic was selected due to its comprehensive method library for material flow 
simulations and agent modeling [31].     

3.2.1 Modelling of resource breakdowns (T1 and T5) 

The technical availability as a measure of a technical system's ability to meet the requirements placed on it 
is a major measure in the context of resource breakdowns [32]. The technical availability of production 
resources, like industrial robots, is specified over 99 % [33], [34] and the technical availability of AGVs is 
indicated with 98 % [35]. In industrial practice, also mean time between failures (MTBF) [33], [34] and 
mean time to repair (MTTR) [33] are important parameters for system availability. The MTBF for industrial 
robots is on average 40,000 hours (approx. 4.5 years) and more [33], [36]. Since these very high MTBFs 
would result in very long periods by the time, a purely technical failure of the corresponding production and 
logistics resources occurs, resource failures caused by human error are assumed for T1 and T5. Thus, for T1, 
a collision of the robot manipulator and the assembly fixture caused by the human operator is assumed 
resulting in the assembly fixtures’ replacement and the robot’s recalibration. For T5, a missed replacement 
of the AGV battery by the logistics employee is assumed. So, a warning message on the AGV fleet manager 
dashboard is ignored by the employee. For the modeling, a failure probability of 1 % for T1 and 3 % T5 has 
been assumed. Due to the lack of actual data, a uniform distribution as proposed by [37], [38] is assumed for 
the MTTR to solve the resource breakdowns. 

3.2.2 Modelling of Process delays (T2 and T6) 

For process-related delays or lead time delays in production systems with unknown delay reason, exponential 
distributions are usually assumed [39], [40]. For process times with some time dispersion, usually triangular 
[37], uniform [38], [41], [42], [43], and normal distributions [42], [44] are used in simulation models. A 
triangular distribution is frequently used for service and operation times where not enough samples are 
available for a more specific distribution, but some information about minimum, maximum, and mean values 
are available [37], [45]. Therefore, a narrowly set triangular distribution was used for modeling the target 
process times of assembly (without turbulence) with a certain tolerance due to the insufficient database of 
real data. For T2, as an assembly-related process delay with the specific reason "jammed screw", a triangular 
distribution was chosen because the error removal process (similar to the actual assembly process) requires 
loosening and re-screwing the jammed screw. This approach of splitting the process time and delay goes in 
line with Wiendahl [46], who states that turbulence occurs when the current actual value of a parameter 
deviates significantly from its mean value. For the representation of a time delay of the transport process due 
to an unknown obstacle on the transport path (T6), an exponential distribution was assumed in the model 
based on the literature [39], [40]. 

3.2.3 Modelling excess supply and missing part (T3 and T4) 

For T3 and T4, no common comparative values could be found in the literature. The probabilities of 
occurrence of the turbulence were, therefore, modeled with assumed probabilities of 5 % (T3) and 4 % (T4). 
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Like the other process times in the model, the process times for the required picking, transport, and waiting 
times for the subsequent delivery of the missing material (T3) or return of the excess material were 
represented in the simulation model by a triangular distribution with minimum, maximum, and mean values.     

The considered turbulences, turbulence attributes, and considered values and distributions as described 
above are summarized in table 1.  

Table 1: Turbulences, turbulence attributes, distributions, and probabilities of the minimal system 

Turbulence Turbulence attributes Distribution and probabilities 
T1 Probability of occurrence  

Mean time to repair (MTTR) 
Probability: 1 % 
Uniform distribution [37], [38] 

T2 Process delay Triangular distribution [37], [45] 
T3 Probability of occurrence 

Process delay 
Probability: 5 % 
Triangular distribution [37], [45]  

T4 Probability of occurrence Probability: 4 % 
T5 Probability of occurrence 

Mean time to repair (MTTR) 
Probability: 3 % 
Uniform distribution [37], [38] 

T6 Delay of transport time (AGV) Exponential [39], [40] 

3.3 Generation of synthetic data  

By executing the simulation model, synthetic data for more than 5,000 production orders for 20 working 
days with two shifts was generated. All turbulences considered are independent of each other so that several 
of these turbulences can occur randomly during the processing of a production order within the defined 
minimal system. The results of the probabilistic forecasting comparing different forecasting models based 
on the generated synthetic data are described in the following chapter.     

4. Probabilistic forecasting 

To perform comparative studies of the selected forecasting methods and models, the data analytics tools 
RapidMiner, SPSS, Python (Pandas), R (CRAN-Project), and Minitab were analyzed based on the previous 
work of Flückiger [47]. The tool "RapidMiner" was chosen for the comparative investigation of the different 
probabilistic forecasting methods due to the available method library, the low effort for data import and the 
creation of the (forecasting) models as well as the high usability.  

The synthetic data has been divided into training data (60 %) for training the data-driven prediction models 
and test data (40 %) for determining the prediction accuracies of the models. The investigated models and 
methods of different types (Naïve Bayes, generalized linear model, logistic regression, fast large margin, 
deep learning, decision tree, random forest, gradient boosted trees) were compared in terms of prediction 
accuracy for the respective turbulence, standard deviation and computation time. The results of the 
probabilistic forecasting are described in more detail on the two examples of the prediction of T1 as a 
production-related turbulence and T6 as an intralogistics-related turbulence. 

4.1 Probabilistic forecasting of T1 

The comparison of the investigated probabilistic forecasting methods to predict the occurrence of T1 of a 
resource breakdown due to a robot collision caused by the worker shows that most of the investigated 
forecasting methods lead to a 100 % accuracy to forecast the turbulence based on the generated synthetic 
training data (see Fig. 2). A major reason for this high forecasting accuracy of this turbulence (apart from 
the idealized data quality of the synthetic data) is that the occurrence of this turbulence is highly correlated 
to an increase of overall lead time. More precisely the robot defect has a negative impact on process block 1 
where this turbulence is affecting the actual processing time of the production order. The probabilistic 
forecasting based on the naïve Bayes model leads to an accuracy of less than 1% since the main assumption 
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of this model is that the value of any attribute is conditionally independent of the value of any other attribute 
[16], [17]. Considering the accuracy, standard deviation, and total computational time, the generalized linear 
model (GLM) led to the best overall performance for the forecasting of this turbulence considering the seized 
workstation, the process times of the workstations, and the overall lead time of the production order. By 
detecting this turbulence, the process-related delay can be predicted probabilistically and, using the 
flexibility corridors of flexible production, the negative effects (e.g., extended lead times) of this turbulence 
on subsequent orders can be reduced. For example, subsequent orders can be preventively allocated to an 
alternative production resource by tapping the routing flexibility of flexible production systems. 

 
Figure 2: Major results of probabilistic forecast T1 

4.2 Probabilistic forecasting of T6 

For the prediction of T6 of a transport time delay of an AGV due to an object on the driving path, the 
comparison of the probabilistic forecasting methods showed again that the GLM is the most favorable 
forecasting method, with a forecasting accuracy of 100 % and fastest overall computation time (see Fig. 3).  

 
Figure 3: Major results of probabilistic forecast T6 

As input parameters for this prediction AGV scanner alerts, the seized workstation, the process times of 
assembly as well as the overall lead time have been considered. Since not all input parameters correlate with 
the occurrence of T6, the fast large margin model leads to a poor forecasting accuracy of 11 % that can be 
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increased to over 99 % by limiting the input parameters to the relevant factors. The analysis shows that the 
most important factors for the occurrence of T6 are the notification of the AGV scanner “object in way” and 
the seized workstation serviced by the AGV. The probabilistic forecast states that in the most likely case the 
lead time of the affected production order is expected to increase from an average of 8.770 minutes to 
17.027 minutes. This probabilistic information can be used, for example, to transport subsequent orders to 
their destination on an alternative transport route using the material handling flexibility of the flexible 
production system, or to allocate subsequent production orders to alternative production resources (routing 
flexibility) which are not blocked by an obstacle.    

4.3 Results of the comparative analysis 

For the comparative analysis (also see table 2) of probabilistic, data-driven forecasting methods, different 
combinations of input parameters and forecasting models have been tested to predict the defined turbulences, 
as described above on the example of the turbulences T1 and T6. The comparative analysis using synthetic 
training data to train the prediction models and synthetic test data to validate the models showed that for 
most of the turbulences considered, the GLM is particularly suitable in terms of prediction accuracy and 
computational time. Nevertheless, some of the other forecasting methods showed comparable forecasting 
results. Therefore, a parallel comparison of different forecasting methods for the envisaged data-driven 
forecasting of turbulences based on real production will be maintained. 

Table 2: Overview of the used input parameters to forecast turbulences  

Turbu-
lence 

Input parameters for forecast 
Forecasting model 

with highest accuracy 
AGV 

Battery 
warning 

AGV 
scanner 

alert 

Seized 
work- 
station 

Lead time Process 
time step 1 

Process 
time step 2 

Process 
time step 3 

T1   X X X X X GLM (100 %) 
T2   X X X X X Decision tree (97.8 %) 
T3   X X X X X GLM (100 %) 
T4   X X X X X Naïve Bayes (96.2 %) 
T5 X  X X X X X GLM (100%) 
T6  X X X X X X GLM (100%) 

5. Conclusion   

It has been shown and validated that a data-driven, probabilistic prediction of internal turbulences can be 
achieved through a simulative generation of synthetic data. In a further step, the findings regarding the 
identified models are to be validated with real data from the Werk150 – The Factory of the ESB Business 
School (Reutlingen University). The focus must be on the acquisition of manual process times for predicting 
possible assembly process delays since these frequently occur in practice and, therefore, offer great potential 
for reducing the negative influences of this turbulence on the lead time and delivery reliability of production 
orders. In the future, more potential arises from the inclusion of digital twins, which can provide additional 
input parameters for probabilistic forecasting of technical defects (e.g., through wear models of the 
corresponding resources) and other stochastic derivations in the production system. Future work is also 
intended to investigate how much forecasting methods can contribute to the exploitation of flexibility 
corridors in combination with autonomous control of intralogistics and, thus, to increase flexible production 
systems’ resilience. 
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Abstract 

Recent environmental catastrophes highlight the need to curb global climate change. Carbon dioxide (CO2e) 
is responsible for the majority of the anthropogenic greenhouse effect. Politicians and society already exerted 
pressure for some time on industry and companies as major emitters. Despite continuously decreasing 
emissions, the savings achieved in the industrial sector fall short of the politically set targets. This is mainly 
due to the fact, that the combination of economic and ecological interests for companies is not promoted 
sufficiently. As a result, there is a lack of incentives for production companies to reduce their emissions. By 
incorporating economic aspects, data-based business models can create such incentives and thus support 
current and future regulatory measures. 

This paper presents an approach of developing data-based business models to incentivise sustainability in 
industrial manufacturing. For this purpose, existing and potential future incentive mechanisms for the 
reduction of CO2e are first identified and discussed. Subsequently, the business model approach for "CO2e 
reduction in product creation" from the Gaia-X lighthouse project EuProGigant is presented. Finally, this 
approach is discussed in consideration of possible emission savings and the compatibility of economical and 
ecological company interests. 
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1. Introduction 

The anthropogenic climate change and the resulting global warming cause a multitude of problems for 
humans and the environment. This becomes evident not only in the recent increase in extreme weather 
events, which have led to considerable economic damage around the globe [1]. Estimates suggest that the 
global economy will lose up to 18% of its GDP in 2050 due to climate change if no countermeasures will be 
taken [2]. For this reason, politics and society have already been working for decades to slow down or stop 
global climate change. Policymakers have set ambitious climate targets with the adoption of the Paris 
Climate Agreement [3] and the implementation of the European Green Deal [4] at European level. The 
reduction of climate-damaging greenhouse gas emissions is a key lever in this context. Along with 
increasingly strict regulatory measures, the pressure on companies to systematically reduce their emissions 
thus continues to grow. 

For companies, though, switching to more sustainable production poses a number of problems and risks, as 
they primarily operate in a profit-oriented manner [5]. However, switching to sustainable production can 
mean a high level of effort and investment in new technologies and equipment. Such a changeover and 
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investment must therefore be justifiable in terms of measurable benefits and return on investment. If 
competitors do not act similarly, they could achieve decisive advantages in the market through e.g. lower 
costs and thus displace more sustainable players [6]. In this context, data-driven business models can provide 
a way of unlocking additional potential benefits for companies that operate sustainably. By creating 
additional savings and revenue potential, they create incentives for manufacturing companies to reduce their 
emissions within current and future regulatory measures. Thus, the combination of economic and ecological 
interests of the companies is promoted [7].  

Research on data-based sustainable business models in industrial production and the accompanying 
empowerment of companies is still in its infancy [8]. This includes both a structured and systematic approach 
to developing appropriate business cases and the practical demonstration of the potential in industrial use 
cases. In addition, there is a lack of approaches on how to enable the value creation mechanisms in these 
business cases to convert the additional value created into revenue [9]. The following remarks highlight 
future possibilities of data-based sustainable business models in production. First, the concept of a 
sustainable, data-based business model and current and future regulatory measures are discussed. Then, a 
possible approach for the structured development of corresponding business models in the context of Gaia-
X is presented. Subsequently, the business model approach for "CO2e reduction in product creation" from 
the Gaia-X lighthouse project EuProGigant is presented. Finally, this approach is discussed with regard to 
possible emission savings and economic potentials. 

2. Related Work 

2.1 Data-based sustainable business models 

A business model captures the generated value proposition of a service offering and produces profitable 
outcomes through the application of a particular technology. In doing so, it represents a link between a 
technology and its economic value. It consists of the three complementary dimensions of value generation, 
value proposition and revenue structure [10]. The value proposition dimension represents the benefits that a 
company provides to its customers with a particular product or service. The value generation dimension 
captures the required key processes and competencies to fulfill the value proposition. Finally, the revenue 
structure dimension describes the composition of cost and revenue mechanisms. It thus determines the value 
generated from the business [11]. Data-driven, digital business models represent a special form and 
distinguish by their customer-centric, service-oriented value creation based on data and a fully digitized 
implementation [12]. In value creation, a data value chain significantly shapes the interactions in the 
ecosystem of such a business model [13]. The data used in this way is obtainable from various internal and 
external data sources [14]. In manufacturing, data often roots from the use of machinery and equipment. This 
is not least due to the ongoing transition from physical products to product-service systems and software-as-
a-service models. Thus, the importance of dematerialized values is continuously increasing [15].  

According to the United Nations Brundtland Commission, sustainability is defined as “meeting the needs of 
the present without compromising the ability of future generations to meet their own needs” [16]. Sustainable 
business models thus do not primarily aim for economic success, but complement an ecological and social 
target dimension. The resulting service offerings must therefore also contribute to an improvement in social 
and ecological performance indicators in the company and in society [8]. This creates an additional field of 
tension for the operating companies. The company's own positioning in the target system is largely 
determined by maintaining its competitiveness in the market [17]. In the context of Industrie 4.0, sustainable 
data-based business models can make a significant contribution to uniting economic and ecological interests. 
At research level, and to a lesser extent at industry level, technical approaches already exist to increase 
sustainability in production by leveraging data. These extend across different areas of the value chain [7]. 
By using data in maintenance, for example, it is possible to extend the useful life of machines and systems 
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and their components. This enables to avoid emissions from the production of unnecessarily installed spare 
parts and non-optimal use of energy and resources as a result of wear-related degradation [18,19]. In the 
field of quality management, data-based applications are used for the early detection of production defects. 
As a result, emissions can be avoided by using energy and resources in the further processing of defective 
components and the destruction or costly recycling of scrap parts [20,21]. Finally, data is also used to 
optimize processes in terms of their demand for energy and resources and thus to make them more 
sustainable. In this context, operators are supported in the parameterization of the machines in order to 
generate an operationally optimal state [22]. 

2.2 Regulatory mechanisms 

In recent years, an increasing number of regulatory measures were introduced in order to emphasize the 
demands of the climate protection agreements and to curb industrial emissions of greenhouse gases. These 
laws and regulations intend to provide companies with incentives to switch to sustainable technologies of 
their own accord and in accordance with market principles. They thus have a direct influence on the viability 
of sustainable business models. In addition to bans and verification requirements, incentives can also be 
subsidies or advantages, e.g. in taxation. The EU Commission is currently planning to introduce a digital 
product passport as an instrument for recording sustainability data along the entire product life cycle [23]. A 
possible tool in this context is the introduction of a CO2e price, in which the emission of greenhouse gases is 
financially sanctioned [24].  

The principle behind the CO2e price are as follows: The emission of CO2e causes damage to society in the 
long term. If the pricing of emitted CO2e matches the amount of damage, an equilibrium is reached. At the 
same time, the incentive to emit CO2e will decrease as the price of CO2e increases. This financially sanctions 
every emitted amount of CO2e and indirectly rewards every saved amount. One possibility is a simple CO2e 
tax, where every emitted amount is taxed directly and with a fixed price. This creates a direct economic 
incentive to save CO2e. An alternative concept is trading with so-called emission certificates. Here, the total 
amount of CO2e that may be emitted at the reference level over a period is first determined. At the beginning 
of a commitment period, participants are allocated a number of emission certificates equal to their permitted 
emissions. At the end of the commitment period, emitters must demonstrate that their actual emissions do 
not exceed the number of emission allowances. Surplus allowances can be sold or stored, and missing 
allowances can be purchased from other participants. In Germany, a CO2e tax or trading in emission 
certificates already exists for some industries through the European Union Emissions Trading System (EU 
ETS). This includes power generation, iron and steel production, glass, ceramics, paper and cellulose 

Figure 1: Price development for carbon emission certificates as forecast by [26] 
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production, refineries and other subsectors of the chemical industry. Accordingly, there is no overall 
certificate trading system for the entire manufacturing industry, resulting in only indirect impacts in broad 
areas. In recent years however, the trading system has been steadily extended to other sectors [25]. Figure 1 
shows the development of the EU ETS carbon price. It shows that the price has roughly tripled in the last 3 
years and is expected to double further in the near future until 2023 [26]. In the future, a "Carbon Boarder 
Adjustment Mechanism" is intended to prevent CO2e emissions from being shifted on balance to countries 
outside the EU, which are monitored less strictly. This means, for example, that the location and energy mix 
of raw material production must be taken into account. In this course, it is then no longer permissible to 
calculate an average CO2e value for raw material supply. The emission content of raw materials will thus 
play a stronger role [23]. 

Pressure on the manufacturing industry is also increasing outside of legislative regulatory measures. Many 
large OEMs increasingly require their downstream suppliers to report certain sustainability parameters and 
to comply with defined threshold values. The OEMs hope that increased transparency throughout the supply 
chain will enable them to identify processes with particularly high emissions and to take countermeasures. 
Manufacturers who do not comply with these requirements may run the risk of losing their status as a 
preferred supplier [27]. 

3. Methodology 

The overall objective of the underlying sub-research project is to develop a prototypical use case for data-
driven reduction of greenhouse gas emissions in industrial production. A sustainable business model is 
needed to commercialize the technical solution as a marketable application. The project itself integrates into 
the research project EUProGigant, which is one of the lighthouse projects of the European Gaia-X initiative. 
Gaia-X aims to create an innovative data infrastructure based on European values. Thus, it also focuses on 
the aspect of sustainability. In their paper, Hoffmann et al. propose a funnel-shaped, iterative process for the 
development of data-based business models in the context of Gaia-X (see Figure 2) [28]. In this process, a 
problem is transformed into a commercially viable and executable application through the three phases of 
problem selection, solution design, and solution development. In the next chapter, the functionality and 
development of the business model based on the described approach will be explained in detail. A special 
focus is placed on the solution development phase. Subsequently, the economic and ecological potentials of 
the business model approach will be discussed. 

 

Figure 2: Development process of data-based business models according to [28] 
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4. Application 

This section presents the current work on the “CO2e footprint in product creation” use case within the 
EuProGigant project [29]. Due to the status of the project and the limited scope of the paper, the application 
is focused on the area of solution design. For this purpose, the use case is first described, and then the 
business architecture is depicted. The results presented were developed within interdisciplinary workshops 
with project participants. Domain experts from the fields of polymer processing, data scientists, as well as 
software developers were among the participants. 

As illustrated in section 2.1, a number of different approaches to improve sustainability in production by 
leveraging data already exist. However, these approaches mostly focus on the product manufacturing phase. 
In order to develop innovative sustainable business model approaches, it is thus necessary to have 
fundamental transparency over the entire product life cycle. According to a recent study by Fuchs et al., „up 
to four-fifths of a product’s lifetime emissions are determined by decisions made at the design stage” [30]. 
If these potentials are only identified in later phases, their implementation may involve considerable and, in 
the worst case, unrealizable effort. For this reason, the effects of subsequent phases should be implied as 
early as possible in the product design phase or as early as possible in the product development process. A 
clever design can then reduce CO2e emissions without limiting the actual functionality of the product. 

In the production of components in the mechanical engineering sector, there are various levers for 
influencing lifecycle CO2e emissions [31]. In the present application, these were identified by experts 
specifically for the area of plastics processing. The first lever identified is the selection of materials for the 
product. It becomes apparent that materials with similar properties require significantly different CO2e 
footprints for their production. This effect is reinforced by the increasing spread of organic-based polymers 
designed for particularly low emissions [32]. It is also evident that different polymers have different 
processing properties. The temperatures required to melt plastics and the injection pressure needed to form 
them differ significantly from one another. This impacts not least on the energy required to carry out the 
manufacturing process and thus on CO2e emissions. The emissions generated during transport and the energy 
and resources required for recycling are further influencing factors. Another lever is the selection of the 
underlying manufacturing process. In the industrial context, injection molding, machining and additive 
manufacturing are the predominant processes used to manufacture functional components from 
thermoplastics [33]. Each process brings different specific properties that affect CO2e emissions. In the case 
of machining, a key factor is that components are mostly machined from the solid. This results in a relatively 
high volume of machined material, which in turn has to be recycled or destroyed [34]. With injection 
molding, this process-related waste is much less pronounced. On the other hand, a high level of energy and 
material input is required for the production of the injection mold itself [35]. Depending on the exact process, 
there is no waste in additive manufacturing. However, due to the significantly longer processing times, the 
manufacturing of a single component is much more energy-intensive. Within manufacturing processes, there 

Figure 3: Development stages of the business model "CO2e footprint reduction in product creation" 
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are again further opportunities to influence lifecycle CO2e emissions. Here, the injection molding process 
acts as an example: It often happens that machines are over-dimensioned, which increases the energy 
consumption to carry out the process. The design of the mold determines the number of components that can 
be produced in one shot and simultaneously the volume to be heated. 

Industrial practice shows that optimization efforts often fail because there is no exchange between the 
relevant actors. In order to exploit the emission saving potentials identified, EUProGigant develops an 
approach for optimizing the "CO2e footprint in product creation". The concept builds on the Gaia-X data 
infrastructure, which conforms to European values. It aims to promote exchange between the relevant players 
in product creation to minimize CO2 emissions. Figure 3 shows different expansion stages of the business 
model approach in relation to the value proposition. In the first stage, an existing component design is 
optimized - e.g. with regard to material and machine selection - within a certain type of manufacturing 
process. In the second stage, the value proposition includes a comparison of different types of manufacturing 
processes. The third and final stage finally enables to generate a CO2e optimized product design based on a 
requirements list. 

Figure 4 shows the developed business model architecture of the first stage with the representation method 
according to Kölsch et al. [36]. It shows the players involved within the business model and their 
relationships to each other for the case of plastic injection molding. The key players in the business model 
are injection molding machine manufacturers, raw material producers, process simulation providers, IoT 
providers, a Federator, the customer, and finally the CO2e prognosis service provider himself. The relations 
divide into data connections, communication, monetary connections, and outputs. The OEM and the raw 
material supplier provide data to the customer and are financially compensated by him. In the case of an 
OEM, this is precise data on the energy and operating material consumption of its machines, and in the case 
of the raw material manufacturer, information on the CO2e footprint and the processing properties of its 
materials. The provider of the CO2e prognosis provides the customer with its digital service for processing 
his component data and the purchased data for a charge. To enrich its service, the CO2e prediction provider 
uses simulation software from the process simulation provider. Here, it is also conceivable that the simulation 
provider itself is simultaneously the provider of the CO2e prognosis. The IoT provider offers its platform for 

Figure 4: Business model architecture of the "CO2e footprint prognosis in product creation" 
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interaction between the aforementioned players. He charges a transaction-based fee for this. The same 
applies to the so-called Federator. The federator verifies that all parties involved are compliant with the Gaia-
X standard and that only approved parties exchange data. 

5. Discussion  

The procedure was adapted to an exemplary use case in order to analyze the effectiveness of the business 
model. A holding bracket was selected as an example component, which is manufactured by one of the 
application companies within the EUProGigant project. Table 1 shows the comparison of different materials, 
manufacturing processes and machine concepts for one bracket. With all combinations mentioned, the 
component produced meets its functional requirements. In the initial state, the component is manufactured 
from polyamide on a hydraulic injection molding machine. This serves as a baseline for the calculated 
relative emission savings. 

Table 1: Evaluation of the effects of a CO2e-optimization in product creation 

Machine Material Emissions/ 
part [%] 

Share of 
Energy [%] 

Share of 
Material [%] 

Energy 
cost* [€] 

Emissions 
cost** [€] 

HIM PA 100 16 84,0 0,0024 0,0096 

HIM PP 25,1 4,4 95,6 0,0022 0,0024 

EIM PA 76,9 12,8 87,2 0,0023 0,0074 

EIM PP 18,2 4,4 95,6 0,0019 0,0017 

3D-Printer PA 1897,2 99,2 0,8 1,0349 0,1827 

3D-Printer PP 517,4 85,8 14,2 0,2442 0,4983 

HIM = hydraulic injection molding EIM = electronic injection molding 

*considering an energy price of 0,35€/kWh 

**considering an emission price of 150€/tCO2e 

The evaluation shows that by applying the proposed solution in the present case, considerable potentials for 
saving greenhouse gas emissions can be realized. A changeover from PA to PP, for example, already leads 
to a reduction of around 75% when using the existing machine. By switching to a modern electrically driven 
injection molding machine, another 7% of emissions can be saved compared to the initial state. Broken down 
to a single component, the use of a 3D printer leads to drastically higher emissions than injection molding. 
However, this does not take into account that for the injection molding process, significantly more emissions 
are caused during the production of the mold. From an economic point of view, potential improvements can 
also be expected. The changeover from PA to PP while using the existing machine results in a reduction of 
energy costs by approx. 10%. An additional conversion to the electric injection molding machine saves a 
total of 20% of the energy costs. Despite the relatively small amounts of energy costs in absolute terms for 
the production of a component, this can lead to significant savings in the company if a very large number of 
produced units is taken into account.  

As already explained in chapter 2.2, politically initiated regulatory measures can lead to a significant change 
in the viability of sustainable business models. For this reason, the evaluation also considered the 
hypothetical scenario of introducing a CO2e price for discrete component manufacturing. The price of 
150€/tCO2e predicted by [26] was assumed here. Based on the greenhouse gases emitted in the machining 
process of a component, this leads to additional costs as much as four times the energy costs of the initial 
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scenario. In the optimum scenario with PP on an electric injection molding machine, these costs can be 
reduced by approx. 80%. 

6. Conclusion and Future Research 

This paper presents an approach for developing sustainable data-based business models in the context of 
industrial production. First, the necessity of such approaches was motivated and the fundamentals were 
described. In this course, the profound influence of regulatory measures on the viability of business models 
was revealed. Finally, an exemplary business model was developed using an existing method. Its potential 
in terms of profitability and sustainability was finally evaluated by applying it to a practical use case. It was 
shown that the solution presented in the considered case achieves significant savings in terms of greenhouse 
gas emissions and energy costs. In addition to these cost savings, companies can thus also be supported in 
complying with the limits imposed by legislators or customers. In the case of an extension of CO2e pricing 
to the sector of discrete production of machine components, this effect would be significantly enhanced.  

In the current state of development, some simplifying measures have been adopted, allowing opportunities 
for future research in this context. The consideration of quantity-related effects offers a point for further 
elaboration. This includes e.g. the impact of emissions due to the production of tools or repair measures. 
Furthermore, great potential is expected by extending the method to other materials and manufacturing 
processes. This represents a fundamental prerequisite for ultimately enabling sustainability-optimized 
product design based on component requirements. 
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Abstract 

Reconfigurable manufacturing systems (RMS) are capable of adjusting their operating point to the 
requirements of current customer demand with high degrees of freedom. In light of recent events, such as 
the covid crisis or the chip crisis, this reconfigurability proves to be crucial for efficient manufacturing of 
goods. Reconfigurability aims thereby not only at adjust production capacities but also for fast integration 
of new product variants or technologies. However, the operation of such systems is linked to high efforts 
concerning manual work in production planning and control. Simulation-based optimization provides the 
possibility to automate processes in production planning and control with the advantage of relying on mostly 
existing models such as material flow simulations. This paper studies the capabilities of the meta heuristics 
evolutionary algorithm, linear annealing and tabu search to automate the search for optimal production 
reconfiguration strategies. Two distinct use cases are regarded: an increase of customer demand and the 
introduction of a previously unknown product variant. A parametrized material flow simulation is used as 
function approximator for the optimizers, whereby the production system’s structure as well as logic are 
target variables of the optimizers. The analysis shows that meta-heuristics find good solutions in a short time 
with only little manual configuration needed. Thus, metaheuristics illustrate the potential to automate the 
production planning of RMS. However, the results indicate that the performance of the three meta-heuristics 
considering optimization quality and speed differs strongly.  

Keywords 

Reconfigurable manufacturing systems; simulation-based optimization; material flow simulation; meta 
heuristics; production planning 

1. Introduction 

Reconfigurable manufacturing systems (RMS) are characterized by a high degree of adjustability concerning 
the structure of the system and the structure of machines associated to the system [1,2]. Whilst the design of 
flexible manufacturing systems aims to plan for all possible upcoming demands, RMS are designed to fit the 
current requirements with its provided functionality and capacity and, thus, allow to be more cost efficient 
in the long run [3]. The ability to reconfigure a manufacturing system to a more efficient operating point gets 
increasingly important with regard to disruptive and highly volatile markets in a VUCA-world [4]. 
Moreover, new use cases, such as remanufacturing, increase the demand for highly adjustable and scalable 
manufacturing systems [6,5]. By providing the changeability enablers – modularity, scalability, 
compatibility, universality and mobility – a manufacturing systems is enabled to adjust its functionality and 
capacity to the current requirement [8,7]. Today there are several technical solutions available that provide 
the changeability enablers for production and logistical processes, such as modular automated assembly 
stations, autonomous guided vehicles and reconfigurable material handling systems. However, frequently 
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reconfiguring a manufacturing system results in increased planning efforts and cost, since associated tasks 
are currently performed in practice manually by experts [9]. A solution to automate reconfiguration planning 
is the use of optimization methods [10].  

There exist numerous examples in the literature that show how optimization is successfully utilized in 
planning tasks associated to manufacturing system reconfigurations. Uribe et al. present a simulation-based 
optimization approach for capacity planning in agile manufacturing [11]. Based on a two-stage stochastic 
integer programming under budget constraints they configure their system while taking multiple products, 
flow paths and tool types into consideration. Finally, they test their approach on a semiconductor 
manufacturing use case. Youssef & Elmaraghy propose an approach for the configuration of RMS taking 
into account the arrangement of the machines, selection of the equipment and the assignment of operations 
[12]. Besides cost and availability of the system, they also consider the reconfiguration effort between 
production periods within the evaluation. Genetic algorithms as well as a reactive tabu search algorithm had 
been developed for the formulated optimization problem. The authors prove that the reconfiguration effort 
plays a vital role if the total cost of a system is considered over multiple planning periods. Stähr et al. propose 
a foresighted planning method for RMS with a scalable degree of automation [13]. The aim of the method 
is to determine optimal scaling paths for the system catering for evolving requirements such as a rise in 
demand or increasing labour costs. The planning uncertainties are reduced and a decision support is granted 
by the integration of Monte-Carlo chains and stochastic scenario analysis. Further approaches on the 
optimization of RMS configuration had been recently summarized by Sabioni et al. [14]. The authors divide 
existing approaches by the configuration level in system, machine and hybrid approaches as well as into 
exact and approximate methods.  

Existing approaches have in common that either only a subset of the planning tasks associated to a 
reconfiguration are considered or that their underlying model is bound to many assumptions. Therefore, the 
following optimization approach aims to extend previous approaches by considering the following 
requirements: (1) include all tasks associated to a system reconfiguration [1,2] and (2) utilize a model with 
a high degree of model accuracy and detail compared to previous approaches. In order to satisfy requirement 
(1), structural as well as logical reconfigurations are possible on a machine and system level. While structural 
reconfigurations affect the hardware used, logical reconfigurations affect the control logic of the machines 
and system by changing the decision process for sequencing, i.e. the control policy, and allocation of jobs to 
resources, i.e. the routing policy. The selection of decision variables of the optimization problem is thereby 
based on a real-world testbed for the approach, as shown in [15]. Requirement (2) considering model 
accuracy and detail is met by using a digital twin represented by a discrete-event simulation (DES) as a 
model of the RMS [16–19].  DES are generally applicable in the manufacturing domain and allow specific 
modelling enhancement, such as extending a material flow simulations with consideration of machine 
failures and repair [20], activity based costing [21] or energy consumption of production processes [22]. 
Considering the combinatorial complexity of the reconfiguration of a manufacturing system, global 
optimization methods, such as meta-heuristics, are advisable [24,23]. This is based on the general 
applicability, simplicity and good behaviour of meta-heuristics concerning global optimization in large and 
discrete search spaces [14]. Therefore, this paper aims to investigate the suitability of simulation-based 
optimization with meta-heuristics for manufacturing system reconfiguration planning by assessing and 
comparing the performance of three distinct meta-heuristics: evolutionary algorithms, simulated annealing 
and tabu search. The paper is structured as followed: the optimization problem and the used meta-heuristics 
are described in chapter 2. Chapter 3 shows, explains and discusses the results of the experiments. Lastly, 
the paper concludes with a summary and an outlook in chapter 4.  
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2. Methods 

2.1 Optimization Problem Description  

The description of the optimization problem is oriented towards the description of a complex job-shop 
scheduling problem [25] and the formalization of RMS [12]. There is a set of ! jobs " = {"!, "", … , "#}, that 
need to be processed on ' resources, where the set of ' resources is ( = {(!, (", … , ($}. Each job "% 
consists thereby of a sequence of !% operations (+%,!, +%,", … , +%,#!). The execution of each operation - of job 
. (+%,') requires a resource ((-, .) that is capable to perform this process. Each resource (( is thereby 
equipped with a set of /( process modules 0( = {'!, … ,')" 	}, where each process module '*2	0( 	 enables 
the resource to perform a distinct subset +$# of all possible operations +',%. The set of all / process modules 
will be called 0+ = {'!, … ,')} in the following. The sequence of performed operations of a resource (( 
is determined by a control policy 3( ∈ 5, where 5+ = {3!, … , 3,} defines the set of all 6 possible control 
policies. The configuration of resource (( is then defined by the tuple (0( , 3().  
Each resource  (( is located in the RMS at location 7( = (8( , 9() ∈ :, where :+ = {7!, … , 7-} is the set of 
all possible ; locations. By introducing the set L= {7!, … , 7$} that includes the locations of all ' resources, 
the system configuration < is defined by the tuple < = ((, :).  
In the problem of  the reconfiguration of a RMS from configuration < = ((, :) to <. = ((., :′) several  
degrees of freedom concerning the structure and logic of the manufacturing system exist [1,2]. At first, due 
to the mobility and compatibility, a resource  (( can be added ((′ = ( ∪ ((), removed ((′ = (	\	(() or 
relocated in the manufacturing system (7(′ ≠ 7(). Moreover, it is possible to add (0(′ = 0( ∪'*) or remove 
(0(

. = 0( 	\	'*) a process module '* from a resource (( and, furthermore, move a process module from 
one resource to another ('* ∈ 0(

.  and '* ∈ 0/  where A ≠ B). Lastly, the control policy 3( of a resource 
(( can be altered (3(′ ≠ 3().  

The objectives of the optimization problem at hand are minimal reconfiguration cost C, minimal inventory 
D in the RMS and a maximum throughput E. Although lead time or throughput time F is an important 
performance measure in practice, it is neglected in regard of its correlation with inventory level D and 
throughput E, according to Little’s Law (F = 0

1) [26]. The mentioned objectives describe a conflict of 
objectives, since they describe independent and contradictory goals. For example, increasing the throughput 
of a production system requires a larger production capacity, that is only reached by increased cost. 
Therefore, the optimization problem yields a set of pareto-optimal configurations. Identification of a 
particular optimum can only be achieved by knowing the weighting of the objectives. 

2.2 Specific use case 

In order to investigate the performances of the three meta-heuristics to solve a reconfiguration problem, a 
representative benchmark use case of an RMS is used. In the benchmark use case, an initial configuration is 
chosen as the initial state <0 and reconfiguration cost is evaluated by a comparison of the reconfigured and 
the initial configuration. The initial configuration <0 is described in Table 1.  

The task of the manufacturing system is the completion of jobs that require the operation sequence +- =
{G!, G", G2, G3, G4} to be finished. Since all jobs require the same process sequence, the second index is 
omitted for sake of simplicity. Moreover, every operation is performed by a distinct process module in the 
use case, for which reason a differentiation of operations and process modules is in this case unnecessary.  
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Table 1: Initial configuration !! of the manufacturing system in the studied benchmark use case 

Resource  Operations Location Control policy 
Machine 1 G!, G2 (5, 5) FIFO 
Machine 2 G", G4 (5, 10) SPT 
Machine 3 G3 (10, 5) FIFO 
Machine 4 G4 (10, 10) FIFO 
Transport resource 1 - (5, 0) SPT 
Source - (0, 0) - 
Sinks - (35, 35) - 

 

Table 2: Overview of the distribution parameters of the time of processes in the benchmark use case 

Process  Distribution type Mean H  
G! Normal distribution 50 s 5 s 
G" Normal distribution 250 s 25 s 
G2 Normal distribution 40 s 4 s 
G3 Normal distribution 180 s 18 s 
G4 Normal distribution 40 s 4 s 
Product arrival Exponential distribution 150 s 150 s 
Machine TTF Exponential distribution 700 min 700 min 
Transport resource TTF Exponential distribution 1100 min 1100 min 

 

Individual jobs are released into the manufacturing system by the source with exponentially distributed 
interarrival times. Each performed operation takes a normal distributed process time. The transport time 
required to transfer products from one machine to another is calculated by considering the transport distance 
by the Manhattan distance and assuming a velocity of 1 m/s and a constant reaction time of 2 s.  Moreover, 
machine and transport resources fail in exponentially distributed time to failure (TTF) and the associated 
repairs require 15 min. An overview of the parameters of the time distributions of the individual processes 
can be found in Table 2. 

The reconfiguration of the benchmark use case is also constrained by some restrictions. These restrictions 
aim to represent real planning situations, where only a limited amount money is available, additional 
equipment is related to some expenditure and infrastructure and hardware can only be used in some defined 
boundaries. Table 3 presents the constraints in the benchmark use case.  

The degrees of freedom specified by the reconfiguration problem are realized by the benchmark use case. 
Machines, transport resources and process modules can be added and removed in the reconfiguration in the 
defined boundaries of the constraints. Moreover, machines can be relocated, control policies can be changed 
and process modules can be transferred to other machines. However, there are some special assumptions 
made in the use case. At first, transport resources do not require a process module for the transport and they 
always start at position 7 = (5, 0). Additionally, if a machine is added to the manufacturing system, the 
process modules and location of the machine are selected randomly. Machines and transport resources can 
only perform a single operation at a time.  
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Table 3: Overview of the distribution parameters of the time of processes in the benchmark use case 

Constraint type  Constraint 
Maximum reconfiguration cost 100.000 
Buying a machine 30.000 
Buying a transport resource 15.000 
Buying a process module 5.000 
Maximum number of machines 6 
Maximum number of transport resources 3 
Machine TTF 3 
Maximum process modules per machines 3 
Possible machine positions (5, 5), (5, 10), (10, 5), (10, 10), (15, 10), (10, 15), 

(20, 25), (25, 20), (25, 25), (30, 25), (30, 30) 
Possible control policies FIFO, LIFO, SPT [27] 

 

For the evaluation of the configurations with the DES, a time range of 10.000 minutes (approx. 7 days) is 
simulated. This simulation time is long enough to neglect stochastically induced effects. The output of the 
system, which represents the system throughput since a constant time range is simulated, is determined by 
the number of individual products that arrived at the sink and the inventory is calculated as the average 
number of products in the system. For the calculation of the inventory, the first quarter of simulation results 
is discarded to neglect the impact of the warm-up phase within the DES.  

2.3 Meta-heuristics 

Meta-heuristics are approximative optimization techniques that use high-level algorithms, that do not rely 
on any domain knowledge, which results in their wide applicability across optimization problems. This class 
of optimization techniques can be divided in population-based and trajectory-based methods. [28] 

Evolutionary algorithm (EA) is a population-based method that relies on Darwin’s principle of natural 
selection. The algorithms rely thereby on three basic operations that are repeated for every generation: 
selection, crossover and mutation. Each individual, i.e. a possible solution, of a population is evaluated and 
a selection of the best individuals is done according to the objective values of the individuals. Subsequently 
in crossover, pairs of individuals are combined to generate new individuals. Lastly, individuals are randomly 
modified in mutation. The sequence of these three operations is repeated until a predefined number of 
generations is evaluated.  

In the presented approach, each individual in the population represents a configuration of the RMS. The 
population is randomly initialized at start of the optimization. As the reconfiguration optimization problem 
has multiple objectives, NSGA-II [29] is used for selection, because of its good behaviour in finding a pareto-
optimal front and no need to weight the different objectives. In crossover, the individuals are combined by 
exchanging a random number of machines or transport resources. Lastly, in mutation, an individual is 
randomly altered by one of the earlier defined degrees of freedom.  

Contrarily, simulated annealing (SA) is a trajectory-based method that is motivated by the cooling process 
of metals. The algorithm is started with an initial solution and an initial temperature that decreases over time. 
At first, a candidate solution is generated by altering the initial solution and both solutions are evaluated and 
the compared to each other. With a certain acceptance probability, the candidate solution is accepted 
although it has a lower performance. This acceptance probability decreases with temperature and allows SA 
to leave local minima. This process is repeated until a stop criterion is met. [30] 
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Similar to the implementation of EA, a solution in the SA approach is a distinct configuration of the RMS 
and the altering of solutions is done randomly according to the degrees of freedom of the RMS. Instead of 
starting with a random configuration, as in EA, the initial solution of SA is the earlier mentioned initial 
configuration <0. As SA requires a single objective, a weighted sum of the objectives, in the following 
referred to as fitness, cost (K5 = −0.001), throughput (K1 = 0.025) and WIP (K0 = −1.0) is used. The 
parameter choice of the weights is thereby done according to the magnitude of the objectives.   

The last evaluated meta heuristic, tabu search (TS), is also a trajectory-based method introduced by Glover 
[31]. In each iteration of TS, the best nonvisited solution is selected from the neighbourhood of the previously 
selected solution. The memory of visited solutions, also called tabu list, has a maximum length and gets 
updated if a new best nonvisited solution is found. If the tabu list reaches its maximum length, the oldest 
solutions get removed when adding new solutions. Similar to SA, TS allows worsening moves with the help 
of the tabu list. The algorithm iterates until a stop criterion is reached.  

With regard to the benchmark use case, TS starts optimization with the initial configuration <0. Since the 
concept of neighbourhood is not obvious for an RMS, we define a neighbourhood as 10 configurations that 
can be reached from the starting configuration by randomly using one degree of freedom. Similar to SA, TS 
requires a single objective for performance comparison of solutions, which is defined in this case as the 
previously described weighted sum of objectives.  

3. Results and Discussion 

The analysis of the three meta-heuristics for the presented benchmark use case is performed by comparing 
their performance on the same hardware (Intel Core i7 1185G7, 4,8GHz) within a limited optimization time 
range of 180 minutes. In order to evaluate the solutions more precisely, we define an interesting region of 
solutions by a minimum throughput E$'# = 3000 and a maximum inventory D$+6 = 150. The 
hyperparameter selection of all three algorithms is done based on a similar grid search and choosing the best 
parameter set. The hyperparameter sensitivity of SA can be observed to be much higher than that of TS and 
NSGA-II.  

       
Figure 1: Maximum and rolling average performance of the three meta heuristics over time (left) and number of 

found pareto-optimal solutions per meta heuristic over time (right) 

In the left diagram of Figure 1, the max and rolling average of the fitness of the three heuristics over 
optimization time is displayed. All three algorithms manage to improve their best fitness over time and 
NSGA-II and SA improve their average dramatically. It is also visible that all algorithms reach a steady 
fitness level, where TS reaches this steady state very early. When comparing the rolling average fitness, 
NSGA-II reaches a higher fitness than SA and TS.  

The right diagram of Figure 1 shows the number of found pareto-optimal solutions for the three algorithms 
over time. As the combinatorial complexity of the benchmark use case is too big to evaluate all possible 
configurations, the pareto-optimal solutions are only derived from all evaluated configurations of the three  
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Figure 2: Output, inventory and cost distribution of found configurations per meta heuristic in the interesting region.  

optimization runs. The diagram indicates that SA finds no pareto-optimal solution and TS finds much more 
pareto-optimal solutions than NSGA-II. Similarly, to the left diagram of Figure 1, TS finds good solutions 
fast when compared to SA and NSGA-II. Although TS is based on fitness optimization and NSGA-II on 
multi-objective optimization, TS finds more pareto-optimal solutions and NSGA-II has a higher average 
fitness. 

As the reconfiguration problem is a multi-objective optimization problem, we want to consider how the 
found configurations are distributed in the earlier defined interesting region. Figure 2 shows this by 
displaying the three objectives cost (colouring), output and inventory for the analysed three meta heuristics. 
It is visible that NSGA-II and SA has a very broad distribution of found configurations in the interesting 
region but especially solutions of SA with high inventory are on average costlier than the ones found by 
NSGA-II and TS. Contrastingly, TS has the narrowest search, focusing heavily and low inventory, medium 
cost configurations.  

 
Figure 3: Output, inventory and cost distribution of found configurations per meta heuristic in the interesting region 

with an interpolation of the pareto-front and display of pareto-optimal points.  

In order to evaluate, where the pareto-optimal configurations are found in the search space per algorithm, 
Figure 3 can be regarded. The three diagrams show 3D plots of the three objectives cost, output and inventory 
where all configurations of the interesting region are displayed in grey and pareto-optimal solutions are 
displayed in blue. The pareto-front is thereby displayed as an interpolated surface with a colour according 
to the fitness. The pareto-front can be divided into two distinct regions: low cost with high inventory (I) and 
low inventory with high cost (II). Interestingly, the pareto-optimal solutions of region I are exclusively found 
by NSGA-II and the solutions of region II exclusively by TS. It is visible that the configurations found by 
TS have a very high focus in the region with high fitness values whereas configurations found by NSGA-II 
are much broader distributed. This can be explained by the fact, that TS optimizes fitness whereas NSGA-II 
optimizes all objectives. The fact that NSGA-II finds no pareto-optimal solutions in region II is due to the 
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fact that TS exploits this region more strongly and finds better solutions there. The previous observation that 
TS finds more pareto-optimal solutions but has a lower average fitness compared to NSGA-II can be 
explained by two facts. At first, the pareto-optimal solutions are much more densely packed in region II than 
in region I as TS searched this region very exhaustively. Secondly, the selection method of NSGA-II leads 
to redundant but good solutions in a population which explains the high average fitness.  

In summary, TS and NSGA-II show a better performance in optimization than SA while SA showed to be 
much more instable and hyperparameter sensitive. This limits the use of SA for practical applications. TS 
and NSGA-II exhibit a good performance for different objectives. If a multi-objective search space of an 
RMS has to be evaluated, NSGA-II is more suited. Contrarily, if a designated operating point considering 
the objectives is given, TS shows a better behaviour. As combinatorial complexity increases strongly with 
the size of the RMS, fast optimization gets more important. This motivates again the use of TS. Future 
research should examine how this approach is applicable to larger problem settings. However, as TS is not 
as easily parallelizable as population-based optimization methods, the potential of parallelization and 
combination of TS with a population-based method should be evaluated. Lastly, future research could 
evaluate how this approach can be extended with more degrees of freedom in order to represent a more 
generalizable production planning approach.  

4. Conclusion 

The paper at hand evaluates the capability of the meta-heuristics SA, TS and NSGA-II for the optimization 
of a RMS. After reviewing state-of-the-art literature from the domain of RMS optimization, it is motivated 
that recent approaches either lack high model accuracy and detail or many degrees of freedom considering 
the reconfigurations. Therefore, we formulate an optimization problem description of an RMS that considers 
structural as well as logical changes on the machine and system level. To evaluate the capability of SA, TS 
and NSGA-II optimization experiments are performed with use of discrete-event simulation as evaluation 
model. The results indicate that all meta-heuristics are able to find good configurations of the RMS in a 
defined amount of time. However, SA shows an inferior performance than TS and NSGA-II. As a 
conclusion, the approach demonstrates that reconfiguration planning of RMS is possible to automate by 
simulation-based optimization with only little need for manual meta-heuristic configuration. These insights 
motivate to conduct further research that assesses how this approach is applicable to larger problem settings, 
how parallelization can be used to reduce optimization time and how the degrees of freedom of the RMS 
could be extended to a broader, more general production planning approach.  
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Abstract 

Today, companies face continuously increasing competitive pressure resulting from highly volatile markets, 
globalisation and constantly growing customer requirements. Against this background, the location of a 
factory has a significant influence on competitiveness. The process of location planning is crucial for future 
success, as the choice of location can determine competitive aspects such as the distance to customers and 
suppliers or the attractiveness for employees for decades. At present, location decisions are often derived 
heuristically by gradually narrowing down the object of consideration starting from the global level. In the 
future, geo-information systems (GIS) shall help to make a more holistic and future-proof factory location 
decision, which is less dependent on subjective feelings and takes less time and costs. In this paper, the 
necessary fundamentals for factory location planning with GIS are presented, and it is explained which 
factory planning information can support location planning using GIS. 
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1. Introduction 

In recent decades, the market situation of manufacturing companies has been shaped by the influence of 
change drivers such as advancing digitalisation, volatile internal and external requirements, environmental 
impacts and several others [1]. In addition, supply shortages and new regulations pose significant challenges 
to companies' global production networks [2]. Uncertainties of this kind lead companies to question whether 
the long-term success of a company's location is sustainable in terms of ecological and social aspects [1]. If 
a company's current location situation is no longer benefiting its strategic goals, a location planning process 
is triggered that can determine the company's future competitiveness. Location planning strongly influences 
the future, as the location decision has a long-term character of up to 30 years and determines the company's 
success [3,1]. It is, therefore, necessary to carry out location planning according to specific requirements to 
ensure future performance [4]. Among other things, a location decision may be influenced by the distance 
to customers and suppliers and the connections to inland ports or motorways [5,1]. A future-based solution 
for site planning could be to use geo-information systems (GIS) in this process. Depending on the context, 
GIS means either software systems or the basic conceptual idea underlying these systems, which is 
geographically based [6]. GIS is used today as a tool for performing tasks. In addition to routine tasks such 
as navigation in traffic, GIS also includes a deeper level of support. In this context, a GIS provides predictive 
support in decision-making in line with requirements, e.g. for a planning task [7]. With the help of this link, 
the planning process could show greater transparency, be made more efficient and increase the quality of the 
results. This paper presents current approaches and challenges and discusses premises and data requirements 
regarding the use of GIS in factory location planning. 
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2. State of the Art 

In this chapter, the basics of factory location planning are explained, including location factors and their 
subdivision, influencing factors in location planning, current considerations on the use of GIS in location 
planning and challenges in implementation. 

2.1 Factory Location Planning 

How exactly a location is selected usually depends on the production strategy as well as the reason for and 
scope of the planned relocation. Figure 1 shows how external and internal factors influence decisions 
regarding a factory location. Internal weaknesses can create certain motives for changing a location and 
perhaps influence strategic goals. The figure shows an example of a company having high production costs 
leading to the motive of cost reduction that can ultimately conclude in aiming for cost leadership in a market 
due to new circumstances and possibilities deriving from a new factory location. 

 

 
Figure 1: Internal and external influence on location planning 
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The planning case's complexity depends, particularly on the company environment [4]: A broadly defined 
product and process scope with comparatively little networking to other locations and suppliers prevails as 
a framework condition. Such a planning case occurs especially in smaller or medium-sized companies with 
few locations, customers and suppliers. Location planning can be triggered by an intended cost reduction 
combined with market development. If companies (often corporate groups) are active in a more significant 
number of business areas, the complexity of the planning case increases. This is especially true if the target 
markets and products have little overlap. The most complex initial situation exists for companies with a 
range of deeply structured series products (e.g. in the automotive industry) that have to take into account a 
globally distributed production network with different preliminary or intermediate products in their location 
planning. Of particular importance here are flows of goods that affect not only the company's internal supply 
chains but also its relationships with suppliers. Due to the diverse interactions, this type of relocation must 
consider a constant adjustment of the entire production network from the point of view of total costs [1]. 

The planning initiative for a location usually derives from the company management and can have various 
causes [8]. The exact procedure for selecting a location is influenced, on the one hand, by the production 
strategy and, on the other hand, by the cause and the scope of the planned change [1]. A location can have 
different location qualities depending on the various products, the desired processes and the production 
requirements of the companies [4]. In all cases, the location selection takes place under consideration of 
profitable market, production and sales conditions, and optimal location position and conditions in the global 
economic area [8]. Different location factors taken together define the attractiveness of a location. There are 
quantitative and qualitative location factors, which should be assessed or forecasted over at least five years, 
as companies plan to commit to a location in the long term [1]. Analytical decision models can measure 
quantitative factors, while qualitative ones are estimated subjectively or heuristically [3]. In location 
planning, a distinction can be made between qualitative and quantitative methods. Quantitative methods are 
often optimisation models. In continuous models, an infinite number of locations are analysed concerning 
an optimal objective function value, while discrete models use a finite number. One of the most studied 
problems in this framework is the minimisation of transport times or costs. A consideration of qualitative 
location factors characterises the qualitatively based methods. 

The increasing complexity of the economy and an increasing focus on the consideration of qualitative "soft" 
location factors has led to planning approaches using comprehensive location factor catalogues. Soft factors 
include regional network relationships, cultural proximity or the level of education at a location [3]. In the 
process, soft factors are transferred into maturity levels to establish comparability. Location factor 
catalogues, some very long, often mix location factors on a regional and global level, so a clear distinction 
is often not recognisable. Moreover, the exact contents of the location factors addressed are not specified 
[9,5,3]. It is important to note that the more complex planning cases occur particularly in large companies, 
which usually have their own departments or the necessary financial resources to advise on location 
planning. Smaller companies, on the other hand, often do not have either of these to a sufficient extent but 
are also less dependent on a complex network structure in their decision-making. 

2.2 Current Approaches in Factory Location Planning Using GIS 

Various generic process models describe the tasks of corporate location planning. Most of these models 
focus on global location decisions for implementing internationalisation strategies [10,3,11]. At the Institute 
for Production Management, Technology and Machine Tools at the Technical University of Darmstadt, a 
procedure was developed in cooperation with the management consultancy McKinsey & Company. 
Decisions have to be made on higher decision levels before a location selection can be made on lower 
decision levels [4]. Using such an approach, location planning can be divided into three decision-making 
levels [1]. First, a decision for a country is made at the global level. Then, a region within that country is 
selected at the regional level, and finally, at the local level, an estate decision is made. Before deciding, the 
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company must clearly define the site requirements, as the requirements and the site conditions determine the 
site's quality [12]. 

Following the approach of narrowing down a location decision, SCHUH ET AL. have developed a system that 
accompanies and improves location planning in four steps through the use of GIS. The first step of the 
approach is analysing the industry with its dynamics and competition. In the second step, regional and 
location factors are analysed. The consideration of variables at the different geographical hierarchy levels 
for the analysis is described as case-specific and dependent on data availability. The third step compares 
potential locations using an objective value function method. The location factors are to be weighted case-
specifically, e.g. by pairwise comparison. In the fourth and final step of the method, a sensitivity analysis 
should ensure robust decision-making. SCHUH ET AL. describe that the weighting of the evaluation 
dimensions in the described methodology is the only decision to be made subjectively by the management. 
All other steps in the site selection process are based on quantitative data [2]. 

2.3 Challenges 

The approach of SCHUH ET AL. offers a good starting point for implementing GIS in factory location 
planning. The assessment dimensions, according to SCHUH ET AL., provide an appropriate framework [2]. 
However, for targeted application, expert knowledge is necessary both concerning the use of GIS and 
especially concerning one's own requirements for site planning. For small and medium-sized enterprises, in 
particular, the dimensions need to be broken down into case-specific criteria to support companies in the 
decision-making process. Especially small and medium-sized enterprises often lack the technical 
competence or financial strength to seek third-party support. Past research projects at the Institute of 
Production Systems and Logistics have shown that small or relatively young companies, in particular, firstly 
have difficulties translating their corporate goals into location requirements and, secondly, have no 
experience in translating location requirements into concrete location factors or even indicators. A 
methodology is therefore needed that considers a "translation" of the company's current requirement profile, 
its strategic orientation and, to a certain extent, its environment with few input parameters. To be able to 
carry out a data-based evaluation, however, it is necessary to convert soft factors into measurable criteria 
especially. An approach to location planning with the help of GIS should, therefore, also support companies 
in deriving their individual requirements for a location in order to enable a data-based assessment of location 
in the first place. 

3. GIS in Factory Location Planning 

This chapter introduces GIS in Factory Planning from a perspective of system theory, described under 
information processing. After this theoretical introduction, the premises and data requirements are then 
explained. 

3.1 Information Processing 

Looking at an application-oriented GIS method for site planning from the perspective of systems theory, an 
end user should, if possible, only have to come into contact with the functional concept of the system. Figure 
2 shows the three concepts of the system theory. 
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Figure 2: Different concepts of systems theory 

According to ROPOHL, a system can be examined from three different perspectives. The functional concept 
comprises those properties of a system that can be perceived from the outside [13]. The focus of this concept 
lies on input and output variables (or, in short, inputs and outputs) [14]. Furthermore, states are considered 
that provide information about the status and situation of the system. This system concept can be explained 
in the following example. A person without technical expertise expects an output of a technical device 
(system) when pressing a button (input). The functional concept focuses on the behaviour of the system 
environment. This concept sets the frame for what the end user should be confronted with if he lacks expert 
knowledge of the system. The system's interior is not considered in detail [13]. 

In the structural concept, the system is viewed holistically as a set of elements that are related to each other 
via relations [13]. A vital point of this approach is not to see a system as the sum of its components but to 
consider their relationships in equal measure [14]. An element cannot be understood in isolation, but only in 
the context of the entire system. In addition, the specifics of the elements are taken into account, which 
determine how well elements can be integrated into a system, determining the 'integral quality' [13]. 

In the hierarchical concept, the system is divided into smaller systems called subsystems [14]. The totality 
in the form of the system considered initially is placed into a more comprehensive system which provides a 
context and constitutes a supersystem. A subsystem provides detailed explanations of the system, while the 
supersystem shows the meaning of the system [13]. 

Transferred to an application-oriented methodology for the use of GIS in location planning, this means that 
a user can generate an output (location recommendations) via the input of clearly defined input parameters 
(location factors and indicators on the competitive situation and strategic orientation) (functional concept). 
The locations themselves would be identified based on the different observation levels from global to local 
(hierarchical concept). A translation of the input factors into a data structure usable by GIS would be 
generated and analysed by looking at different specifications or levels of maturity (structural concept). 

3.2 Premises and data requirements 

A manufacturing company's competitiveness and economic success depend significantly on the location 
decision. Since the location selection is based on the available data when using GIS for location planning, 
even more attention must be paid to the availability of reliable data when using GIS compared to classic 
heuristic methods. The information quality of the data used concerning requirements and location profile 
can thus indirectly influence the success of the company. The quality of data can be ensured by different 
models, e.g. by considering the 15 dimensions of information quality (IQ) according to WANG ET AL. [15]. 
These dimensions can help to define requirements for the quality of the data to be used. They are divided 
into the categories of intrinsic data quality, contextual data quality, representational data quality and 
accessibility data quality. Some of the dimensions of information quality are interdependent. For example, 
both the objectivity and credibility (or reputation) of a data set can be violated if it is not fully available. In 
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international location planning, it is crucial to remember that institutions and governments repeatedly 
withhold or change information [16]. A deeper examination of the data sources is therefore necessary, 
especially if the user only considers the functional concept of the system. 

To make soft location factors measurable, transforming them into data that can be used for GIS is necessary. 
For this purpose, location factors can be broken down into indicators which, taken together, allow a statement 
to be made about the characteristics of a location factor, e.g. in the form of a maturity level. To use indicators, 
a theoretical investigation of the subject area must be carried out, e.g. through literature in the context of the 
location factors. The interdependencies must then be checked and validated. To be able to guarantee 
functionality, data sources must be identified, and their contents analysed based on the dimensions of 
information quality. Data sets that do not meet the 15 IQ criteria are not used for analysis and maturity level 
determination. In the case of incomplete data sets or a future-oriented assessment of indicators, the approach 
might be extended by methods such as kriging or the support of artificial intelligence. 

The transport infrastructure can be mentioned as an example for translating a location factor into indicators. 
At the regional level, this factor can be broken down to different modes of transport such as ships, 
commercial vehicles, aircraft or rail [4]. A consideration of the infrastructure for different means of transport 
does not appear helpful at the global level. Consequently, the assessment of transport infrastructure should 
be done on a superordinate level due to the regionally different characteristics. Various indicators can be 
determined in the evaluation of the transport infrastructure. For example, the "Road Connectivity Index" can 
describe the road network. This index measures the average speed and straightness of a route, considering 
the ten or more largest cities, which together contain at least 15% of the country's total population. Greater 
speed and direct connections between economic centres correspond to a better-developed road network. The 
existing railway kilometres per 1000 km² can be considered to describe the rail network. A higher value 
implies a better-developed rail infrastructure. The calculation is made using the existing railway kilometres 
and the country's total area [17]. Figure 3 shows the visualisation of the road and rail network for India, 
representing the infrastructure on a course level and information about accidents across the country. 

 
Figure 3: GIS - Visualisation of road and rail network in India 

The data about accidents can give a first hint at the reliability of different areas and connecting routes. 
Countries with sufficient infrastructure in relevant aspects can be further analysed regarding the actual 
conditions at the regional level. As described above, this analysis should be carried out with only input 
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decisions by the user, making it superfluous for him to understand the hierarchic concept of location planning 
or the structural concept of influencing indicators on the different levels of observation. 

4. Summary and Outlook 

This paper showed to what extent GIS can support location planning and why an application-oriented 
approach is needed, especially for small and medium-sized enterprises. For this purpose, requirements for 
the structure of such an approach were presented from a system-theoretical point of view, and conditions for 
transforming input factors into location factors and indicators were discussed. In future studies, it will be 
necessary to concretise the matters presented and to transfer them into a system for use in an overall design. 
For the determination of indicators, it can be assumed that there are different demands on the contents of the 
location factors between the economic sectors. An application-oriented approach to location planning with 
GIS should therefore enable a sector-specific and company-specific evaluation of the location factors and 
associated indicators, taking into account appropriate input parameters. These can, in turn, be validated via 
empirical studies. 
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Abstract 

As an interdisciplinary task, factory planning represents a key factor for logistics, supply chain and 
ultimately, the economic success of companies in the manufacturing sector. In factory planning projects, the 
focus is on the early planning phase, where costs and the associated misinvestments can still be significantly 
influenced. The challenge lies in the early valid dimensioning of the planned factory despite fuzzy data to 
provide decision-making support regarding the investment costs. In this context, this article presents the 
development of a digital service and planning tool based on a scientific procedure model. For this purpose, 
the research needs are first derived, reference is made to a scientific procedure model and the requirements 
analysis for the tool is presented. The tool developed on this basis aims to dimension and economically 
assess planned factories at an early planning stage. In this way, decision-makers in companies will be 
provided with data-based results to make future-oriented decisions between different project scenarios. 

Keywords 

Digital planning tool; factory planning; dimensioning; investment cost calculation; feasibility study; early 
planning phase; uncertainty 

1. Introduction and need for research 

In the course of increasing customer requirements and the rising number of product variants, the need for 
planning production systems is constantly growing. Factory planning as a critical factor for the economic 
success of companies is thus becoming an interdisciplinary and permanent task [1]. The planning object can 
range from the re-planning of individual operating resources to entirely new plants. The effects of the 
planning decisions have a significant impact on the future cost structure and, thus, on the economic efficiency 
of the production systems [2,3]. To systematise the various planning activities and make the complexity of 
the planning process manageable, multiple approaches have been summarised in VDI Guideline 5200 [4]. 
The basic understanding of the classic factory planning process provides for sequential planning phases that 
lead successively from “rough to fine” to a detailed result. The approach of synergetic factory planning 
significantly contributed to the VDI 5200 procedure, which is widely recognised in practice. Synergetic 
factory planning combines production planning with a focus on the design of technological and logistical 
processes from a process perspective and object planning with a focus on interior and exterior design from 
a spatial perspective [3].  

Overall, factory planning projects, especially new and expansion planning, represent a significant challenge 
due to the long life cycle and high investments [2,5]. Statistical evaluations show that cost targets of factory 
planning projects are missed in more than 70% of cases [6]. In particular, the early planning phase plays an 
important role in this context. In the early stage of factory planning projects, on the one hand, the project´s 
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scope and, thus also, the associated costs are determined [2,5]. On the other hand, the early planning phase 
is fraught with uncertainty, and reliable information and data are often not yet available [7]. Figure 1 
underlines this conflict. Although it is difficult to estimate costs in the early planning phase due to the lack 
of information, it is essential to avoid misinvestments. Only in this early planning phase can costs be 
influenced with sufficient flexibility. Often a project cannot even be started without a budget estimate. 
Conversely, costs cannot be estimated if the project has not yet started. For this complex problem, a solution 
needs to be found.  

 
Figure 1: Cost incurrence vs cost influence - own figure based on CHOU and ZEHBOLD [8,9] 

Previous work [10–12] has shown that for example feasibility studies in an early planning phase and digital 
planning tools for dimensioning and investment cost calculation can help address this problem. Furthermore, 
as previous literature research has shown, some approaches already exist in this area. Still, they do not 
sufficiently represent the early phase, uncertainties and the calculation of dimensioning variables (personnel, 
operating resources and area) for estimating investment costs [12]. Therefore, this paper presents a digital 
planning tool that can serve as decision support for the investment cost estimation of planned factories in an 
early planning stage.  

2. Procedure model 

In previous work, a model has already been developed that outlines the scientific and practical procedure for 
estimating costs in an early planning phase before detailed planning starts (see Figure 2). For this purpose, 
planning information and planning tasks are first derived in a three-stage model. This is done in the course 
of a module model, which defines input and output parameters in individual planning modules. In the second 
step, calculation options are derived for the three main dimensioning variables: operating resources, 
personnel and area. Since sufficient information is not always available in the early planning phase, relevant 
surcharge, cost and uncertainty factors are identified in the third step. The procedure should consider both 
the process perspective from production planning and the spatial perspective from architectural planning and 
thus underline the importance of synergetic factory planning [12]. 
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Figure 2: Procedure Model [12]  

This procedure model creates the structural framework for standardised dimensioning of the factory to be 
planned with a small amount of information in an early planning phase and to be able to make monetary 
estimates on this basis. In order to develop a digital planning tool based on this procedure model various 
framework requirements were identified. These include the analysis of the early phase of factory planning, 
the consideration of uncertainties, the calculation of dimensioning variables and the derivation of the final 
investment costs [12]. 

3. Requirement analysis for digital planning tool 

Digital planning tools in the context of the digital factory can achieve significant quantifiable advantages in 
planning factories. The main effects are the avoidance of planning errors, the reduction of planning time and 
the increase in planning quality [13,14]. Building Information Modeling (BIM for short) has also established 
itself as a cooperative approach to digital building modelling in the interdisciplinary planning environment, 
especially in the construction sector [15], but also successively in factory planning [16,17]. A few approaches 
and software solutions for building planning already exist [18,19] but are lacking in considering the process 
perspective. Final decisions in the context of dimensioning and calculation must still often be estimated by 
expert opinions [20]. However, this project aims to enable a software-supported decision-making basis for 
project managers with minimal effort. The overall requirements are, therefore, already derived from the 
project objective: 

1. Functionality: The digital planning tool should be able to estimate investment costs despite 
uncertain data in the early phase. 

2. Usability: Users should be able to use the tool with as little prior knowledge as possible. 
3. General applicability: The tool should be applicable across all sectors without significant 

limitations. 

To practically detail these overall requirements, a requirements analysis of the digital planning tool was first 
carried out according to a standardised procedure [21] to ensure that the system fulfils the intended 
functionality (see Figure 3). Inadequate requirements significantly influence software development and 
cannot be compensated for in later planning phases [22]. In general, a distinction is made between two types 
of requirements, functional and non-functional. Functional requirements define the functions, data and 
behaviour of the system [21], whereas non-functional requirements refer to the quality requirements such as 
reliability or availability of the system [23].  
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Figure 3: Requirements analysis according to RUPP [21] 

By the procedure of a requirements analysis [21], the system context was first defined, the central goals 
identified, and sources of requirements determined. With this procedure, requirements could be derived and 
prioritised. Figure 4 shows an exemplary excerpt from the final requirements catalogue with clustered and 
prioritised requirements in personnel, organisation and operating resources. 

 
Figure 4: Excerpt from requirements catalogue 

A simple data import, a fast calculation and an intuitive user interface were derived as central non-functional 
requirements. Furthermore, low-effort maintainability and optimisation should be ensured. 

4. Development and use of the digital planning tool 

The derived requirements (see chapter 3) now provide the basis for the software development and thus the 
selection of the development framework. The detailed procedure for developing the planning tool has been 
presented in previous work [10] and is not further discussed in this paper. 

The programming language VBA (Visual Basic for Applications) was used for development. A key 
advantage of this programming language is its widespread use, which facilitates the further advancement 
and maintenance of the software. With the Windows Presentation Foundation (WPF), a user interface 
framework and part of the .Net platform from Microsoft was used. WPF uses the XAML markup, which 
defines application windows displayed to the user across the screen. The main advantage of an easy-to-use 
desktop application is the local execution of the programme, which is not dependent on web access. The 
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speed of requests and calculation operations is also not limited by the internet connection. Data is stored and 
processed locally, so there are usually no additional requirements for data encryption [24]. The relational 
database system SQLite is used as the database, which was specially designed for use in embedded systems 
and fulfilled the software requirements [25]. The database can be stored as a local file and thus easily backed 
up or shared [26]. A standardised template in Excel format was developed to import ERP data (Enterprise 
Resource Planning data) into the database and application. For this purpose, the user has to provide and 
import the data in a predefined order. For the entire development, the integrated development environment 
Visual Studio was used, in which coding, debugging, compiling and the final deployment of the application 
is fully integrated. 

In the following, the iteratively developed planning tool is presented, and its functionality is explained. The 
tool is used in seven simplified steps, as shown in Figure 5. As a first step, the data has to be imported. 
Templates are available to facilitate and standardise data import into the tool. The user downloads these and 
fills them with his machine data, bill of material, feedback data, etc. The data is then imported into the tool. 
After checking the correct entry of the data, the filled template can be imported and overwrites the previous 
data.  

 
Figure 5: Tool use in seven steps 

In a second step, forecasts of unit and production growth can be made. The user can decide which year is to 
be used as the basis for the calculation and define the start and end dates of the forecast period. Furthermore, 
an indication of the expected growth rates is necessary. In the third step, the production areas are 
dimensioned. In addition to the machine data already available, the user enters working time data. By 
comparing the capacity provided by the machines with the capacity demanded by the working hours, the 
software tool can derive the demand for machines and personnel and calculate the corresponding areas. The 
user can decide whether the substitute area method or the functional area calculation [2] should be used. The 
individual surcharge factors, e.g. maintenance and operation, are automatically added to the basic machine 
areas of the workplace directive [27]. Path areas are also considered with the help of a surcharge factor, 
which was determined as a practical value from numerous past projects. Depending on the favoured means 
of transportation, 25-30% is added to the production area [3]. At any time, the user has the option to overwrite 
calculated values with their empirical values and safety margins. In the fourth step, the required warehouse 
areas are dimensioned. The starting point for this is, among other things, the storage carriers, their 
dimensions and their number. Furthermore, an indication of the temporal range of the warehouse stocks is 
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necessary. The user can make entries in the form of operating hours and days or as a proportion of the annual 
production. The digital planning tool calculates a warehouse area requirement based on a 6m x 6m warehouse 
module, to which additional area and safety factors can be applied. In the fifth step, the so-called secondary 
areas are dimensioned. It must be considered that in addition to production and warehouse, areas must also 
be provided for indirect functions. These are subdivided into the categories of functional areas (e.g. quality 
assurance, laboratories or shop floor management areas), social and office areas (e.g. break rooms, canteens 
or customer centres), and sanitary areas (e.g. changing and sanitary rooms or first aid).The main scaling 
parameter for this is the number of employees per shift. For standard values defined in the workplace 
guideline, the secondary area is calculated automatically using the determined number of employees ([28]), 
which can, however, be overwritten by the user with own specifications. In all three categories, additional 
project-specific areas can also be added. In the sixth step, the space requirements for production, 
warehousing and secondary areas determined in the previous steps are summarised and monetarily assessed. 
This assessment can be made either based on the areas (€/m²) or the room volumes (€/m³), for which 
additional height information must be provided. The cost factors that lead from the dimensioned area to the 
costs are based on comparative projects in the construction fee schedule [29], but the user can also adjust. 
The possibility of adjustment has proven useful insofar as, depending on the process area (production, 
warehouse, etc.), different requirements are demanded by the area or space (load-bearing capacity, clean 
room, etc.). A two-storied hall, for example, also requires higher cost factors per m² due to the necessary 
massive supporting structure. By adding up the individual items, the costs of the entire planned factory can 
thus be determined. At this point, safety factors and surcharges for the technical building equipment and 
construction areas can again be included. In the seventh step, the results are summarised and available for 
download in an Excel report. In this way, all entered parameters and results are documented. This also 
enables the area and costs of different scenarios to be compared based on other input parameters, such as 
forecast change. 

Figure 6 shows an exemplary section of the tool from the sixth step, in which the individual area requirements 
are summarised and monetarily evaluated according to different requirements in their functions. According 
to step 7, a report can be generated now that presents the total area and costs. 

 
Figure 6: Excerpt from planning tool in step 6 

5. Limitations and need for further development 

With the result of the planning tool, the user is provided with the investment costs of the planned factory 
construction based on the process-side input factors with comparatively little effort. In addition to the 
numerous advantages of the planning tool for decision support in the early planning phase, some limitations 
must be addressed. Despite the software support, early cost estimation can still be time-consuming in some 
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cases. Data and information must be collected and prepared before they can be processed as templates in the 
software tool. This data collection effort can be even greater, especially in new planning projects, when 
specific information and processes are not yet known. In this case, reference processes must be developed 
first, which can be fraught with uncertainty. The static template affects the flexibility of the implementation. 
To adapt the template, it is first necessary to analyse different data sets and validate and adjust the tool 
accordingly. Furthermore, the complex warehouse calculation needs to be revised, and different warehouse 
types must be integrated as a selection option. In addition, there is a need for further development in the 
integration of various target fields of factory planning (changeability, sustainability, etc.). The prioritisation 
of specific target fields could also have area-related or economic effects. For example, growth areas would 
directly impact area and area-related costs. A process-related enlargement of the column grid would have 
cost-related influences in the form of a more massive supporting structure. Another general limitation of the 
tool is the one-sided consideration of investment costs. Particularly with regard to energy consumption and 
costs, a parallel scenario-based assessment of the associated operating costs can be identified as a central 
need for further development. Integrating the operating costs could enable holistic decision support in the 
context of a total cost of ownership assessment. A system administration concept was developed to ensure 
the tool’s ongoing usability regarding technology and content and to identify the need for further 
development. 

6. Conclusion and outlook 

New planning and expansion planning, in particular, represent capital-intensive factory planning cases and 
thus significantly influence companies' profitability. In a turbulent market environment, there is a lack of 
suitable approaches that can reliably estimate planned projects in monetary terms despite high uncertainty. 
Costs can only be influenced sufficiently in the early planning phase. The planning tool developed in a 
cooperative approach between science and industry and presented in this paper is intended to provide a 
solution to this problem. The tool enables the user to estimate investment costs for planned factories based 
on process-side input factors with comparatively little effort and thus provides a decision-making aid for 
project planning. The prototype developed meets the requirements derived, but still needs further 
development that has identified. In addition to the general validation of the tool, the focus is on the integration 
of operating costs. The operating costs, along with the investment costs over the entire life cycle, determine 
the economic efficiency of a factory, particularly from a sustainability perspective. Only a combined 
consideration of investment and operating costs in the context of a total cost of ownership analysis can also 
provide holistic decision support. Investments and operating costs have to be considered from both a space 
and a process perspective. This identified need for research should be addressed in future research projects. 
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Abstract 

The sustainable teaching of quality methods in the sense of Lean Management and Six Sigma through 
assistance systems, such as Virtual Reality (VR) glasses, represents a new and growing aspect of continuing 
education programs. The development and usage of virtual learning environments offers the chance to 
deepen the theoretical prior knowledge through interactive learning possibilities. In this way, existing 
learning concepts are supplemented with virtual teaching content. Complex or difficult to present learning 
settings can be mapped virtually without high material consumption or costs. This paper presents the state 
of the art with respect to teaching quality methods with VR. An integration in the Assisted Reality 
Implementation Model is made. Subsequently, the requirements for a virtual learning environment based on 
a real business game are determined. The approach and implementation are explained using the example of 
the PDCA quality method. PDCA is an iterative design and management method used in business for the 
control and continual improvement of processes and products. First results of the exploration tests from the 
questionnaires are presented. Based on this, improvements are derived, and next steps are defined.  

 

Keywords 

Lean Management; Virtual Reality; Knowledge enhancement; PDCA method; Six Sigma 

1. Introduction 

Due to the Corona pandemic, face-to-face teaching had to be converted to various online formats in a short 
period of time. This not only had an impact on (higher) education, but workshops or training offers in 
learning and research factories also had to find new learning formats [1]. While the impact for theoretical 
knowledge transfer through video formats has been minor, the impact for practical exercises has been more 
severe. For the implementation of these practical exercises, different approaches are available as so-called 
digital laboratories, e. g. remote, digital live or full virtual laboratories [2]. In this context, Virtual Reality 
(VR) glasses and their versatile applications can provide great advantages for the fully virtual laboratories. 
Despite a high interest in this technology, also in the engineering field, the implementations in teaching are 
still under development [3]. At the same time, this technology is suitable for knowledge transfer [4] due to 
its multiple applications in diverse industries and value streams simultaneously [5, 6], location-independent 
experiences can be gained in different levels and user-specific difficulty levels. In addition, VR technology, 
through hands-on applications, supports knowledge transfer supported by the memory of "learning-by-
doing" [7]. In general, positive effects can be observed from game-based teaching [8], which also can be 
used for the realization of the virtual learning environment (VLE) or represent a sub-goal.  
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Quality methods are important basic elements in industry and science to achieve progress. The teaching of 
these methods is based on traditional teaching formats, such as lectures and talks. In addition, practical 
business games are used to illustrate the relationship between theory and practice. These business games 
take place in presence, hybrid or digital, rarely in the purely virtual world. For the location-independent 
training of these methods in interactive, virtual worlds, only a few practical applications, especially with VR 
glasses, are currently available [9]. 

2. State of the art of teaching quality methods with VR 

Quality methods such as those taught in the fields of Lean Management and Six Sigma represent 
opportunities for e. g. process optimization. In practice, these methods have been successfully applied for 
decades and make an enormous contribution to increasing corporate efficiency and effectiveness. To apply 
such practice-oriented methods requires practice, for which VR applications can provide assistance [10]. 
The learner within VR can not only practice and try out what he/she has learned, but can also make mistakes 
that may lead to high costs or additional effort in problem solving in reality [2]. Despite several ongoing and 
already completed research projects, extensive VR applications for training purposes of quality methods 
have marginally found their way into practise [9]. Further research has revealed that exemplary applications 
exist in training first responder unit leaders (fire department), where the application of the PDCA (Plan, Do, 
Check, Act) method is intended to assist in decision making in complex response scenarios. However, so far 
only the realization of the Plan and Do phases has been reported [11]. Thus, the application potentials of the 
technology have not yet been exhausted. For this reason, the possibilities of conceptual application of VR in 
the context of Lean Management and Six Sigma will be considered in more detail.  

Likewise, no standardized approach to the creation of virtual learning environments has been discernible 
during the extensive research work. This lack of a standardized framework for implementation leads to the 
fact that current VR learning environments are found in a confusing variety of isolated applications and 
different implementation premises, such as visual design or even teaching methodology. Systematic concepts 
for the integration into existing educational processes, system architectures and media concepts are missing 
here. Furthermore, there are no requirements for the design of VR learning environments and studies to 
assess its learning effects. Likewise, the organization of these teaching methods into institutional learning 
concepts is undeveloped [12]. For this reason, the possibilities of conceptual application of VR in the context 
of Lean Management and Six Sigma are considered in more detail. The development of a holistic approach 
to the creation and validation of VR learning environments for quality methods is necessary and considered 
useful. This should provide orientation for the creation of teaching units with virtual learning environments 
and show answers and possibilities whether and which quality methods from the field of Lean Management 
and Six Sigma can be implemented in VR in a meaningful way. Out of this necessity, the model of 
implementation for reality-based assistance systems (=Assisted Reality Implementation Model - ARIM) for 
the selection of Lean Management and Six Sigma quality methods was developed [9]. This represents a 
unified approach to create virtual learning environments as standardized and efficient as possible. ARIM is 
suitable for teaching quality methods interactively using augmented and virtual reality learning 
environments. Furthermore, ARIM enables meaningful guidance for the implementation of virtual learning 
environments, as well as subsequent validation. ARIM can be divided into 3 main phases, specifically 1 
Potential Analysis, 2 Design and 3 Validation with respective sub-steps. Further information can be found 
in Figure 1. 
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Figure 1: ARIM- Assisted Reality Implementation Model 

This paper focuses on phase 2, the ARIM Design phase and the practical realization of the PDCA method. 
Section (A in 2 Design) includes the aspect of the VLE. For this, it deals with the instructional principles as 
well as the requirements for hardware, software, context of use, degree of realism, and interaction and 
navigation modes [13,14]. Another specific feature in content creation is the application of the evolutionary 
prototyping process [15], which will be validated by the exploration test.  

Through these special interaction possibilities, the goal is to create a high recall value, concomitantly to 
increase the knowledge transfer and to stimulate the knowledge deepening. For this purpose, the 
development of a holistic VLE for the deepening of knowledge of the PDCA method is considered useful. 
Thus, this learning environment can be used in the field of further education to train employees of a 
production company and to provide appropriate qualification measures regarding process improvements.  

3. From the real to the virtual PDCA – Catapult 

One opportunity for teaching statistical methods but also for training the PDCA method in presence is a 
wooden catapult simulation [16]. This is also the case in the research project WILLEN (see 
Acknowledgements), which is the starting point for the virtual realization. The effort to realize a virtual 
PDCA catapult creates the possibility to offer a flexible use of VLE, so that online and face-to-face teaching 
can be intelligently combined in the training program. This will be tested in the research project WILLEN 
for its applicability, completeness, and acceptance. The background to the creation of VR and AR training 
units is to combine, as far as possible, compressed face-to-face phases in a further education institute with 
teaching units that can be attended flexibly online from home. This should make it easier to reconcile further 
training, and thus also the qualification of individuals, with company and, for example, family circumstances. 
In concrete terms, the first two ARIM Analysis and Design phases are currently being applied. The goal is 
to test individual methods that support action-oriented learning and, if successful, to embed them in a holistic 
training program. For a first learning application with VR assistance systems, the research project will 
implement the PDCA method in conjunction with a virtual catapult, since this method shows an overlap 
between the areas of Six Sigma and Lean Management [9]. The implementation is aimed with the help of 
standalone VR glasses, so that a self-sufficient use is guaranteed, which is also a result from phase 1 of the 
ARIM. This primarily realizes learning at one's own pace as well as learning by doing. 

For the concrete realization of the virtual catapult further assumptions were made: For the implementation 
of the prototype, the necessary theoretical input for the VLE is assumed. This prior theoretical knowledge is 
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made available to the participants through the platform moodle. Moodle is a learning management system 
that supports both blended learning and 100% online courses [17]. Due to the already existing theoretical 
input, an intensified examination of the VR technology is possible in the actual application. During the 
implementation of a virtual learning application, the aim is to design an intuitive interaction, so that it can 
be used by participants in everyday life without much additional effort. Questionnaires and interviews will 
then be used to determine whether this aspect is also perceived accordingly by the participants. This type of 
implementation is referred to as exploration testing. Due to the deliberate lack of theoretical input within the 
VLE, the element of an initial learning check is integrated, as the scenario cannot be solved without this 
prior knowledge. 

3.1 Virtual PDCA application in design 

For the intended implementation of the virtual PDCA method in the use of further education, the analogous 
business game is analysed in reality, i. e. here a deepening of the ARIM Design phase took place. To this 
end, the context of use is first understood and defined to determine the usage requirements for the PDCA 
method in the context of the catapult game. In the subsequent step, the requirements are determined taking 
into account the context of use. This is done with the help of the classical approach of the product 
development process [18]. The requirements are numbered with item number (Pos.) and are distinguished 
between demands (D), which are mandatory criteria, and wishes (W), which are optional criteria. With 
wishes, the effort to benefit must always be evaluated. As a result, a catalogue of requirements has been 
created, subdivided according to various aspects. A detailed explanation of the individual criteria is not 
provided here. An excerpt of the requirements for the implementation of the intended virtual PDCA method 
can be found in Table 1.  

Table 1: Requirement List 

Requirement List 
Pos. D/W Requirement - Name 
1  Catapult 
1.1 D At least:  four deflection positions  

  two fixing points 
  two ball cup positions 
  six stop points 
  one rubber band 
  one ball 

1.2 D Clamping angle information 
1.3 W Dismantlability of the catapult 
1.4 W Aging of the rubber belt 
1.5 W Influence of the rubber band tensioning time 
1.6 W Bouncing of the catapult after firing 
   

2  Lean Management, Six Sigma 
2.1 D Teaching of the PDCA cycle 
2.2 D Application of the PDCA cycle 
   

3  Virtual Reality / Programming 
3.1 D Implementation of the programming 
3.2 D Selection/use of hardware 
3.3 D Analyze and define advantages of VR 
3.4 W Investigate involvement of multiple people 
3.5 D Interactive design 
3.6 D Time limited to 20-25 minutes 
   

Legend: Pos. = Position, D = Demand, W = Wish 

The virtual realization was based on these requirements. For description purposes, the implementation is 
divided into three parts (A, B, C, see Figure 2). The VLE starts with a welcome message for the user and 
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additional instructions on how to carry out the training on a notice board (A, see Figure 2). At the same time, 
the goals of the learning environment are defined. Afterwards, the two-part active execution of the PDCA 
method takes place, which consists of an active experimental design and subsequent execution. The first step 
is to set up the experimental design on a blackboard according to the PDCA method (B, see Figure 2). For 
this purpose, signs with different tasks and a PDCA cycle are given on the board. These signs are to be 
assigned individually to the respective PDCA phase according to the theoretical knowledge of the users 
(drag-and-drop). After complete assignment, the users receive coloured feedback on their result and the 
possibility to correct corresponding errors. This preparatory activity supports the targeted implementation of 
the training and serves as a practical application of the PDCA cycle. This is followed by the practical 
application of the sequence created on the blackboard by the user (C, see Figure 2). For this purpose, a 
catapult is to be used to hit a movable container five times in succession. Three balls of different weights as 
well as different settings on the catapult itself are available as setting options. The last aspect includes the 
parameters clamping angle, stop rod, rubber band length as well as the position of the ball cup. The execution 
is supported by an automatic measurement of the target distance as well as a visual display of the flight line 
to take advantage of the VR. A second display panel shows the settings used with the result achieved. 

 
Figure 2: Representation of the virtual catapult and PDCA setting 

From the requirements catalogue of Table 1, only the demand requirements were fulfilled in the concept. 
The requirements for Lean Management, Six Sigma (Pos. 2) were integrated by the blackboard (Pos. 2.1) 
and the practical implementation at the catapult (Pos. 2.2). The Virtual Reality / Programming (Pos. 3) 
requirements were also integrated. In this category, the inclusion of several persons was investigated, but 
not implemented, since this is partly also contrary to the time-individual execution of the test persons. The 
wishes from the requirement catalogue were not fulfilled, which is justified in the following. The catapult 
(Pos. 1) contains the necessary components (Pos. 1.1) and the clamping angle information (Pos. 1.2). The 
dismantlability (Pos. 1.3) as well as the bouncing (Pos. 1.6) of the catapult after a shot have not been 
implemented, since this catapult, in contrast to a real catapult, does not have to be or is not mobile. Likewise, 
the aging of the rubber band (Pos. 1. 4) and an influence of the tensioning time of the rubber band (Pos. 1.5) 
have been neglected, since these do not show any significance in the virtual environment. 

For the validation, a two-part questionnaire was created. The first part is given to the users before entering 
the VLE and provides instructions on how to conduct the experiment. In addition, this collects demographic 
data, information about prior experience with VR, and knowledge level about the PDCA method. The second 
part is handed over after the virtual experience and is again separated into two sections. In the first section, 
the knowledge of the PDCA method and usability is recorded. The created questions are based on ISO 
9241/10 questionnaire [19] but are adapted to the task and supplemented by free text expression. The second 
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section covers the user experience. This section is based on the user experience questionnaire [20] but has 
been reduced by the category originality. In both sections, mainly the format of two bipolar word pairs on a 
seven-part, endpoint-based scale is applied. In this process, different word pairs are assigned to a category. 

3.2 Virtual PDCA application in practice 

In the first test run, the training of the PDCA method was now implemented with the help of a virtual catapult 
game. For the subsequent validation, the methods of thinking aloud and the semi-structured interview were 
chosen in addition to the previously explained questionnaires. Six persons took part in the validation for the 
exploration test, consisting of mechanical engineering students who thus overlap with the main target group 
of the training due to their theoretical prior knowledge in the field of lean management. The implementation 
took place in the Learning and Research Factory (LFF) of the Chair of Production Systems (LPS) at Ruhr 
University Bochum. Based on this, the participants were able to carry out the training in a VR replica of the 
LFF. The recognition value of the learning environment was positively evaluated by the participants. The 
participants first had the opportunity to familiarize themselves with the virtual mode of operation and then 
to try out the VLE without time restrictions. Afterwards they were asked to answer the developed 
questionnaire. For the first prototype, this evaluation was supplemented by a semi-structured interview. In 
this interview, questions were asked about the perception of the VR experience and conspicuities in the 
visual design. Likewise, the perception of the functionality of the catapult as well as the connection between 
the catapult and the PDCA method was queried. In addition, the interview allowed individual suggestions to 
be recorded and queries from the users to be clarified. The interviews and the thinking aloud also yielded 
suggestions for further optimizing the prototype used in a later revision. The results of the questionnaire after 
the test are shown in Figure 3.  

 
Figure 3: Results of the Questionnaires 

Figure 3 shows the results of the individual categories of the word pairs of the questionnaire. The height of 
the bar represents the mean, and the small lines represent the confidence interval in both directions. The 
scale values range from -3 to +3. Across all categories, there is a mean of at least 1.4 (error tolerance) to a 
maximum of 2.5 (stimulation), which can be considered positive. The confidence interval varies between 
0.22 (stimulation) and 0.98 (error tolerance). The large deviation of the error tolerance is due to no to few 
errors in the execution, so that the error tolerance did not appear. The stimulation and the high attractiveness 
underline the desire to use the VLE more often for other methods.  

In summary, all participating subjects successfully completed the VLE and did not have to take an unplanned 
break or abort. All subjects spent between 10 to 20 minutes in the VR. The application is scheduled for up 
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to 20-25 min, so the duration so far is within reasonable limits. The longer dwell time could be explained in 
the subsequent evaluation with the help of increased motivation and determination of the participants. In 
addition, the movement in the VR was evaluated as intuitive by the test persons. Furthermore, the VLE was 
perceived as motivating, entertaining and innovative, which is cited as the overall result of the exploration 
test. Based on the above results, minor improvements to the concept could already be implemented. 

4. Summary and outlook 

The training of quality methods with the help of VR glasses is a promising field of application, which has 
still received little attention in research, teaching and industry. Digital assistance systems for training 
purposes offer many advantages compared to classical classroom training, e. g. time independence of the 
training per participant. To address this emerging need for research, a test run for training the PDCA method 
was implemented and validated with a first group of test persons. Hereby, first important aspects of the 
design of virtual learning environments for VR assistance systems could be analysed. Furthermore, it became 
clear that there is a need for further research in this field, because, for example, the perception of the 
technology in the training has a significant influence on the experience and thus on the quality of the training. 
As a further step, the outstanding sub-steps of the ARIM, part A and B of the Design phase, are to be realized 
and tested. This means above all to work out the immersive technology acceptance model (A) for the 
evaluation as well as to carry out the assessment test. Subsequently, phase 3 of the validation will start.  
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Abstract 

Nowadays, production systems, and subsequently their automation and control procedures, become 
gradually more complex due to global competition and shortening product life cycles. To simplify the 
reconfiguration process for the worker, smart assistance systems are needed. The advantages of semantic 
technologies including ontologies, such as their graph structure and suitability for the use of optimization 
algorithms, illustrate their potential as the basis for a possible knowledge-based assistance solution. Against 
this background, the aim of this paper is to develop a concept for an ontology-based assistance system for 
control process reconfiguration that can consolidate existing product and process information and add expert 
knowledge to it. The focus is on the design of the ontology and the evaluation of possible SPARQL query-
based assistance functions. To evaluate the tool, it is implemented on a use case of robot-based adhesive 
application and two possible assistance functionalities of the system are presented.  

Keywords 

Assistance systems; Semantics; OBDA; Optimization; Control process reconfiguration  

1. Introduction 

Due to increasing global competition, companies are challenged to make their production flexible and 
adaptable. This leads to a steadily increasing complexity of production systems and thus their automation 
and control processes [1]. At the same time, control processes must be quickly configurable in order to be 
able to react to short product life cycles. Downtimes of a plant due to reconfigurations cause high costs: In 
assembly lines such as automotive assembly, the costs of one minute of line downtime for reactive 
maintenance can amount to up to 20,000 euros [2]. Shortening the reconfiguration time in complex 
automation processes thus offers immense cost-saving potential, the actual implementation of which in 
business reality represents a major challenge. 

Robot-based adhesive application in automotive body assembly represents one such control and automation 
process. In car body assembly, industrial robots are increasingly being used for gluing side panels, enabling 
flow operation in assembly. In the event of a functional change in the production process, such as the 
replacement of the adhesive to be used, all the given process interrelationships must be analysed again and 
reconfigured if necessary in order to ensure the quality of the bonded joint. Comprehensive data management 
systems that provide an overview of all the system parameters and control levers are often not available in 
companies, so that reconfiguration is based on experience [3]. Correct adjustment of the process parameters 
thus requires the user to have precise knowledge of the complex interrelationships between the process and 
bonding parameters and their effect on upstream and downstream process steps. This makes the search for 
solutions in the event of a process change more difficult and time-consuming. In order to master the 
complexity of process planning and configuration, a large number of user-supporting solutions exist in the 
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area of product lifecycle management (PLM). However, these neither have the functionality to generate 
solution and optimization proposals, nor do they map the existing expert knowledge with so-called empirical 
values about the system behaviour [4]. The advantages of semantic technologies including ontologies, such 
as their graph structure and suitability for the use of optimization algorithms, illustrate their potential as the 
basis of a knowledge-based assistance solution [5]. 

Against this background, the aim of this paper is to develop an ontology-based assistance system that can 
consolidate existing product and process information and add expert knowledge to it. For this purpose, 
production-related assistance tools are presented in Section 2, along with common database management 
systems and ontologies. Based on this, a concept of a semantically based assistance tool is presented in 
Section 3. Section 4 describes the present robot-based use case on an exemplary implementation is based on, 
described in Section 5. In Section 5, two exemplary functionalities of the assistance tool are illustrated: a 
search functionality for necessary process parameter adjustments in dependence of the used adhesive and a 
selection aid for the adhesive to be used based on existing system boundary conditions. The paper concludes 
with a summary and outlook on further work in the presented field of research.  

2. State of the art 

2.1 Production data management systems 

Data management systems and information models can be used to secure, manage and model data. In the 
production environment, database management systems (DBMS) and the Open Platform Communications 
Unified Architecture (OPC UA) are commonly used for this purpose .  

The DBMS represents a software system for creating and maintaining databases. This includes the creation 
and manipulation of databases, enabling logically structured storage and manipulation of data by users [6]. 
In the field of production technology, most commonly used database system is the relational DBS 
(RDBS) [7]. This is represented on the one hand by a database, which from a mathematical point of view is 
a table-based relational database model and on the other hand by the descriptive query and manipulation 
language Structured Query Language (SQL) as DBMS [8]. The object-relational database system (ORDBS) 
is a special form and further development of the RDBS and has gained acceptance in recent years due to its 
object-oriented approach [9]. The basic idea of the object-relational database system is to link object-oriented 
programming with the relational database approach. This in turn enables the modeling of complex 
relationships and the creation of a structure within the ORBDS. Nevertheless, due to insufficient relations, 
this kind of data modeling is not sufficient to create a higher-level and universal schema for derivable 
knowledge [10].  

An alternative option to data modeling in production systems is information modeling using OPC UA 
standards. Information modelling with OPC UA offers the possibility to semantically model versatile data 
relationships in a uniform way, especially with the help of the so-called Companion Specifications. 
Nevertheless, due to the lack of interfaces for browsing and deriving knowledge from information models, 
this technology is insufficient for modeling a coherent knowledge base of a consolidating assistance system 
[3]. 

2.2 Semantic technologies in production 

To model a knowledge base in the production environment, data needs to be extended by means of semantics 
[11].  Following the Semantic Web rules, the data can be interpreted by a machine [12]. In this context, 
interpretability for machines means that data is linked to other data by means of relationships, thus generating 
an explicit knowledge base. This can be processed by machines as well as made accessible to humans. For 
semantic enrichment of data, the Resource Description Framework (RDF) is used as a standardized syntax 
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and core technology. Since a uniform and declarative structure in RDF was missing, the RDF Schema 
(RDFS) was introduced. These technologies enable semantic modeling of contexts. When merging many so-
called RDF and RDFS statements, the resulting graph has to be made readable to the machine. This happens 
by means of different serializations, which specify the data format and thus the syntaxes [13]. The respective 
syntax can be used for the Ontology Web Language (OWL) as data format and represents the essential OWL 
ontology. OWL enables the complex modeling of relations with additional features like cardinalities or 
inverse relations [11]. Thus, ontologies using OWL create a suitable data modeling for complex relations 
and enable the intelligent derivation of knowledge. Furthermore, suitable modeling allows flexible 
adaptation and transferability to other data models. However, initial modeling is associated with high effort. 
To address this problem and ensure reusability, modelling should be based on existing approaches. In the 
following, some chosen upper ontologies are presented, which can be designed as a transferable knowledge 
base and adapted for diverse production systems, thanks to their basis structure. 

The Suggested Upper Merged Ontology (SUMO) is an ontology aggregated from a set of Upper Ontologies 
and serves as a standard document for the further development of specific ontologies [14]. Among other 
things, SUMO serves as the foundation for the Robotics and Automation Ontology Core Ontology for 
Robotics and Automation (CORA) as well as the Position Ontology (POS) [15]. The SUMO ontology can 
also be used as a base to integrate other previously non-standard ontologies. 

The usage domain of the Core Ontology for Robotics and Automation (CORA) is the integration of robot-
specific applications and was created by an aggregation of already standardized and non-licensed ontologies 
for robotics and automation into one [16]. By incorporating CORA, an ontology for robotics-based and 
automated production processes can be developed. This Upper Ontology extends SUMO and creates a basic 
architecture for robot-based systems.  

To be able to model information regarding trajectories and coordinate points, SUMO and CORA are 
extended by POS (Position) Ontology. The POS ontology is on the same ontological level as CORA and can 
represent the position of robots in qualitative or quantitative orientation [15].  

Temporal processes are not able to be modeled with the SUMO, CORA, and POS approaches. For this 
purpose, the OWL Time Ontology (TIME) is considered. The TIME ontology represents a recommended 
W3C candidate for standardization and is used for describing and ordering temporal relations between 
temporal instances and intervals. Different time formats as well as durations can be implemented with this 
approach. Moreover, the temporal consideration of resources (URI) can proceed both time-relative and 
absolutely [17].  

In addition, Ontology-Based Data Access (OBDA)  approaches are increasingly being used in production 
engineering. The goal of the OBDA strategy is to give users the ability to directly query data that is dispersed 
over numerous distributed sources, such relational databases. The mapping layer of an OBDA system 
converts user questions from a familiar ontology vocabulary into the vocabulary of the underlying data 
sources, and then transfers responsibility for query evaluation to the data source's appropriate query 
answering system [18]. 

2.3 Assistance tools for control process reconfiguration 

A current approach to reducing the complexity of reconfiguration processes in production is the use of 
Decision Support Systems (DSS) for the worker. This is achieved by deriving and displaying information 
from a knowledge base. In the industrial environment, applications such as Mechatronic Concept Designer 
and Tecnomatix from Siemens are commonly used. The Mechatronic Concept Designer can accelerate 
constructive processes by means of simulation as well as by representing information about robot control 
parameters. However, it is not currently possible to derive a recommendation for action here. The system 
serves to visualize interrelationships to offer the user the possibility to design processes already during 
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development and thus, for example, to determine process sequences [19]. Tecnomatix offers similar 
functions and was designed for factory planning applications. Process sequences can be simulated with the 
tool to see the process result of some pre-set parameters. Through extensions in the application, simulative 
movements can be implemented and thus a plausibility check can be performed. Also in this case, however, 
no fully automatic recommended action can be derived for the end user [20]. 

Recognizing the lack of derivation of a recommended action in the industrial environment, research created 
a system based on Bayesian networks that can be used to diagnose faults in production equipment. This 
system calculates the probabilities of triggers of a fault or solutions to it by estimating the probabilities of 
occurrence, expert knowledge, and available data. Depending on the interaction with the system, the 
probabilities can be subjected to a learning process so that the system makes better predictions. The drawback 
to this system is its specific use case. Although the system can derive initial recommendations for action 
when errors occur, it cannot be extended with further functionalities based on the same knowledge base. 
Thus, the generated knowledge base is not reusable [21]. 

To address the problem of reusability, there is some research on ontology based DSS approaches.  [22] 
describes systems for troubleshooting, for energy consumption reduction of oil and gas companies, for 
network security systems and for medical decision support. In these cases, ontology-based knowledge base 
is developed, which is extended by means of data and semantic correlations. This knowledge base is searched 
for explicit knowledge by the systems in order to derive insights. With the help of these insights, decision-
supporting actions can finally be extracted. However, none of these application fields are in the production 
engineering environment, despite promising success. 

[23] contains a detailed description of common application areas of semantic technologies in production 
engineering. It distinguishes between five areas: Data/Service Catalog, Integrating Domains, Database 
Access, Consistency and Reasoning and Data Aggregation, with Data Service Catalog being the most 
common application. The examples show the feasibility of complexity modelling of the entire system, which 
can be used to search for necessary parameter relationships. However, all the systems has a descriptive role 
and do not have the functionality of intelligent solution proposals for producing optimal production plants. 

In summary, it can be stated that semantic approaches to support the user exist in various production sectors, 
but mostly only serve to consolidate the existing process knowledge. Today, there are hardly any semantic 
tools on the basis of which intelligent solution proposals can be generated.  

3. Concept development 

Based on the findings from the previous Sections, there is a need for knowledge-based assistance systems 
for control process reconfiguration that could reduce the time required for this. Such a system should be able 
to cope with two relevant challenges: on the one hand, the integration of existing expert knowledge and, on 
the other hand, the need to generate intelligent solution proposals. Both of these issues might potentially be 
resolved using semantic technologies: first, by building a comprehensive system knowledge base that 
includes expert knowledge; second, by providing intelligent support when looking for configuration options. 

By establishing new relationships between the data points of remote data resources, an ontology-based 
configuration tool can integrate currently existing product and process information, enhance it with expert 
knowledge, and reveal new knowledge linkages. The accumulated knowledge can then serve as the 
foundation for help programs that optimize process configuration. They can speed up user solution search 
and reduce planning and configuration time.  

The anticipated approach for creating an assistance system for knowledge-based control process 
reconfiguration is shown in Figure 1. The design of the knowledge management system is a crucial 
component of the solution hypothesis. The knowledge management system's model specification is carried 
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out using the requirements description (A). This involves analyzing and using as a system base existing 
methodologies for semantic modelling of robot-based processes, such as CORA, POS and TIME, s. Section 
2. The system's potential connections to internal data sources are then investigated (B and C). The evaluation 
of the created process interface's integration potential with the production process' OPC UA information 
models is of increased significance (B). Preliminary work for this connection is described in [3]. 
Additionally, the integration of the current expert knowledge into the system to be constructed in the form 
of machine-readable, interpretable metadata is the primary factor to be taken into account (D). Finally, it is 
proposed that the knowledge management system might be integrated into a future, comprehensive semantic 
network of the Internet of Production (F). This line of research has already been dealt with in detail in [10]. 

 
Figure 1: Concept of an assistance system for knowledge-based control process configuration 

In the context of this paper, the design of the consolidating knowledge management system (A) and a 
possible connection of the existing expert knowledge (D) are considered in particular. Based on this, an 
initial assistance system is to be created that is able to provide the user with solution suggestions for adjusting 
the parameters. The solution suggestions are to be based on SPARQL queries of the given knowledge graph 
of the knowledge management system, because the results can be easily processed sequentially. 

4. Use Case 

The idea is put into practice in a robot-
based glass pane assembly sub-process, 
shown in Figure 2. The stations Cleaning, 
Handling, and Priming make up the sub-
process. The first station simulates the 
procedure of cleaning the working 
trajectory of a car window. Here, the glass's 
shape is cleaned with a KUKA iiwa. A 
KUKA Agilus (KR 6) is utilized in the 
priming station to apply glue to the glass 
pane's cleaned shape. The two stations each 

have a workpiece carrier that the disc is securely mounted to and a proximity sensor that allows the 
positioning of the disc to be watched. The panes are switched out and passed from station to station by the 
handling robot (UR 5). 
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Figure 2: Robot-based glass pane completion use case 
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One of the major challenges of the process is the multitude of adhesive and process parameters, such as the 
flowability, the bead cross-section or the travel and adhesive exit speed, which are interrelated in many 
complex ways. A correct setting of the process parameters requires the user to have precise knowledge of 
the interrelationships between the process and bonding parameters and their effect on upstream and 
downstream process steps. This makes the search for a solution in the event of a process change and more 
difficult and thus the downtime for reconfiguration time-consuming.  

5. Implementation 

To implement the concept, a basic architecture of the assistance system was created according to the concept 
shown in Figure 1.  

Process and machine data are extracted and processed. The extraction is done by the combinatorial use of 
TCP/IP sockets and SFTP, as well as the use of OPC UA communication standard. The extracted data is 
extended by individual algorithms, classified and secured by means of an ORDBS. Subsequently, the process 
ontology presented in the following can be modeled based on the ontology standards described in Section 2. 
Finally, through an Ontology Based Data Access (OBDA) approach, components of the process ontology 
can be connected to the data in the ORDBS data model. This results in a Knowledge Graph as a knowledge 
management system, which serves as a decision-making basis. The user can interact with the system via a 
front-end application. A focused view of the process ontology and the Knowledge Graph are presented in 
the following. 

5.1 Basic ontology for production processes 

First, the basic ontology is implemented on the basis of the findings from [15] (s. Section 2) . For this 
purpose, the SUMO, CORA and POS architectures are adopted and modeled. Consequently, the TIME 
ontology is integrated into the architecture. It is important to mention that the Upper Ontology logic must 
not be violated. For this reason, the TIME ontology is placed on the same level as CORA and POS ontologies. 
Since time has no spatial elements, the ontology must be classified under Abstract. Figure 3 represents the 
complete basic ontology without associated object and data relations of the TIME ontology. These can be 
chosen variably depending on the use case. 

 
Figure 3: Upper ontology class hierarchy 

This ontology can now be used as a basis model of a production process. By choosing this architecture, 
ontologies representing distributed processes or developed by multiple people can be adapted and combined 
adaptively and flexibly. For the described use case, the basic ontology is extended by use case specific 

▾ sumo:Abstract
▸ pos:PositionCoordinateSystem
▸ sumo:Attribute
▸ sumo:Quantity

▸ sumo:Parameter
▸ sumo:PhysicalQuantity
▸ pos:PositionMeasure
▸ pos:PositionPoint
▸ pos:PositionRegion

▸ time:TemporalEntity
▸ time:Instanz
▸ time:Interval
▸ time:ProperInterval

▾ sumo:Physical
▸ sumo:Object

▸ sumo:Agent
▸ cora:Robot

▸ cora:AutonomousRobot
▸ cora:NonAutonomousRobot
▸ cora:SemiAutonomousRobot

▸ sumo:Group
▸ cora:RobotGroup

▸ sumo:Artifact
▸ sumo:Device
▸ cora:Robot

▸ sumo:Collection
▸ sumo:Group

▸ cora:RobotGroup
▸ sumo:Process

▸ sumo:InternalChange
▸ sumo:Motion

▾owl:Thing
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Classes, Object relations, Data relations and Instances. Furthermore, an OBDA mapping is applied to assign 
values to selected Classes and Instances, according to [7]. In the following, two exemplary use cases are 
considered that demonstrate the smart assistance service with the conceptualized system: first, a parameter 
adjustment for adhesive change and second, adhesive selection based on system boundary conditions. 

5.2 Assistance case 1: Parameter adjustment for adhesive change 

The gluing result is largely determined by the interaction of the robot speed and the volume flow, which can 
be calculated from the pump pressure and drive power, pressure reduction and overflow valve parameters 
and the density of the adhesive used. There are correlations between the settings of the individual parameters, 
e.g. between the maximum possible pump pressure, the viscosity and thus the density of the adhesive. 
Therefore, parameter adjustment after adhesive modification is a major challenge because of this large 
number of parameter correlations that are not directly apparent and can be influenced by the modification. 
However, this can be overcome insofar as expert knowledge is mapped in a knowledge graph. For 
demonstration purposes, two adhesives with associated parameters were linked via a :hasParameter object 
relation , s. Figure 4. The parameters are also associated with a controlling instance indicating the influence 
on the parameter, and an associated value is assigned using the OBDA approach. 

 
Figure 4: Parameter adjustment for adhesive change: Knowledge Graph extract 

The web application of the assistance system can now access the knowledge graph via an endpoint, which is provided 
by the OBDA approach, and first extract the process components of the "Glue" class using SPARQL. Afterwards, the 
user is given the possibility to select the desired glue via an interface. Based on the input, the search engine of the tool 
extracts all parameters found and outputs them with the stored values. If the user requires setting assistance, the 
controlling parameters can be queried. These represent the software or physical parameters and variables to be set. 
Figure 5 shows the graphical user interface of the developed tool.  

Figure 5: Assistance case 1: Graphical user interface  

Glue parameters

Optimization
suggestion

Chosen glue

The parameter is controlled by ZAxis

Process
parameters

ThicknessGlue1 need to be adjusted to the Thickness of 1 cm

PrimerGlue1 need to be adjusted to the Temperature of 20 °C

TemperatureGlue1 need to be adjusted to the Temperature of 20 °C

FlowRateGlue need to be adjusted to the Flowrate of 1 m^3/h
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5.3 Assistance case 2: Adhesive selection based on system boundary conditions 

The aim of this assistance case is enabling a user to enter requirements, similar to a technical specification 
search in a data sheet, and find the appropriate component or adhesive. The search structure in the 
Knowledge Graph is similar to the structure of assistance case 1, shown in Figure 4.  However, the search is 
done without the controlling instance and the :hasProperties relation is used to define the properties. Thus, 
there is a possibility to define properties such as the maximum or minimum application temperature. An 
assistance case associated extract of the Knowledge Graph is shown in Figure 6. 

 
Figure 6: Adhesive selection based on system boundary conditions: Knowledge Graph extract 

In this case, the data is stored for all values as well. The decision support starts with an extraction of the 
different adhesives. Then the :hasProperties data relation is used to extract associated properties. Decision 
support can then use algorithms, the Object relations, Data relations and the specified names to categorize 
and specify which types of properties are involved and assign them to a data grid. This data grid can output 
the appropriate component based on an input from the user in the frontend mask. The input mask can either 
be generated dynamically, based on the values, or defined in advance. 

5.4 Further application possibilities 

However, the two presented application possibilities do not describe the set of possible applications. In 
addition to these applications, for example, a temporal modeling of production processes based on the TIME 
ontology was designed. This can be used to optimize process times. Also a problem finding application, 
which is a flexible and easy to integrate ontology, was designed. In addition, OBDA mapping architectures 
for efficient data access have been developed and implemented. It can be seen that ontologies offer a wide 
range of use cases due to the possibility of complex modeling of semantic relationships and the integration 
of classical DBS via OBDA. 

6. Summary and outlook 

In this paper, a system for smart assistance in the reconfiguration of control processes was conceptualized 
and prototypically implemented on a use case of robot-based glass pane completion. The system is based on 
a Knowledge Graph built on presented common production ontology standards such as SUMO and CORA. 
In this graph, process-internal relevant information is consolidated, including the sequence of the process 
chain, information models and expert knowledge in the form of meta-information. Through targeted queries 
to the graph, knowledge can be gained about the programming of the process, which helps the end user when 
changing the process parameters. The system's mode of operation has been prototypically demonstrated in 
two examples: first, a parameter adjustment for adhesive change and second, adhesive selection based on 
system boundary conditions. 

In further research, the aim is to use a learning or generally more intelligent data extraction algorithm to 
export knowledge in a more accessible way for the developer. This should be possible without requiring a 
detailed understanding of the respective Knowledge Graph, as currently necessary for SPARQL queries. In 
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addition, optimization algorithms are to be tested that can make suggestions for process time optimisation 
from the generated Knowledge Graph. Furthermore, a subsequent study to survey experts from the industry 
should provide further possibilities to extend the functionality of the developed tool. Finally, the other 
components of the overall architecture described in Section 3 will be implemented, such as the connection 
to existing OPC UA models with an OPCUA2OWL algorithm. 
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Abstract 

Performing business processes are a critical asset for manufacturing companies operating on highly 
competitive markets. Conventional approaches to business process improvement, however, are vulnerable 
to subjectivity and high manual efforts in their execution. These challenges can be overcome with recent 
databased approaches that semi-automate process analysis and design. Those approaches formalize 
methodical knowledge on weakness detection, measure derivation and performance evaluation for business 
processes into a performance-related decision support. By enabling the databased automation of these tasks 
this formalization helps to reduce efforts and subjectivity in process analysis and design. However, practice 
lacks a procedure for applying this decision support in operative business process improvement. Moreover, 
this decision support only formalises methodological knowledge. Operative business process improvement 
in practice additionally requires the consideration of experts’ contextual knowledge about the company and 
the business process itself. This paper presents a hybrid approach for the analysis and design of business 
processes using a databased decision support. First, existing phase models for business process improvement 
are consolidated into a reference model. Second, an expert-based assessment is conducted on how decision 
support extends, modifies or eliminates the conventional tasks of process analysis and design. In the third 
step, a hybrid phase model for process analysis and design is developed that integrates the formalised 
methodological knowledge of the decision support and contextual knowledge of experts. 

Keywords 

Business Process; Process Analysis; Process Design; Process Mining; Production 

1. Introduction

Performant business processes are a critical necessity for success in a competitive economy [1]. Therefore, 
the continuous improvement of business processes constitutes an imperative for companies [2]. Business 
process improvement is defined as the continuous evaluation, analysis and improvement of business 
processes that are important to an organization’s success. [3] Central tasks within business process 
improvement are process analysis and process design [2]. Within process analysis, process weaknesses are 
detected and quantified [2]. Process design identifies, evaluates and selects measures to eliminate process 
weaknesses [2]. Process design measures are semantically and structurally defined modifications to the 
business process to remedy identified process weaknesses and their related losses in terms of business 
process performance. Conventional approaches to business process improvement conduct process analysis 
and design manually in workshops [4]. Therefore, the risk of subjective influences is inherent to conventional 
approaches [5], as well as high costs and time effort [4]. 

These challenges can be overcome with recent event log-based approaches that semi-automate process 
analysis and design [6,7,8]. These approaches formalize methodical knowledge on weakness detection [6], 
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measure derivation [7] and performance evaluation for business processes into a performance-related 
decision support [8]. By enabling the databased automation of these tasks this formalization helps to reduce 
efforts and subjectivity in process analysis and design. However, practice lacks a procedure for applying this 
decision support in operative business process improvement [8]. Moreover, this decision support only 
formalises methodological knowledge. Operative business process improvement in practice additionally 
requires the consideration of experts’ contextual knowledge about the company and the business process 
itself [8]. Additionally, the consideration of human creativity can lever the effectivity in process design [9].  

This paper presents a hybrid approach for the analysis and design of business processes using an event log-
based decision support. First, the state of the art is reviewed in chapter 2. In chapter 3 the concept is 
developed and explained. Finally, the results are summarized and reviewed in chapter 4. 

2. State of the art 

Business process improvement, including process analysis and design, has been investigated in research and 
practice for many years. This results in a multitude of procedure models for business process improvement 
without the use of data. More recent, databased approaches are limited to the use of process mining in process 
discovery. Only few approaches describe data-based support in particular for process analysis and design.  

One of the most cited conventional approaches is the business process management lifecycle of [2], a six-
phase-approach for improving business processes. It incorporates the phases of process identification, 
process discovery, process analysis, process redesign, process implementation and process monitoring, 
before iterating into the process discovery again. It does not explicitly use databased support, but considers 
process mining as an event log-based possibility for process discovery. [10] uses a four-phased model for 
business process improvement. By participative integration of employees in workshops, the contextual 
validation of analysis results and a creative solution finding is ensured. Databased support is not considered. 
[11] also present a participative approach to business process modelling and improvement that integrates 
human creativity and validation in group discussions. As a databased support for business process 
improvement, [12] combines process analysis on the basis of key performance indicators with process 
mining approaches. The “KPI4BPI “ (key performance indicators for business process improvement) 
approach enables users to quickly identify negative deviances for process KPIs like quality, costs, time and 
additionally proposes process improvement heuristics automatically. However, this approach lacks a distinct 
explanation of a procedure to improve business processes beyond the quantification and delta reporting. The 
approach of [13] integrates the technology of process mining into the DMAIC (define, measure, analyse, 
improve, control) cycle of Six Sigma. Within the DMAIC-cycle process related data is used to identify 
processes, determine the process performance, model the process and take further analysis and monitor the 
process execution. This approach provides an integration of conventional and databased methods, however 
with a focus on quality management due to the DMAIC method. [14] develops a databased decision support 
for process improvement, that provides applicable best practices to a process expert. Yet a detailed 
explanation of its applications is non-existent. The approaches of [7,8,9] develop a decision-support to 
automate a majority of the tasks in process analysis and design. However, its application in practice is still 
missing. The evaluation of the state of the art constitutes the need for an approach, that supports process 
analysis and design by means of event log data like [7,8,9] and at the same time is applicable in practice. 

3. Concept 

Within preliminary work, the authors developed event log-based support for process weakness detection [7], 
measure derivation [8] and a performance-based decision support for business process analysis and design 
[9] in manufacturing companies. This paper’s concept describes how this decision support can be integrated 
hybrid with contextual expert knowledge to a new procedure for business process analysis and design. 
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Therefore chapter 3.1 consolidates existing phase models for business process analysis and design into a 
reference phase model considering the most relevant tasks within. Chapter 3.2 presents the functionalities of 
the performance-based decision support and evaluates to which extent it can automate the tasks in the 
reference phase model. Within chapter 3.3 a hybrid procedure for business process analysis and design using 
the performance-based decision-support is introduced. 

3.1 Consolidation of a reference phase model for conventional business process analysis and design 

Procedures for business process improvement are typically described as a sequence of several phases. A 
large variety of phase models for business process improvement have evolved over the past decades in 
literature and practice. The most relevant phase models are summarized in Figure 1.  

 
Figure 1: Overview of phase models for business process improvement 

The length of the phases graphically illustrates the scope of the tasks contained and thus enables the phase 
models to be compared regardless of the labelling used. The phase models differ in the scope of the subtasks 
and the aggregation into main phases. However, their basic logic is similar. Figure 2 consolidates this basic 
logic of the relevant phase models to a reference phase model.  

 
Figure 2: Reference phase model for business process improvement 

The reference phase model shall serve as input for the evaluation of adaption needs in chapter 3.2. The 
consolidation logic and the reference phases are described subsequently. Typically, business process 
improvement projects are initiated with the process identification, e.g. the selection of one business process 
to be improved in the company. This is followed by the process discovery, in which the current as-is process 
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is graphically modelled and documented. In the subsequent process analysis, this process model is examined 
for weaknesses and with regard to its process performance. In some phase models, process modelling and 
analysis are also combined into one phase and referred to as-is analysis. The process analysis is followed by 
the process design, during which measures to eliminate the process weaknesses and to design an improved 
to-be process are derived. The final phase following the process design is the process implementation of 
the improved to-be process, in some phase models followed by the monitoring of the implemented process.  

For the scope of this paper, the two phases of process analysis and process design are examined more closely 
and their relevant tasks will be consolidated into a reference process for process analysis and design: 

From the examined phase models, four referential tasks emerge for process analysis (cf. Figure 3): qualitative 
and/or quantitative analysis, validation, prioritisation and documentation. The analysis can be conducted via 
a variety of qualitative (e.g. value chain analysis, waste analysis) or quantitative (e.g. lead time analysis, 
queueing theory) methods and is used to identify weaknesses in business processes [2, 23]. Both [2] and [10] 
include a validation of the manually identified weaknesses. The third referential task within process analysis 
is the prioritisation of weaknesses according to e.g. their magnitude of impact or effort required to resolve 
them. Pareto analysis or the decision diagram are possible methods [2]. This requires an assessment of the 
problems in business processes and serves to concentrate resource allocation on the most severe weaknesses. 
The last step of the process analysis in the referential phase model is the documentation of the prioritised 
weaknesses, e.g. in a problem register [2]. 

 

Figure 3: Referential tasks within process analysis 

Process design exhibits six referential tasks in the examined phase models (cf. Figure 4): Measure derivation, 
measure validation, measure quantification, measure prioritization, to-be process design and measure 
documentation. In the process of measure derivation, creative (e.g. 7FE) or analytical (e.g. improvement 
heuristics) methods are used to identify measures that solve the identified problems and improve process 
performance [2]. By conducting workshops, the identified measures can be validated at the same time. In 
the second step, the identified improvement measures are evaluated (e.g. effectiveness, feasibility, effort) 
using methods like throughput time analyses, process simulations or cost-benefit matrices [2,4,10]. These 
and other methods like the Eisenhower matrix or the Pugh matrix enable the subsequent prioritisation of 
improvement measures [23,24]. The next step is the design of the to-be process. In this process, one or more 
to-be processes are modelled by application of improvement measures, to cleanse process weaknesses and 
ideally achieve the process goals. In the case of several to-be process variants, one to-be process model is 
selected after checking the feasibility, benefit or effort or by assessing through a process simulation. Finally, 
the last step in process design involves the documentation of the to-be process in a process model.  

 
Figure 4: Referential tasks within process design 
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The reference phase model for process analysis (cf. figure 3) and process design (cf. figure 4) describe their 
basic tasks in a conventional, for example workshop-based, approach. 

3.2 Evaluation on process changes due to decision support 

The reference process describes the essential tasks to be executed in the analysis and design of business 
processes in a conventional, e.g. workshop-based, approach. With the availability of a performance-based 
decision support that was developed in preliminary work of the authors (cf. [9]) it needs to be examined, 
how those tasks need to be eliminated, automated, modified or extended. For this purpose, first the 
functionalities of the decision support developed in [7,8,9] are summarised in Table 1. 

Table 1: Functionalities of the databased decision support for process analysis and design 

Phase  Functionality 

Process analysis 

 Detection of process weaknesses based on weakness models 

 Quantification of performance losses (absolute in time, relative in performance) on 
level of the process instances and the process model for detected weaknesses 

 Quantification of process performance for process instances and process model 

 Prioritized documentation of process weaknesses according to performance impact 

Process design 

 Derivation of suitable measures to solve detected process weaknesses 

 Quantification of measures’ performance potentials (absolute in time, relative in 
performance) on level of the process instances and the process model 

 Prioritized documentation of measures according to performance potential 

These functionalities can be executed for an event log of a business process which serves as input for the 
databased decision support. Due to their automation in the decision support, the following related tasks from 
the reference phase model (cf. chapter 3.1) can be automated: process weakness detection in qualitative 
process analysis, process weakness quantification in quantitative process analysis, process weakness 
prioritization, process weakness documentation, measure derivation, measure quantification, measure 
prioritization, measure documentation. The functionality Quantification of process performance for process 
instances and process model extends the tasks of the reference model, since this was typically not possible 
in non-databased approaches. The remaining delta between the functionalities of the decision support and 
the reference process for process analysis and design is in the weakness validation and the measure 
validation. These tasks are not automatable due to the required context knowledge (e.g. about the company 
and the specific business process) and remain to be conducted manually. Additionally the prioritization of 
measures can only be semi-automated as the decision support only considers time-based performance. In 
practice, however, potential measures for process design need to be assessed with regard to additional criteria 
such as effort, costs, implementation time, etc. Due to the extensive automation of process analysis and 
design through the decision support, the general structure of existing phase models is no longer appropriate. 
For this reason, a completely new approach to the analysis and design of business processes is required. 

3.3 Hybrid procedure for data-supported business process analysis and design 

Following the conclusion of chapter 3.2 a completely new procedure for process analysis and design in 
manufacturing companies is developed in this chapter. Due to their extensive automation the two phases of 
process analysis and design are merged into one phase, in which detected weaknesses and suitable measures 
are examined simultaneously. Within this common phase, the procedure also differs considerably from the 
reference process. Whereas the reference process was structured sequentially according to the tasks of 
process analysis and design, the new procedure is structured around the decision support in preparatory, 
executing and processing-decision phases. This results in a procedure including the four sub-phases 
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Configuration of the decision support, Execution of the decision support, the Process Exploitation and 
Process Exploration (cf. Figure 5). The Execution is fully automated by the decision support, the other 
phases require preparatory actions or decisions by users. In the following, the tasks within these four sub-
phases are detailed.  

   
Figure 5: Phase model for hybrid process analysis and design 

The sub phase Configuration serves to pre-process the data of the event log and to configure the decision 
support for the application context of the company and the business process to be examined. First, an event 
log with the attributes process instance, activity, start time and end time is extracted for the business process 
to be analysed. If in a business process improvement project, the process mapping was conducted with 
process mining, this event log can be used. Further, the execution time and the upstream transition time are 
added for each event in order to detect non-realistic outliers (e.g. due to incorrect bookings) via statistical 
scatter measures. These outliers could influence the detection of the process weakness types unsuitable scope 
and transition time (cf. weakness types in [7]) and need to be eliminated from the event log to be examined. 
In each individual case, a decision must be made whether to eliminate the entire process instance or - if 
possible - to correct the time. This concludes the data pre-processing as the first task within the configuration 
phase. Subsequently, the configuration of the data-based decision support for the process analysis and design 
is conducted for the given context of company and the business process to be analysed. The configuration is 
ideally carried out in collaboration between an internal process expert and an external method expert. The 
internal process expert can decide, which of the weakness types shall be applied to the event log. 
Additionally, he can configure the weakness types developed in [7], e.g. the upper limit of the variation of 
execution times for the weakness type unsuitable scope or the list of unwanted activities to be detected. If 
required, the process expert is also able to define new, context dependent weakness types that shall be 
detected in the event log in accordance to the formalization logic of [7]. Analogously, the measure types are 
configured. In particular it is defined, to which extent the measures are capable of reducing the performance 
loss of the related process weakness. This applies to the measure types reduction of transition time and 
acceleration (cf. measure types in [8]) that use historic process times to calculate their performance potential. 
By setting a quantile value, the internal process expert can determine which quantile of historical best times 
should be considered as realistic and permanently achievable for a to-be process. If required, new, context 
dependent measure types can be modelled in accordance to the formalization logic of [8]. After this step, the 
data-based decision support is fully configured for application to the event log of the business process. 

The subsequent sub-phase Execution begins with the application of the selected, configured and potentially 
added weakness models to the pre-processed event log to detect process weaknesses. These are added to the 
event log at the associated event. Transition times are noted to the event following the transition time. The 
weakness quantification adds the absolute influence of each process weakness on the process time and 
affected OPE loss type in the process performance key figure OPE1to the event log (cf. performance-based 
decision support in [9]). Single events and their inherent execution and transition times can be affected by 
several process weaknesses. A multiple consideration of single times would incorrectly reduce the process 
performance OPE. To avoid this multiple consideration, a weakness hierarchy defines the process 
performance relevance of detected process weaknesses. Subsequently, the relative OPE performance losses 

                                                      
1 OPE = Overall Process Efficiency, a holistic key figure for process performance as defined by [9] 
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at process instance level and process model level are quantified for each process weakness added to the event 
log. In parallel, a list with all process weaknesses as well as supplementary information (e.g. affected event, 
loss type, absolute loss, relative loss) is generated. In addition, the total loss time is quantified at the levels 
of process instance and process model. Furthermore, the absolute and relative values of the loss types (e.g. 
continuity, linearity and performance loss) are calculated at level of process instance and process model 
based on the loss type assigned to each process weakness. The performance evaluation of the business 
process concludes with the calculation of the process performance OPE per process instance and for the 
entire process model. The functions and calculations presented so far concern the data-based decision support 
for the process analysis. The data-based decision support for process design starts with the allocation of 
measures to detected process weaknesses according to process weakness-measures matrix [8]. These 
measures are added to the extended event log and the process weakness list. After the measure assignment, 
the measure quantification is done as absolute time values as well as relative OPE potentials on levels of 
process instance and process model. This information is shown in the extended event log and the process 
weakness list. The extended event log only serves as a data basis for decision support. The process weakness 
list serves as a basis for decision-making in the subsequent sub-phase of exploitative process analysis and 
design. To enable prioritization, the process weakness list is sorted in descending order according to the 
magnitude of the OPE loss caused by detected process weaknesses at overall process level. This allows 
limited resources to be focused on particularly serious problems in practice. It is noteworthy that the 
execution phase fully automates the described tasks so that they are executed almost simultaneously in a 
very short time. Therefore, despite the numerous tasks, the execution phase substitutes high-efforts for 
conducting process analysis and design in workshops. 

After the automated execution of decision support, all information about process weaknesses, measures and 
process performance is available for the as-is process. In Process exploitation, the decision-relevant 
information is validated and decisions are made regarding the analysis and design of business processes. 
Due to its characteristic of incremental process improvements through weakness elimination this phase is 
called exploitative following the logic of [25]. The automated decision support allows an iterative procedure 
in exploitative process analysis and design, in which single process weaknesses are examined individually. 
Thereby, the weakness list enables to examine process weaknesses with major impact with priority. This 
iterative approach allows a flexibly extensive process analysis and design depending on the availability of 
resources. As a first step in exploitative analysis, the process expert selects any process weakness from the 
prioritised weakness list (e.g. the process weakness with the highest OPE loss at the overall process level) 
for detailed analysis. Further, it needs to be validated whether the detected process weakness is actually a 
process weakness in the context of the investigated business process. Invalid process weaknesses are 
excluded from the OPE calculation and marked as processed and non-valid in the process vulnerability list. 
In the case of overlapping process vulnerabilities, the process vulnerability next in the process vulnerability 
hierarchy becomes OPE relevant. After successful validation of the process vulnerability, potential measures 
to remedy the process weaknesses are presented to the user including their OPE potential. On this basis, the 
process expert can assess whether and which measure to select for the process weakness under examination. 
In addition to the OPE related information in the decision support, the process expert must consider 
contextual factors for the operationalisation of the measures (e.g. effort, investment, implementation time). 
The decision on measures in process design therefore involves multiple criteria, of which the data-based 
decision support automatically quantifies and provides the criterion benefit for process performance. When 
a measure is selected, this measure is transferred into a list of action measures, which serves as the basis for 
the process implementation. In addition, the event log is manipulated, so that the changes caused by applied 
measures (e.g. activity elimination) become visible in all process instances. Additionally, the OPE at process 
instance and overall process level is also increased. This iterative procedure of process weakness 
examination is repeated at the discretion of the process expert until a satisfactory OPE level is reached, all 
process weaknesses have been examined or the process analysis and design needs to be terminated due to 
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resource constraints (e.g. time). At the end of this iteration, the process instances of the process model are 
manipulated by the application of measures and the theoretical OPE of these process instances are known. 
Among all process instances of the examined business process, the manipulated (historic) process instance 
with the highest OPE is proposed as the basis for the to-be process. The final selection remains with the 
process expert, who can display the process model for each process instance.  

The last phase of Process exploration consists of three tasks. In the first step, a to-be process needs to be 
generated from the selected manipulated (historic) process instance with the highest OPE. Its process 
structure is derived from the event IDs or the time sequence of the selected process instance. The to-be 
execution and transition times can be derived from the manipulated event log. On this basis, a synthetic event 
log for the target process model can be generated by setting a calculatory start time stamp of the first event 
to a zero time, e.g. 01.01.1900 at 00:00:00 and modelled with process mining discovery algorithms. In the 
second step, parallelization potentials become visible by discovering the synthetic event log and using the 
weakness information from the decision support. Contrary to the OPE, the calculation of throughput times 
in this step enables the quantification of the time potentials through parallelization. In the third step, the 
actual exploratory improvement of the synthetic process instance to a to-be process model takes place. Here, 
the process expert can improve the business process beyond the standard improvements of the decision 
support by applying individual contextual knowledge about the process or creative solution approaches. An 
example would be the elimination of several activities through a novel technological solution or outsourcing. 
The implementation in the process model is done by shifting or eliminating activities with adaption of the 
associated execution and transition times. The implementing software solution should enable intuitive 
adaptations directly in the process model for both parallelisation and exploratory process analysis and design. 
These changes in the user interface then need to alter the event log of the underlying synthetic process 
instance. Thus the effects of the explorative improvements by the process expert on OPE and the throughput 
time can be calculated and made available to support decision-making. 

4. Conclusion 

The performance of business processes is a critical success factor for manufacturing companies on 
competitive markets. Available methods for business process improvement are driven by high efforts and 
subjective influences, why business process improvement projects regularly fail to fulfil their expectations. 
In previous research the authors have developed a databased decision support which semi-automates process 
analysis and design. Together with process mining discover methods for process mapping this decision 
support is the key lever for reducing efforts and subjectivity in business process improvement. For its 
application in practice, however, the databased decision support needs a procedure. Conventional phase 
models for business process improvement are no longer applicable after the significant automation of the 
included tasks. 

This paper provides an approach, how the databased decision support for business process analysis and 
design can be applied for business process improvement in practice to reduce efforts and subjectivity. For 
this purpose, existing phase models for business process improvement are consolidated into a reference 
model in a first step. A second step examines to which extent the functions of the decision support substitute, 
modify or extend the tasks of business process improvement. On this basis, a hybrid procedure for process 
analysis and design using the decision support is designed. This paper’s approach makes the preliminary 
developed decision support applicable for business process improvement in practice. Thereby it levers 
objectivity and methodological efficiency, while at the same time integrating formalized methodological 
knowledge, context-specific expert knowledge and creativity to improve business processes. 

Future research should address the development of user interfaces to enable technical applicability of the 
databased decision support in practice. Based on the procedure developed in this paper, requirements for a 
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user interface can be derived, that leads the user through the hybrid process analysis and design. Furthermore, 
future research can investigate in the integration of process mining discovery and the decision support to 
offer a holistic event log-based solution for business process improvement. Lastly, it could be examined if 
modern process mining solutions enable process simulation to further enhance the functionalities of the 
databased decision support.  
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Abstract 

For meeting CO2 emission targets in the mobility sector, decarbonization efforts of referring applications 
are necessary. Fuel Cell electric vehicles powered by hydrogen demonstrate a viable option to achieve those 
targets, especially taking the targets of heavy-duty applications into consideration. Higher ranges, short 
fueling durations and locally emission-free transport represent advantages offered by Fuel Cells in 
comparison to internal combustion engines or battery-electric powertrains. 

However, production costs of Fuel Cells are still a major drawback. Latest analyses show that the utilization 
of scale effects even in early technology adaption phases can heavily decrease production costs. As the cell 
structure of Fuel Cells and Electrolyzers show many similarities, the assumption of production synergies is 
made. Taking advantage of referring synergies, increased production volumes and thus decreased production 
costs are assumed for both, Fuel Cells and Electrolyzers. 

This paper introduces a methodology to identify synergies between Fuel Cell and Electrolyzer production. 
The methodology is used to evaluate a company’s production process portfolio on the example of the three 
alternative coating processes and a target product, based on an initial evaluation of the processes and the use 
of the Analytic Network Process. The application of the methodology results in synergy coefficients for 
production processes, using the exemplary portfolio consisting of slot die, gravure and spray coating. The 
coefficients are transferred into an overall benefit of a production process portfolio. Finally, the effect of the 
considered synergies between Fuel Cell and Electrolyzer production on the overall benefit of a company’s 
production process portfolio is visualized. This paper is concluded with a critical review of the methodology 
and a summary of further research. 

Keywords 

Fuel Cell; Fuel Cell Production; Electrolyzer; Production Costs; Synergy Analysis; Economies of Scale; 
Production Process Portfolio; Analytic Network Process; Coating Process 

1. Introduction 

To address the climate crisis, a large number of comprehensive challenges need to be solved to prevent 
irreversible damage to the climate system. Consequently, it is essential to reduce CO2 emissions in all sectors 
as these are directly related to climate change [1]. In order to reduce the emissions in the transport sector, 
the main aim is to increase the percentage of electric driven vehicles, especially in heavy road and freight 
transport. To achieve this, various alternative drive systems are currently being researched.[2] Polymer-
Electrolyte-Membrane (PEM) Fuel Cell (FC) electric driven vehicles and hydrogen as an alternative fuel 
promise high potential. Due to short refueling durations, long ranges and locally CO2 neutrality, the PEMFC 
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is a potential complement to conventional battery electric driven vehicles, that are indispensable in the 
passenger car segment and lower loads. This will expand the variety of electric vehicles and take a step 
towards a CO2 neutral heavy road and freight transport.[3] 

For increasing Fuel Cell electric vehicle (FCEV) competitiveness compared to conventional Internal 
Combustion Engine (ICE) vehicles, investment costs must be reduced. FCEVs are up to 60% more expensive 
than diesel vehicles, with about 35% of the costs being determined by the Fuel Cell system. Another cost 
factor is hydrogen as the fuel for the alternative powertrain.[4] Hydrogen fuel is currently up to 90% more 
expensive than conventional fuels which is partly due to the production costs of the PEM Electrolyzer (EL) 
components [4]. Due to the largely identical design of PEMFC and PEMEL cells, synergies are assumed to 
exist in particular in the production processes. This paper is focussing the hypothesis that the exploitation of 
synergies results in a sustainable reduction of PEMFC and PEMEL production costs especially in early 
technology adaption phases. Thus, a methodology is developed to identify and examine synergies between 
the production processes in order to prioritize the utilization of different production processes of PEMFC 
and PEMEL. 

2. Objectives and state of the art 

2.1 Introduction in the field of electrochemical energy converters 

PEMFC and PEMEL are assigned to the electrochemical energy converters that either use hydrogen and 
oxygen to produce electricity nor water and electricity to produce hydrogen. Basically, different types of 
PEMFC and PEMEL exist, whereby the used electrolyte, operation temperature and the conducted ions are 
the main criteria to divide PEMFC in seven and PEMEL in three categories.[5] Although each type has its 
advantages, PEM technology is considered to have the highest future potential in terms of variety in 
applications and robustness in operation for both, PEMFC and PEMEL.[6] The main field of application for 
PEMFC is the automotive sector due to their potential for dynamic operation strategies as well as their lower 
operating temperatures compared to other Fuel Cell technologies. Furthermore, PEMFC are able to be used 
in the field of stationary power generation. PEMEL also show advantages to other Electrolyzer technologies, 
especially due to its higher efficiency and the ability to take up huge overloads. The latter will become more 
important, as future energy systems will be operated in a more dynamic manner due to the use of volatile 
energy sources.[3] Thus, this paper focuses on PEM technologies.  

2.2 State of the art of PEMFC and PEMEL cell architecture 

In Figure 1, the typical structure of a PEMFC and PEMEL with their main functional layers is shown. A 
polymeric membrane represents the core of a PEMFC. This membrane is used to transport protons between 
the anode and the cathode and to separate the reaction chambers of the cell from each other.[6] To accelerate 
the dissociation process of hydrogen and oxygen, a catalyst layer (CL) is applied to the membrane [7]. The 
CL usually consists of a platinum-based catalyst, ionomer and a carbon support to further increase the 
electrochemical surface area and forms the electrode [8]. Both, PEM and CL, yield the Catalyst Coated 
Membrane (CCM) [9]. The gas diffusion layer (GDL) is attached on both sides to the CCM, contributes to 
a homogeneous distribution of the reaction gases over the entire cross section of the electrodes active area 
and conducts the charge carriers [7], [10]. A micro porous layer (MPL) is applied to the GDL and improves 
water management in the whole system [11]. CCM and GDL represent the Membrane-Electrode-Assembly 
(MEA). As one single PEMFC produces one voltage, multiple cells need to be stacked and electrically 
connected in series. Therefore, Bipolar plates (BPP) finalize the package and mainly take responsibility for 
electrical contacting the various cells, provide mechanical stability and feed the cells with the product gases. 
[6] 
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The assembly of an PEMEL cell is comparably similar to PEMFC. Nevertheless, several differences can be 
observed mainly at anode side of a PEMEL cell as a chemical potential of up to two volts is prevailed. Thus, 
titanium is used for the BPP, layered expanded metals of titanium form the Porous Transport Layer (PTL), 
which is the counterpart of the PEMFC GDL and iridium oxide is used as the catalyst. Furthermore, the 
membrane in PEMELs is thicker than in the PEMFC as operating with differential pressures of up to 50 
bar(a) improves hydrogen storage efficiency, but doesn’t differ in material or structure.[6], [12] 

 
Figure 1: Product architecture of PEMFC and PEMEL [6], [13] 

The similarities described between the two cell architectures suggest that there are synergies between the 
two products that can be exploited. Therefore, the production processes need to be examined in order to 
confirm this assumption. 

2.3 State of the art of PEMFC and PEMEL catalyst coating 

Catalyst coating processes for PEMFC and PEMEL do not greatly differ between the two technologies and 
are still accompanied by several challenges against the background of a high-volume production (Figure 2). 
In order to demonstrate the method presented later, three processes that are usually used in small- to large-
scale production environments will be described more in detail: Spray, slot die and gravure coating. 

 
Figure 2: Overview coating processes for electrochemical energy converters [14], [15], [16], [17], [18], [19], [20], [21], 
[22] 

In the three processes, the CL can either be applied in a direct manner to the membrane or GDL, or in an 
indirect manner to a transfer Decal foil. A Decal foil is a PTFE-based foil, that is used in combination with 
an additional hot press process to transfer the CL to the membrane or GDL. In case, the CL is applied to the 
membrane, the final product type is the CCM; at the GDL, the product is called GDE.[23]  

In spray coating, the CL is built up layer by layer by multiple pre-defined spraying paths, that allows high 
homogeneity and precise adjustment of the catalyst loading [24]. Due to the layered structure, the process is 
usually used for small series production and is characterized by a higher production duration [24,25]   
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In slot die coating, the catalyst is applied through a slot die in a continuous roll-to-roll process. The layer 
thickness of the CL is adjusted by the gap between the slot die and the substrate.[15] By aligning the substrate 
vertically, its both sides can be coated simultaneously. This saves installation space in the coating machine 
but is only conceivable when direct coating the membrane.[26] 

In (roto-)gravure coating, the catalyst ink is applied to the substrate by a roller with incorporated structures 
in a continuously manner. Due to its viscosity, the ink adheres to the structures and is then applied to the 
substrate. The thickness of the CL is adjusted by the relative speed difference between the roller and the 
substrate, by varying the incorporated structures of the roller, and by the properties of the catalyst ink (Figure 
3).[16] 

 
Figure 3: Process details spray coating, slot die coating and gravure coating [14], [27], [28] 

2.1 Methodological approaches already existing 

The Analytic Network Process (ANP) approach according to SAATY is considered for a multi-criteria 
evaluation of quantitative and qualitative characteristics through an individual assessment of objectives, 
target criteria and components. The approach according to LI ET AL. is considered for synergy identification 
according to the ANP procedure. The general definition of synergies according to WÖGINGER is described 
as well and its proposed positive and negative synergy categories. In general, synergies can be defined as 
the effect of increasing the benefit of a totality of sub-elements compared to the sum of the benefits of the 
individual sub-elements on its own. In this paper, in comparison to positive synergies, negative synergies 
can occur when the sum of the individual benefits exceeds the total benefit. Positive synergies usually have 
to be actively pursued in order to occur. Negative synergies, on the other hand, occur undesirably and 
unplanned.[29] 

2.1.1 Analytic Network Process according to SAATY 

In the ANP according to SAATY, the objectives, target criteria and components are compared in pairs to form 
a control component. From the pairwise comparisons, prioritization vectors are generated. Individual 
prioritization vectors are collected in a supermatrix. Apart from the direct influences of the components to 
each other, also indirect influences between components exist. Such indirect influences are developed by the 
direct influence on a third component, which itself interacts again with one of other components. These 
indirect chained influences are then combined with the supermatrix to form the boundary matrix. 
Prioritization factors of the considered components are calculated taking the indirect influences of the 
components to each other into account. This consideration is likewise applicable under the target criteria and 
objectives, if dependencies exist. SAATY additionally introduces an inconsistency ratio in order to detect 
inconsistencies in the individual pairwise comparisons. [30] 

2.1.2 Synergy Identification approach according to LI ET AL. 

An approach for synergy investigation based on the ANP is presented by LI ET AL. The methodology is used 
to identify the best combination of individual processes considering the synergies among them. For this 
purpose, the processes are first evaluated in the categories of cost, quality, time, service, resource 
consumption and environmental impact. Following, the processes are referred to as components. The 
categories are weighted relative to each other and for a quantitative evaluation, subcategories are assigned 
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to each of these categories. The subcategories within a category are weighted likewise relative to one another. 
Subsequently, a value from zero as “very poor” to ten as “very good” is assigned to the considered 
component. The evaluation results in the direct benefit of the respective components.[31] 

The components are following compared with each other using the ANP according to SAATY. For this, the 
components are compared with each other to maximize the total benefit as the overall target. Further, the 
individual components are compared to the control component pairwise with one another to form the 
supermatrix and further computing the boundary matrix. The values of the boundary matrix are defined as 
synergy coefficients, which need to be offset with the ratios for the direct benefit of a component portfolio 
to calculate its total benefit. [31] 

2.1.3 Synergy Definition according to WÖGINGER 

According to WÖGINGER, positive and negative synergies exist, which will be further considered in the 
Synergy Analysis methodology. Positive synergies are represented by knowledge transfer between two 
production processes. This effect occurs, when a company has different product programs that have 
similarities in process parameters, resources and capabilities. Furthermore, economies of scale occur with 
an increased output quantity of a product, which is accompanied by cost reduction per unit. WÖGINGER 
additionally classifies synergies that increase the company's sales and market power through the 
development of new markets or the expansion of the product range as growth synergies. Diseconomies of 
scales represent negative synergies and occur, when the output quantity is increased above a company-
specific optimum and thus results in cost increase per unit. After describing different types of synergies, 
WÖGINGER introduces the realization probability as an additional factor. The probabilities range from 100% 
for “expected” to 10% for “hypothetical” realization probability.[29] 

2.1.4 Comparison of the presented approaches existing in the literature  

In order to evaluate the presented approaches, a set of requirements has to be defined. First of all, the 
coverage of a given data basis is needed in a detailed and structured manner by the approaches. Another 
requirement is the general applicability of an approach on a predefined scope. Additionally, the utilization 
of an approach to analyze quantitative as well as qualitative criteria has to be ensured. As a final requirement, 
the approach should provide a guideline for classifying and identifying positive and negative synergies. The 
evaluation of the previously introduced approaches is illustrated in Figure 4. 

 
Figure 4: Comparison and evaluation of existing literature approaches for synergy analysis [31], [29] 

The method according to LI ET AL. combines a comprehensive qualitative evaluation of different 
components. As a result, a value for the total benefit of the component portfolio is given, which enables the 
comparability of different portfolios. In addition, the approach provides a detailed and structured coverage 
of a given data base. Likewise, the method allows a general applicability, which makes a reformulation to 
application-specific considerations possible. However, only the qualitative evaluation of the methods is 
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presented and the implementation of quantitative features is not further discussed. Furthermore, no guideline 
for synergetic classification and synergy identification is described. [29] 

The method according to WÖGINGER offers a detailed elaboration of the synergy definitions and 
considerations. Thus, it provides a mature definition framework that can be used to guide the formulation of 
application-specific synergies. However, the method requires detailed quantified data and only cost factors 
are included in the evaluation. Thus, a methodology for quantifying qualitative characteristics has to be 
developed beforehand.[31] 

Taking these results into account, a methodology to systematically consider and evaluate synergies in 
production processes and referring company process portfolios has to be conceptualised. Furthermore, the 
influence of individual synergies on the total benefit of company’s production process portfolio has to be 
analysed. 

3. Methodological concept 

3.1 General structure of the methodology 

The objective of the methodology is to maximize the benefit of a portfolio of components. Following, the 
methodology will be enhanced by a dedicated synergy analysis. To evaluate the portfolios, the benefits of 
the individual components are first assessed. Subsequently, synergies are identified and coefficients of the 
components are determined. The synergy coefficients and the direct benefit of the components are used to 
calculate the total benefit of a portfolio of components (Figure 5). 

 
Figure 5: General structure of the methodology for benefit optimization enhanced by synergy analysis steps 

3.2 Objective 

The objective of the methodology is to maximize the total benefit of a portfolio of components. This 
objective assumes, that not every component is selected for the portfolio from an existing number of 
components. Accordingly, the best combination of components has to be identified so that the overall benefit 
of the portfolio is maximized. 

3.3 Benefit assessment 

In the benefit assessment, the categories and subcategories are defined and weighted. An ANP approach is 
used in order to compare more than two categories to each other and minimize inconsistencies. A “zero” to 
“nine” scale is used to evaluate the components following a standardization towards the best value within 
the scale. The direct benefit of a component is calculated according to LI ET AL (see Formula 1) [31]. 

!! = #$" # %"#!!"#
$!

%&'

(

)&'
 (1) 

In Formula 1, un defines the direct benefit, P defines the number of categories, dp defines the weighting of 
the category p, Mp defines the number of subcategories of the category p, cpm defines the weighting of the 
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subcategory m of the category p and unpm defines the evaluation of the component n in the subcategory m 
of the category p. 

3.4 Synergy identification 

In order to identify synergies between individual components, an identification process is performed for each 
component (see Figure 6). Therefore, each component is considered once as an identification component to 
determine the synergies of the other components to that identification component. Subsequently, the 
synergies are quantified by taking referring realization probabilities into account. The result are synergy 
values of the individual components to an identification component which is represented in Figure 6. 

3.5 Synergy coefficient calculation 

To calculate synergy coefficients, the approach of LI ET AL. is conducted based on an ANP approach. For 
this purpose, the synergy values and the direct benefit values are used. In an initial comparison matrix, the 
components are compared to the control component of the direct benefit. Subsequently, the components to 
be considered are listed once each as control components. The remaining components are then compared in 
their synergy count values to the control component in pairs. The prioritization vectors of the different 
comparison matrices are collected in a supermatrix and the boundary matrix is calculated. The row entries 
of the boundary matrix form the synergy coefficients of the components of the respective row. The synergy 
coefficients describe in their height the number of synergies to the other components (Figure 6). Within the 
example illustrated in Figure 6, the Decal Fuel Cell approach shows the highest synergy coefficient and thus 
the highest synergy in total compared to the other two production approaches itself. 

 
Figure 6: Synergy Analysis steps of the methodology 

3.6 Total benefit optimization 

The total benefit of a component portfolio is calculated according to LI ET AL. and is illustrated in Formula 
(2) [31]. For this purpose, the direct benefits of the individual components are set against the referring 
synergy coefficient. 

. = #!!(1 + 2!)
*

+&'
 (2) 

In Formula (2), U defines the total benefit of a portfolio,	N defines the number of components in a portfolio, 
un defines the direct benefit of component n and sn defines the synergy coefficient of component n. 
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4. Model application 

4.1 Use case definition 

The methodology is applied to a use case in which production process portfolios of spray, slot die and gravure 
coating are investigated. Therefore, the coating processes in the three possible coating concepts CCM, GDE 
and Decal transfer are being investigated. In this use case, the Decal transfer considers only the application 
to the membrane (Decal (CCM)). In addition, the expansion of the product portfolio to the production of 
PEMEL applications is also being considered. 

Based on the state of the art of coating processes, for spray coating 75 nozzles are connected in series and 
160 layers are assumed for the CL. For slot die coating, double-sided coating across the full width of the 
substrate is assumed. For gravure coating, only a single-sided coating process is possible in this case. 

The identified synergies are based on the approach by WÖGINGER and extended by the synergy of the process 
compatibilities. The synergy of process capability illustrates, whether the integration of a further coating 
concept to a machine requires major or minor equipment changes. 

4.2 Results and discussion 

4.2.1 Results 

In Table 1 the results of the total benefit calculation for exemplary portfolios are illustrated. It can be seen 
that the three coating processes achieve their highest values in the overall benefit in different portfolios of 
coating concepts. While slot die coating has its highest total benefit in the first portfolio, spray and gravure 
coating achieve this in portfolio two. This is due to the implementation of two-sided coating in slot die 
coating for the CCM concepts. Spray coating can be identified as the coating process with the lowest priority. 
This is mainly due to the long process time, which is still disadvantageously compared to roll-to-roll 
processes. Thus, slot die coating was identified as the best coating process for the use case. The concept 
combination of CCM PEMFC, CCM PEMEL and Decal PEMFC was identified as the best process portfolio. 

Table 1: Overview results of the total Benefit 

Portfolio Spray coating Slot die coating Gravure coating 

CCM PEMFC  
CCM PEMEL 
Decal PEMFC  

18,75 27,21 23,90 

Decal PEMFC 
Decal PEMEL 
CCM PEMFC 

19,43 26,51 25,14 

4.2.2 Critical reflection and visualization of synergies on product portfolios 

A benefit coefficient that does not consider synergies is introduced to visualize the impact of synergies on 
the overall result. It is calculated by solely taking the amount of direct benefit values into account. The 
benefit coefficient and the synergy coefficient are shown in the following table for selected portfolios (see 
Table 2). 

Table 2: Overview synergy and benefit coefficient 

 Portfolio 1 Portfolio 2 

Coefficient CCM 
PEMFC  

Decal 
PEMEL PTE PEMEL Decal 

PEMFC  
Decal 

PEMEL PTE PEMEL 

275



Synergy coefficient 0,43 0,22 0,35 0,42 0,44 0,14 

Benefit coefficient 0,37 0,32 0,31 0,36 0,33 0,31 
 

It is noticeable that the rankings of the components change in their prioritizations. While in the second 
portfolio, taking synergies into account, the Decal PEMEL components are to be prioritized. This balance 
shifts towards Decal PEMFC without taking synergies into account. In addition, while synergies are 
considered, a clearer distribution of priorities can be seen compared to the direct benefit without considering 
synergies. 

In Table 3 the total benefits of the two portfolios with and without taking the synergies into account are 
illustrated. For the later, 2! equals zero in Formula (2). It can be seen that the ranking of the two portfolios 
changes in their overall benefits. While portfolio 2 is just preferred to portfolio 1 when synergies are 
considered, this ranking shifts without the consideration of synergies.  

Table 3: Total benefit with and without taking Synergies into account 

 Portfolio 1 Portfolio 2 

Taking Synergies into account 23,60 23,62 

Without taking Synergies into account 23,62 23,31 

5. Conclusion  

For PEMFC and PEMEL production competitiveness, a reduction of production costs is necessary. One cost 
potential can be exploited by combining and utilizing potential synergies between PEMFC and PEMEL 
production. As a result, a methodology was developed to evaluate different combinations of coating 
processes, taking the synergies into account. The result of the methodology is the overall benefit of the 
considered production process portfolio, which allows a ranking of different portfolios in relation to each 
other. 

The evaluation of the processes is followed by the identification of synergies between the components. In 
this paper, synergy categories were defined and realization probabilities related to the occurrence of the 
synergy effects were introduced. However, the weighting of the synergies was not considered in order to be 
able to simplify the comparison of synergies with each other. Thus, further research is needed to develop a 
methodology for weighting the synergies independence of a dedicated use-case. However, it is important to 
ensure that the weights are determined and calculated systematically in order to avoid inconsistencies in the 
methodology. 

The calculation of the synergy coefficients is based on the synergy identification. Synergy coefficients are 
calculated using the ANP approach by comparing the components of a portfolio in pairs. Thus, coefficients 
result that prioritize the components in the associated component portfolio. By normalizing the coefficients 
to one, the value is solely related to the synergy consideration of the respective portfolio. Values of the 
quantified synergies between components of other portfolios is not considered in the calculation of the 
synergy coefficients. Thus, a systematic approach is further needed that enables the comparison of synergy 
coefficients of different portfolios. 

Furthermore, although the influence of the synergistic effect on the prioritization and selection of the 
portfolios was illustrated, the utilization of this effect was not validated. Thus, further research effort has to 
be conducted in the validation of the synergetic effects. The methodology is based on an initial evaluation 
of the processes to be compared. However, the framework of the evaluation is based on subjective 
assumptions and the required data sets for the production processes as well as the evaluation of synergies. 

276



Thus, as a further research activity, the quality of the methodology has to be validated with real and uniform 
data.  
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Abstract 

Digital technologies have gained significant importance in the course of the 4th Industrial Revolution and 
these technologies are widely implemented, nowadays. However, it is necessary to bear in mind that an ill-
considered use can quickly have a negative impact on the environment in which the technology is used. 
For more responsible and sustainable use, the regulation of digital technologies is therefore necessary 
today. Since the government is taking a very slow response, as the example of the AI Act shows, 
companies need to take action themselves today. In this context, one of the central questions for companies 
is: "Which digital technologies are relevant for manufacturing companies in terms of regulation?” This 
paper conducted a quantitative Delphi study to answer this question. The results of the Delphi study are 
presented and evaluated within the framework of a data analysis. In addition, it will be discussed how to 
proceed with the results so that manufacturing companies can benefit from them. Furthermore, the paper 
contributes to the development of an AI platform in the German research project PAIRS by investigating 
the compliance relevance of artificial intelligence applications. 
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1. Introduction 

In today's world, there is a noticeable trend towards mandatory and comprehensive transparency and trust 
in corporate compliance and governance due to requirements imposed by legislators and regulators [1]. 
Nowadays, information and information technology (IT) must be considered as part of these compliance 
efforts in the company [2]. This takes into account the increasing relevance of the operational resource 
information as a production and competitive factor [3]. In addition, it is to be expected that the legal and 
regulatory requirements relating to IT will increase for companies in the future [4]. Beyond this 
assumption, new digital technologies, such as artificial intelligence or edge computing, are among the 
central building blocks of the digital transformation, in addition to traditional information technology [5]. 
These must also be taken into account in the future compliance efforts of companies, as they are a central 
component on the path of digital transformation. In the case of artificial intelligence, for example, the EU 
Commission has published a regulation on artificial intelligence (AI) with the aim of using the technology 
in accordance with the values, fundamental rights and principles of the Union. [6]  

These developments in the field of artificial intelligence in recent years and months exemplify the need for 
compliance in the use of digital technologies in companies. Thus, there is a need for support for companies 
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to systematically create compliance guidelines for a variety of digital technologies that are used in 
manufacturing companies.  

This paper presents the first model in a series of four models to address the problem of compliance for 
digital technologies in manufacturing companies. Therefore, the compliance-relevant digital technologies 
must be identified and structured, as well as a blueprint and guideline for creating regulations must be 
developed. This paper provides the basic foundation for the project and describes the identification of the 
compliance relevance of digital technologies by a Delphi study. The overall research goal is to enable 
companies to formulate compliance regulations for digital technologies in systematic ways. The interim 
results of the first model, discussed in this paper, highlight the relevance of the topic and provide an 
assessment of various digital technologies in terms of compliance relevance. 

The remainder of this paper is organized as follows. Section 2 reviews the literature regarding compliance 
of digital technologies and Delphi studies. Section 3 presents the Delphi study design and the study 
conduction. Then, in section 4 the collected data is described. This is followed in section 5 by an analysis 
of the data and a presentation of the key findings. Finally, section 6 contains a discussion and section 7 
presents a conclusion and an outlook. 

2. State of the art 

This section summarises the previous activities in the field of compliance of digital technologies. It also 
briefly introduces the scientific basis of the Delphi study. 

2.1 Compliance of digital technologies 

In the literature, there is a two-sided view of compliance of digital technologies. On the one hand, there is 
the understanding that digital technologies can support the detection of compliance violations in order to 
counter compliance risks. This understanding is often also found under the keyword digital compliance. 
On the other hand, there is the understanding that the use of digital technologies must take place under 
defined rules. [7] The understanding of compliance of digital technologies on which this paper is based 
corresponds to the second view. A prominent example of this understanding is the AI Act of the EU 
Commission, which aims to make AI safe, transparent, ethical, impartial and under human control. [6] The 
EU's proposal establishes a grading of AI application based on risk. In addition to the assessment of risk, 
corresponding rules are also defined for use depending on the risk. For example, social scoring is to be 
banned due to the high risk, and chatbots with a low risk will be subject to transparency obligations in 
order to enable users to decide if they want to take advantage of them. [6] So far, there are no holistic 
approaches to describe compliance of digital technologies. Only AI as a lighthouse project is being 
examined with regard to these aspects. 

2.2 Delphi Study 

The Delphi study has been used since the 1950s and has existed in various forms. Available publications 
offer a broad spectrum of different definitions and interpretations of the Delphi study. [8] Delphi studies 
aim to solve complex problems and questions with the help of the knowledge of many individual experts 
[9]. For this purpose, selected experts from different domains are consulted [8]. According to HÜTTNER, 
the Delphi study can be classified as a more formalised expert survey [10]. Especially in comparison to the 
method of an open group discussion, the Delphi study, due to its anonymity, does not allow a change of the 
individual judgement by orientation on the answers of others [8]. However, since several rounds of 
questioning are carried out, it is possible to communicate the evaluated results of a wave as feedback to the 
participants, so that they reflect on their answers in a targeted manner [10]. This results in a prognosis or 
solution for the addressed problem that is superior to an individual performance and brings the advantages 
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of a group performance [9]. HÄDER divides Delphi studies into four different types, each with its own 
profile. 

Type 1: Delphi studies for the aggregation of ideas. 

Type 2: Delphi studies for the most accurate possible prediction of an uncertain issue or for its precise(r)
 determination. 

Type 3: Delphi studies to identify and qualify the views of a group of experts on a diffuse issue. 

Type 4: Delphi studies to build consensus among the participants. [8] 

3. Methods 

For this paper, a Delphi study was conducted to identify the compliance relevance of digital technologies. 
In the previous section, the method of the Delphi study was briefly introduced, and in this section the 
method is explained in more detail, as well as the design and execution of the study. 

3.1 Delphi study design 

The Delphi study was designed as a HÄDER type three study, as the focus is on collecting, determining 
and qualifying expert opinions on the diffuse topic of compliance for digital technologies. The type three 
study has specific characteristics. A decisive feature is the quantitative procedure, which was implemented 
by integrating 22 expert opinions. Furthermore, the experts are selected on the basis of their expertise in 
the areas of compliance and digital technologies. Moreover, the interdisciplinarity of the experts was taken 
into account. This means that scientific experts as well as practitioners were interviewed. The expert group 
is described in detail under Section 5. [8] 

In the first step, the question was operationalised by using the facet theory in order to achieve a 
comprehensible reduction of the complexity of realistic questions [11,8]. In addition, the scope of digital 
technologies was narrowed down. For this purpose, various technology radars and trend radars were 
examined. The technology radar and trend radar of the German Federal Ministry for Economic Affairs and 
Climate is particularly comprehensive and was therefore selected for the study [12]. Based on this, a 
longlist of 18 technologies was generated, which results in the first facet. Furthermore, in the second facet, 
different points of view on digital technology were determined. These are data, technology and 
organization. They were taken from the Aachen Digital Architecture Management and are particularly 
suitable as they describe the perspectives on digital infrastructure [13]. Moreover, a rating scale for 
compliance relevance was defined. The exact levels for the evaluation of the relevance can be found in the 
following mapping sentence (see Formula 1). 
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A decomposition into further facets would be possible, but the pre-test and the study itself showed that the 
reduction of complexity through three facets was sufficient. The questionnaire was designed with the help 
of the formulated mapping sentence. This means that for each digital technology (facet one), the points of 
consideration data, technology and organization (facet two) were queried via the relevance scale (facet 
three). The questionnaire also contains questions to indicate how confident the respondent is in his/her 
answer. 

3.2 Conducting the Delphi study 

To finalise the survey document, a pre-test was conducted with a selected expert to check the questionnaire 
for comprehensibility and to determine the approximate processing time. Subsequently, the actual study 
was conducted according to the typical procedure as shown in Figure 1. 

 
Figure 1: Procedure of the Delphi study 

The questionnaire was initially sent to 34 experts as an online survey. 22 of the experts contacted 
responded within the processing period of four weeks. Subsequently, an interim evaluation of the data was 
carried out in order to generate feedback for the following round. For this purpose, the number of mentions 
for each answer option was prepared in the form of a bar chart. An exemplary evaluation for technology 
5G can be seen in Figure 2. 

 
Figure 2: Evaluation example 5G 
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This feedback was integrated into the second survey and the survey was sent to the 22 participants fromm 
the first round. The processing period of the second round was four weeks and 16 of the participants sent a 
response. The number of participants can also be seen in Table 1. This concluded the conduct of the study. 

Table 1: Number and participation of the requested experts of the Delphi study 

Field of activity of 
experts Quantity of requests 

Quantity of Experts 
First round Second round 

Science 7 5 4 
Practice 27 17 12 
Total 34 22 16 

4. Data description 

The data is divided into the collected head data and the collected core data. The head data of the 
questionnaire contains general questions. The self-assessment of the expert regarding his expertise should 
be emphasized here. The self-assessment takes place on an ordinal scale with five response options. These 
are "don't know" {NaN}, "none" {0}, "low" {1}, "medium" {2} and "high" {3}. The Expertise is assessed 
for digital technologies in general, as well as for compliance. In addition, at the end of the questionnaire, 
respondents could once again highlight the digital technology for which the corresponding expertise is 
particularly high. This results in a list of all 18 digital technologies for each expert, which is binary coded 
for the evaluation ("no particular expertise" {0}, "particular expertise" {1}). These Boolean truth values 
can be viewed as weights for individual responses in the later analysis. The core data includes 54 
characteristics generated by three observation points for 18 technologies and are each ordinally scaled. 
Experts could choose between "not at all relevant" {0} and "extremely relevant" {4} on a five-point scale. 
In addition, the questionnaire contains the option "I don't know" {NaN}. The entire scale can be found in 
Table 2. 

Table 2: Overview of the scale for assessing the relevance of technologies 

Statement Scale value 
Highly relevant 4 
Sufficiently relevant 3 
Moderately relevant 2 
Less relevant 1 
Not relevant at all 0 
I don’t know NaN (Not a Number) 

5. Data analysis and finding relevant technologies for compliance 

Using the data collected in the Delphi study, the relevance of the individual digital technologies for a 
compliance guideline will be derived. For this purpose, a data-driven analysis of the head data and a 
simplified form of hypothesis-driven analysis of the core data will be performed. 

First, the head data is analyzed because it provides the basis for the following analysis of the core data and 
ensures the transparency and validation of the expert group. The spider diagram in Figure 3 shows how the 
22 participants assess their own expertise on the two topics of concern, compliance and digital 
technologies.  
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Figure 3: Expertise of the respondents 

It shows that both areas are represented in the expert group by correspondingly high or medium levels of 
knowledge. It can be concluded that the expert group formed for the Delphi study is suitable for the 
research due to its mixed expertise and mixed backgrounds from business and research (see Table 1). 

Before the hypothesis-driven analysis of the core data is presented in the following, a preselection of 
digital technologies based on particular characteristics is necessary. During the initial examination of the 
core data, one particular feature of the digital technology thread stood out. Here the participants answered 
particularly frequently "I don't know" {NaN}. This can be seen in the first as well as in the second survey 
round. Due to the lack of meaningfulness, this technology is therefore excluded from the evaluation. 
Furthermore, the core data for the digital technology Brain Computer Interface showed a particularly high 
demand for compliance. It should be noted, however, that this technology has a very low degree of 
maturity and has not yet found regular application in manufacturing companies. This can also be borrowed 
from the technology and trend radar [12]. Consequently, this technology is excluded for the further 
procedure. 

The hypothesis-driven analysis of the core data is presented below. For this purpose, three hypotheses are 
stated and proven or disproven. 

H1 Based on the compliance relevance determined in the Delphi study, a clear ranking of the digital 
technologies can be generated. 

The statistical measures median, mode and interquartile range (IQR) are used to determine a ranking in 
descending order of the compliance relevance of the digital technologies. Only ordinally scaled data is 
available in the Delphi study, so both the median and the mode are suitable. Since the median reflects the 
distribution of responses and the mode only shows the most frequent response, it is the more decisive 
measure. In addition, the IQR is only a measure of dispersion and not a measure of location like the 
median and mode. Consequently, the median is used as the first criterion. If a respondent indicated that he 
or she was particularly confident about a digital technology, the median would be weighted twice. 
Furthermore, the average is taken to combine the dimensions of data, technology and organization. The 
ranking by using the weighted median leads to the result that there are still a large number of split ranks. 
Therefore, the mode is additionally introduced as a second criterion. The same principle of weighting and 
averaging is applied here. After using the mode as the second criterion, the number of split ranks was 
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reduced, but there are still many split ranks. Therefore, IQR is used as the third criterion. Continuing with 
the application of the explained weighting and averaging. The result can be seen in Table 3. 

Table 3: Result ranking by median, mode and IQR 

Rank Digital technology Median Mode IQR 
1 Deep Learning 3,3333 3,6667 1,25 
 Machine Learning 3,3333 3,6667 1,25 
2 Natural Language Processing 3,3333 3,3333 1,0 
3 Computer Vision 3,1667 3,0 1,1667 
4 Conversational Interfaces 3,0 3,0 0,6667 
5 5G 3,0 3,0 1,0 
6 RFID 2,8333 3,3333 1,3333 
7 WiFi-6 2,6667 3,0 1,3333 
8 System virtualization 2,6667 2,6667 1,0 
9 ZigBee 2,6667 2,6667 1,4167 
10 Virtual Reality (VR) 2,6667 2,6667 1,6667 
11 Distributed Ledger 

Technologien 
2,6667 2,3333 1,0 

12 Edge Computing 2,3333 2,3333 1,5 
13 Augmented Reality 2,3333 2,0 1,0 
 Bluetooth 5 2,3333 2,0 1,0 
14 Quantum Computing 2,0 2,6667 2,0 
Using the measures median, mode and IQR, the hypothesis could still not be proven because the ranking of 
the digital technologies is not clear. The ranks one and 13 are still divided. Nevertheless, it can be stated 
that it was possible to make the relevance of the digital technologies comparable with one another. 

H2 The generated ranking list enables a systematic identification of compliance-relevant digital 
technologies. 

To test the hypothesis two, the previously generated ranking list is considered. With a relevance score of at 
least three, which corresponds to "sufficiently relevant", it is assumed in the following that the compliance 
relevance is sufficient for consideration in the subsequent models. Moreover, the use of the word 
"sufficient" in everyday language already indicates the adequacy and appropriateness of the relevance. The 
scale value below three corresponds to "moderately relevant", which in turn is understood in everyday 
language as " slightly" relevant and is therefore not sufficient for the further considerations. The minimum 
relevance of three or "sufficiently relevant" defined in this way is applied to the leading statistical measure, 
the median. This results in a list of compliance-relevant digital technologies shown in Table 4. 

Table 4: Identified compliance relevant digital technologies 

Rank Digital technology Median Mode IQR 

1 Deep Learning 3,3333 3,6667 1,25 

 Machine Learning 3,3333 3,6667 1,25 

2 Natural Language Processing 3,3333 3,3333 1,0 

3 Computer Vision 3,1667 3,0 1,1667 
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4 Conversational Interfaces 3,0 3,0 0,6667 

5 5G 3,0 3,0 1,0 

The six digital technologies identified are all at least sufficiently relevant at the median. This statement is 
strengthened by the fact that the mode is also three or greater for all six digital technologies. In summary, a 
system of two position measures was used to identify the top six compliance-relevant digital technologies. 
Systematic identification has thus been successful and the hypothesis put forward is substantiated. 

H3 There are thematic clusters within the compliance-relevant digital technologies. 

The list of compliance-relevant digital technologies which has already been compiled is used to investigate 
the third hypothesis. This means a search is made for thematic clusters in the six most compliance relevant 
digital technologies that are at least sufficiently relevant. First of all, it is noticeable that the ranks one to 
three are all occupied by digital technologies that are related to artificial intelligence. However, the digital 
technologies: machine learning, deep learning, natural language processing and computer vision, are also 
related to each other [14]. In the field of computer science, machine learning focuses on developing 
efficient algorithms to solve problems using computational power [15]. While machine learning uses 
approaches from statistics, it also includes methods that are not solely based on previous work by 
statisticians, leading to new and widely cited contributions in the field [16]. In particular, deep learning is 
used in these contributions. Deep learning models consist of multiple processing layers capable of learning 
representations of data with multiple levels of abstraction. Deep learning has dramatically improved 
machine learning capabilities, e.g., in speech or image recognition [17]. Sub-applications of deep learning 
such as computer vision and natural language processing exist for this purpose [18]. In the context of 
artificial intelligence, the described techniques such as machine learning and thus deep learning and 
computer vision or natural language processing are now applied to mimic human intelligence in machines. 
[14]. The described connections can also be taken from Figure 4. 

 
Figure 4: Applications of Artificial Intelligence based on KÜHL [14] 

Thus, the identified cluster is named with the overarching term "Applications of Artificial Intelligence" 
and includes the digital technologies machine learning, deep learning, natural language processing and 
computer vision. After explaining the proximity in terms of content, it should be further emphasized that 
the median of all digital technologies in this cluster only varies between 3.3333 and 3.1667. This supports 
the clustering that was carried out. 

The digital technology conversational interfaces is ranked fourth and 5G is ranked fifth. Conversational 
interfaces is a human-machine interface topic and 5G is a communication technology. No other meaningful 
content cluster can be formed for 5G. In the case of conversational interfaces, it should be considered 
whether it would make sense to join the cluster Applications of Artificial Intelligence. However, the 
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authors decided against this because conversational interfaces are based on the technological development 
of artificial intelligence applications and speech recognition in particular, but interaction with humans has 
a special role and trust is an important component when using them in manufacturing companies [19]. In 
summary, the hypothesis set up can be confirmed, as the content cluster Applications of Artificial 
Intelligence was found. 

6. Discussion 

Digital technologies continue to evolve over time, so the results developed in the paper may change over 
time. Therefore, the described results of the Delphi study represent a current snapshot that is valid for a 
limited period of time. When selecting the digital technologies, care was taken to use those that are state-
of-the-art today. In addition, the study was structured in a way that is clearly comprehensible. This would 
allow to reproduce the work at a later time and to update the results. In case of changes, this means that the 
model has to be adapted or extended. 

7. Conclusion and Outlook 

The aim of the work was to identify the compliance-relevant digital technologies for manufacturing 
companies. To this purpose, a Delphi study was conducted to integrate the expertise of many individual 
experts. In analyzing the data obtained, a hypothesis-driven approach was followed and statistical 
measures were used to derive a ranking of digital technologies in descending order of their current 
compliance relevance for manufacturing companies. The study showed that the experts were able to 
narrow down the relevant digital technologies. In order to achieve the overarching research goal of 
enabling manufacturing companies to write their own compliance for the digital technologies they use, 
further work is needed, in particular to enable the systematic derivation of compliance rules. For this 
purpose, a framework has to be developed in the following models to ensure a holistic derivation of 
compliance rules. In addition, the challenge is to enable companies to do the individual actions themselves 
and a meta-model has to be developed for this purpose in further work. 
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Abstract 

In the context of Industry 4.0, digital technologies and concepts are becoming more and more important in 
companies, as they can provide solutions to current challenges. The digital twin in particular can be used in 
various fields of application and thus create added value. However, the variety of different application 
possibilities as well as the difficult evaluation of the added value of the digital twin poses great challenges 
for companies. This publication therefore presents a method that offers companies a structured approach to 
identifying and subsequently evaluating possible uses of the digital twin based on their digital maturity. First, 
the digital maturity of a company is determined by means of a point-based questionnaire and a suitable 
identification method is proposed based on the result of the digital maturity. If a field of application could 
be identified with the proposed method, it is evaluated by a self-developed "Digital Twin Canvas" and, 
depending on the field of application, by a suitable simulation. By applying the method in various companies 
from different sectors, the method's functionality has been validated. 

Keywords 

Digital Twin; Digital Shadow; Digital Readiness; Digital Maturity; Evaluation; Identification; Simulation 

1. Introduction 

Competitive pressure on companies is increasing due to globalisation, as well as the rising demand for 
individual products with simultaneously shorter product life cycles [1]. In this environment, companies are 
confronted with strong price and efficiency pressures [2]. At the same time, technological progress in recent 
years and the accompanying digitalisation give companies the opportunity to make their processes more 
efficient through the automation and networking of their production and thus maintaining their 
competitiveness [3]. One technology that has great potential for connecting the real world with the virtual 
world is the digital twin (DT) [4]. This technology has a variety of application fields in the life cycle of a 
product.  

For example, the DT can already be used in the design phase of a product to identify and reduce potential 
problems with products before they are produced [5]. It also enables a virtual commissioning of machinery, 
which speeds up the real commissioning and enables the detection of potential defects [6]. In addition, with 
the help of a DT, the training of employees can be carried out on a digital image, thus avoiding a stop in 
production or the generation of rejects [7]. If a product has sensors and the operating data generated by them 
are transferred to a DT, the condition of the product can be recorded and, if necessary, condition-based 
maintenance can be performed [8]. If this collected data is stored over a longer period, anomalies can be 
detected using various methods of data analysis, such as algorithms from machine learning [9]. Furthermore, 
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the use of these methods in combination with a DT can determine the probability of failure of components 
if the database is adequate, thereby enabling predictive maintenance [10]. The collected data in the DT of a 
product provides information about the stresses during its life cycle and allows optimisation of the individual 
components of the product in order to extend its lifespan [11]. The use of a DT can also offer benefits for 
companies in the application areas of reuse, remanufacturing, and recycling of the product [12]. 

The fields of application of the DT listed here represent only a small part of the variety of different fields of 
application. Since it is often difficult for companies to identify the most suitable fields of application, this 
paper presents an approach that supports companies in identifying and evaluating the fields of application of 
a DT. This method is discussed in this paper after the introduction and the state of the art. The approach 
presented here is divided into 3 parts. First, the digital maturity level of the company is determined. Based 
on this result, suitable methods for identifying application fields are presented. After the successful 
identification, the selected application fields are evaluated to check whether the use of a DT is profitable in 
this application field. Subsequently, the method presented here is validated on an application example. 
Afterwards, the advantages and limitations of the method are shown in the discussion and, finally, the 
conclusion summarises the most important findings and gives an outlook on the need for further research. 

2. State of the Art 

This section presents various works in the areas of "Digital Maturity Level in Companies", "Identification 
of Application Fields of a Digital Twin" as well as "Evaluation of Application Fields of a Digital Twin". 

To determine the digital maturity level of companies, Bastos et al (2021) developed a questionnaire. After 
evaluating this questionnaire, an index is calculated based on the points awarded and, with the help of this 
index, companies are classified in terms of their digital maturity [13]. Next, depending on the classification, 
measures are identified to increase digital maturity [13–15]. Gill et al. (2016) and Lödding et al. (2017) have 
also developed a questionnaire to determine the digital maturity of companies. In addition to these 
quantitative approaches, there are also qualitative approaches to determine the digital maturity of companies 
[16]. In many works, the term digital readiness is used instead of digital maturity. This will also be the case 
in this paper. Overall, there are some papers that determine the digital readiness of companies, but most 
approaches are very general and do not focus on the assessment of digital readiness for a DT. In 2020, the 
MSG Group published a study in cooperation with Fraunhofer IPK called "Digital Twin Readiness 
Assessment" [17]. In this study, the authors investigated how far the companies are regarding the use of a 
DT and which use cases are being pursued. However, an identification and evaluation of use cases did not 
take place but will be done in this paper alongside the determination of Digital Twin Readiness (DTR). 

The life cycle of a product is often considered for the classification and identification of application fields 
of a DT [6,18]. Through the enrichment of data and models during the product life cycle, the DT of the real 
image is expanded and can thus be used for several application fields [19]. The classification of the different 
application fields can be based on the criteria of hierarchy, data flow type and functional benefit [20]. Other 
works refer to Industry 4.0 concepts to find application fields for the DT [21]. These concepts are sometimes 
extended to include the interdependence between the real and virtual image, in order to better classify the 
fields of application [22]. These works classify existing application fields and do not consider the 
identification of new application fields in their work. In contrast to these works, this paper provides an 
approach that presents different methods for identification and classification. 

There are various possibilities for evaluating the fields of application of a DT. One possibility is the 
evaluation based on the aspects of business models, which can be done, for example, using the Business 
Model Canvas according to Osterwalder [23]. This model was used to evaluate a DT, but the model was not 
adapted to the application fields of the DT [24]. In addition to the aspects of a business model, the evaluation 
of the DT in the Data Science Canvas also involves the data situation in the company [25]. Simulations can 
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be used to evaluate the possible effects of a DT when it is introduced and, in addition, interactions can be 
recognised [26,27]. The application field of a DT can also be evaluated via quality criteria such as 
extensibility, interoperability, transferability, and reusability [28]. The approach presented here represents a 
mixture of the evaluation opportunities presented here to be able to provide the appropriate evaluation 
depending on the field of application of the DT. 

3. Method 

For a generic identification and evaluation of application fields of a DT a modular system was developed. 
The aim of this system is to be able to respond to the digital readiness for a DT of different companies. The 
user is guided through steps A, B and C (see Figure 1). Each module contains sub-modules. The initial 
situation in the company is evaluated by determining the degree of digital readiness in all sub-modules of A.  
Based on the score of the assessment, a sub-module of module B is chosen by using a decision tree. These 
sub-modules aim to suit the needs of the company and provide a method to identify an application field of a 
DT. After an application has been identified using module B, the application is evaluated in module C. 

 

The module system ensures that: 

- The method can easily be adopted by companies. 
- The modular system allows to present different approaches to identify applications based on the 

digital readiness of various companies.  
- Different perspectives can be taken. 
- Companies can process the system in a short amount of time or in more detail. 
- A further development of the modules and sub-modules can easily be adopted by adding modules. 

  

 
Figure 1: A modular system to identify and evaluate the 

application fields of a DT 

 
Figure 2: DT readiness assessment with point-based 

questionnaires 
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Module A: Digital Twin Readiness Assessment: 

The realisation of a DT can only be successful if the company has reached a high level of digital readiness 
in all areas - this requires increased agility and holistic thinking [17]. To determine the DTR, four point-
based questionnaires are provided (see Figure 2): 

A1 - Enabler of the DT: The enablers of Industry 4.0 were evaluated for the properties of a DT (the 
questionaries are inspired by [29,17,30]). Further questions regarding the enablers of a DT were explored. 

A2 - Assessment of the company: The Digital Twin Readiness Assessment study [17] deals with questions 
in three "maturity areas" (understanding and commitment, targeting and concept, implementation of a DT). 
These questions are adapted to the assessed company and its structure. The questions were evaluated, and 
further questions were added. 

A3 - Existing applications: Simulations, visualizations, digital models, and shadows can be completed to a 
DT by increasing the interdependence of the physical and the digital object. This block of questions also 
considers the whole spectrum of automation technologies and software like Profinet, Automation Studio, 
Siemens TIA, Ansys Twin Builder, AWS IoT TwinMaker, MS Azure DT, ISG-viruos, Mnestix and many 
more. The naming of technologies helps companies to get an overview of the market. 

A4 - Norms, standards and concepts: Norms and standards that already have been introduced in companies 
provide information about the digital readiness of the company for a DT. The questions in this module are 
based on a list of norms of the DIN [31] , Platform Industrie 4.0 [32] and IEEE [13]. Only norms and 
standards that are relevant to the introduction of a DT were considered, like OPC-UA (IEC/DIN 62541), 
MQTT (IEC 20922), TSN (IEEE 802.1), eCl@ss (IEC 61360), AutomationML (IEC 62714), AAS (IEC 
63278) and more. 

Module B: Identification of a field of application: 

The aim of module B is to identify one or more fields of application for the DT that does already exist in the 
company. Based on the result of the DTR a corresponding sub-module of B is chosen by a decision tree  
(B0 - B4). In these sub-modules, a perspective on the fields of application of the DT that corresponds to the 
degree of DTR is taken. Each sub-module thus represents one of several different perspectives on the fields 
of application of the DT.  

B0 - Alternatives to the digital twin, initial situation: low DTR. Regarding the degree of the DTR, this module 
focuses on alternatives to the DT. The requirements for a company to introduce a digital shadow or model 
are lower than the requirements for introducing a DT. The perspective of this module is based on the 
decreasing interdependence (see Figure 5). These alternatives are a more sensible decision for companies 
with a low DTR. The aim should be to expand the application field in future by adding interdependence. 
B1 - Naming the fields of application, initial situation: few DTR. It can be assumed that the company has 
little knowledge of the application fields of a DT. It is therefore useful to name and describe application 
fields to familiarize the companies with the spectrum of applications of a DT. Therefore, a table describing 
the application fields of a DT is provided. This method is often to be found if companies are looking for an 
identification in literature and web [33]. In addition to naming application fields, reflective questions are 
used to help the companies to understand and identify the applications of a DT. 
B2 - Lifecycle and hierarchy levels of the asset, initial situation: average DTR. The decision tree also a check 
about the result in module A3 (existing applications of the DT). An average DTR means that a company 
usually has knowledge of application fields of the DT but has few or no applications of a digital model, 
shadow or twin. With the architecture model RAMI4.0 / DT a perspective on the life cycle and hierarchy 
axis can help companies to identify new applications with a provided template (see Figure 3). This represents 
a horizontal layer of the RAMI4.0 / DT model.  
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B3 - Interdependence of existing applications, initial situation: above average DTR. Applications and 
knowledge of a digital model or shadow are available. The perspective of this module is based on the 
increasing interdependence of existing applications (see Figure 5). The goal is to expand the dependencies 
between the physical and the digital object. An existing application of a digital model or shadow needs to be 
checked for the expandability of the interdependences successively to generate new applications. 
Maintenance of a machine prior based on condition monitoring can then be transformed into predictive 
maintenance by realising the bidirectional automated dataflow (and the corresponding algorithms for 
prediction).  

B4 - Data driven identification, initial situation: high DTR. Applications of a digital model, shadow or twin 
are available. In this module the perspective of the company focuses on the dataflow. Companies with a high 
DTR are facing and solving the issues of big data. Therefore, a data-, a simulation- and a control-twin are 
considered in data mining, process mining and machine learning applications. For example, a data-twin can 
be used in machine learning applications for predictive maintenance. Another example could be a simulation-
twin in data mining application for virtual commissioning. 

 
Figure 3: Module B2 - Lifecycle and hierarchy levels of the asset 

Module C: Evaluation of the identified field of application 

After one or more applications of a DT were identified, the aim of this module is to evaluate the application. 
An evaluation can be done under serval aspects: business model, investment, trend, functionality, 
requirements, and implementation. 

C1 - Digital Twin Canvas: A canvas is an intuitive model for evaluating different aspects. The Digital Twin 
canvas addresses the aspects of business model, investment, and trend of an application. Different already 
existing canvases were evaluated regarding their applicability to the subject of a DT: 

- Business Modell Canvas [23] 
- Data Science Canvas [34] 
- Trendmicrocosmos [35] 
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To meet the requirements of evaluating a DT, individual elements were taken and supplemented. The Digital 
Twin Canvas covers the following aspects seen in Figure 6: 

Driver, Disruptors, Digital Readiness, Key Resources, Value Propositions, Implementation, Customer, Data, 
Key Resources, Synergies, Channels, Cost Structure, Revenue Streams. 

C2 - Simulation: A simulation can validate the functionality of an application field. A simulation can also 
be used to evaluate the effects of realizing an application. The concepts developed during a simulation can 
be used in the implementation of the DT. 

C3 - Requirements and quality criteria: This module is considering all aspects regarding the requirements 
[28] and quality criteria (ISO/IEC 25000) of an application if implemented.  

4. Use Case 

To evaluate the applicability of the method a study was carried out with eight different companies between 
May and September 2022. The company WEISS GmbH processed all modules of the method. 

About the WEISS Group:  

With its automation solutions, WEISS GmbH is one of the world’s leading system suppliers in the 
automotive industry, machine and plant manufacturing, life science, and electronics. The reliable and durable 
rotary indexing tables (see Figure 4), handling units, delta robots, and linear transfer systems are making the 
industrial production of tomorrow a reality. By applying their engineering expertise, knowledge of industries 
and processes, and high affinity for serving customers, the experts assist system integrators and producers 
in designing and operating innovative and sustainable production plants. Founded in 1967, WEISS now has 
a staff of around 700 employees in its sales, service, and manufacturing locations in 49 countries. 

Module A: 

The DTR of the company was determined in cooperation with a product manager for controls and 
digitalization and also the development engineer for advanced development. The DTR result was above 
average and knowledge about the application fields of the DT was available. Therefore, the decision tree 
directed the company to proceed with module B3, the increasing of the interdependency of existing 
applications. 

Module B: 

The Weiss GmbH already has existing applications in the preliminary stages of a DT. By extending 
bidirectional data exchange, these offer potential for new applications of a DT. Thus, the sub-module B3 is 
ideally suited to the company´s initial situation. Here, new applications for the DT can be identified (see 
Figure 5): Condition-based Maintenance with the possibility of further development to predictive 
maintenance with anomaly detection, an event-controlled optimization with the possibility of further 
development for artificial intelligence and a hardware agnostic commissioning.  

Module C:  

Digital Twin Canvas: Condition-based maintenance was selected for the evaluation from several identified 
applications, since WEISS GmbH aims to introduce condition-based maintenance for different components 
in a timely manner. With the Digital Twin Canvas, the application was evaluated according to various 
aspects. In 45 minutes, the drivers, disruptors, the digital readiness, the key resources, the value 
proposition, the implementation, potential customers, the data situation, the key activities, synergies, 
channels, the costs and the revenues of condition-based maintenance in the company could be evaluated 
(see Figure 6). This increased the understanding of the different aspects of the new application.  
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Simulation: An important step in evaluating an identified application is a comparison of possible 
improvements with the current state. The simulation offers an opportunity to illustrate complex relationships 
and interactions. Furthermore, customers can also benefit from the evaluation of the application through a 
simulation. The WEISS GmbH agreed to carry out a simulation of Run to Failure, Condition-based and 
predictive maintenance based on data from their service work.  

 

 

 

 

 

Figure 4: WEISS indexing table 

 
Figure 5: Improving the interdependence of an asset 

 

 
Figure 6: Digital Twin Canvas for evaluating different aspects of the application 
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5. Discussion 

To validate the developed method structured expert interviews were designed and conducted to examine 
whether the modular system can help companies to identify as well as evaluate the application of a DT and 
is therefore useful in practice. These are the results:  

- Module A is seen as a good introduction to the topic for companies. Some have already been able 
to identify first applications based on the questions and the gaps that have been identified. Clarity 
about the status quo is created. 

- Companies that have already identified applications of a DT before, see their decision confirmed. 
The method can therefore be used to validate existing applications. 

- Repeated processing of the modular system by using different personas can provide new insights. 
- For all participating companies the development of norms and standards is essential in the future. 
- The Simulation showed that Condition-based and predictive maintenance have a positive effect on 

the detection time of a defect, the number of fatal defectives, the total disruption time and enables 
remote maintenance. 

Limitations: 

- The method is limited to applications for manufacturing companies. Considering the twin of a 
person, the weather or the environment would meet the generic claim of the method but reduce the 
quality of the work. Many companies gave feedback that an industry-specific approach to identifying 
and assessing DT application can provide better solutions than a generic approach. For this reason, 
an even more detailed method is more sensible than a general one. 

- The implementation of an identified and evaluated application was not considered in this work. 
However, there is sufficient literature in the form of frameworks or standard software for e.g., virtual 
commissioning, condition monitoring, predictive maintenance or asset administration shell. 
However, a method that takes all steps into account would be of great value in practice. 

The modular system can be used in practice for a management consultancy. However, companies are also 
able to use this work as a guide to familiarize themselves independently with the topic of identification and 
evaluation, to determine their degree of maturity, and to identify and evaluate new applications of a DT. 
Individual concepts of this work can be useful for further research and in practice. The determination of the 
DTR for the DT, the RAMI4.0/DT model and the Digital Twin Canvas offer many possible applications due 
to their generic approach. The modular principle of the method also allows modules or sub-modules to be 
exchanged or supplemented. 

6. Conclusion 

In this paper, a method has been introduced with which application fields of a DT for a company can be 
identified and evaluated. The method is divided into 3 modules, which were presented after the introduction 
and the state of the art. In Module A, the DTR of a company is derived with the help of a questionnaire and 
the score calculated from it. In Module B, various approaches are used to identify areas of application for a 
DT based on the company's DTR. Finally, Module C evaluates the identified fields of application. 
Subsequently, the results of the application of the developed method in cooperation with WEISS GmbH are 
described. Finally, the advantages and limitations of the method were shown in the discussion.  

There is a need for further research, especially in the adaptation and evaluation of the sub-modules of the 
method, as the research field of DT’s is continuously developing. In addition, standards and norms are 
constantly being revised or further ones published. Due to the expandability and adaptability of the method, 
these changes can be considered, and the modules can be adapted accordingly. The evaluation of the 
application fields of the DT should also be expanded to include ecological criteria, as the evaluation is mainly 
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based on economic and qualitative criteria. Due to the increasing consequences of climate change, an 
evaluation from an ecological point of view will become essential for companies in the future, as the various 
possible uses of the DT can save resources and energy and enable an efficient recycling. 
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Abstract 

Objectives and Key Results (OKR) is an approach that focuses on the company's goals through trust-based 
agreements between leaders and employees. With the OKR framework in its original form, strategic business 
goals are aligned with the employees' active involvement, which promotes intrinsic motivation, 
transparency, commitment, and alignment. Inspired by the successes at Google and Intel and shaped by its 
use in the tech industry, the use of OKR increased across industries. Although companies within all sectors 
use the OKR framework, numerous implementation efforts fail. The challenges of practitioners are not fully 
addressed in the development of implementation concepts for OKR. One main reason is that these challenges 
are not taken into account in scientific publications. The paper aims to investigate to what extent existing 
OKR frameworks need to be adapted to provide companies with suiting implementation guidance. Firstly, 
OKR is placed in the context of academically widely discussed Performance Management Systems (PMS). 
Secondly, criteria for successful PMS implementation are identified and used as a baseline for analyzing 
existing OKR implementation concepts. A systematic literature review shows the current state of research, 
identifying existing OKR implementation concepts from practice and theory. The OKR implementation 
concepts identified are systematically mapped to the series of identified criteria for PMS implementation. It 
is shown that the existing OKR frameworks do not address the described criteria necessary for a successful 
implementation of PMS, thus the adaptation of existing OKR implementation concepts is required. 

 

Keywords 

Objectives and Key Results (OKR); Performance Management Systems; Implementation Concepts, Success 
Factors; Digital Leadership 

1. Introduction  

Ongoing globalization and digitalization, as well as the associated dynamics of the economic environment, 
cause that companies are constantly faced with new challenges [1]. Companies must react to the 
accompanying speed and unpredictability of the market environment to remain competitive. This requires 
continuous adaptation [2]. Performance management systems (PMS) are a key instrument used by companies 
to continuously adapt to the dynamics of the environment. PMS offer approaches to encompass activities 
and processes aimed at managing employee contribution to achieve corporate goals [3]. A wide variety of 
PMS address different perspectives of the organization, such as the perspective of strategy implementation 
building on the Management by Objectives approach developed by Peter Drucker in the 1950s the Objectives 
and Key Results (OKR) framework was developed to incorporate operationally feasible strategic planning. 
Characterized by Andrew Grove and John Doerr, the OKR framework was designed and established in 
practice at Intel and Google. The framework of Doerr [4] and Niven and Lamorte [5] covers the fundamental 
idea, theoretical foundation, and underlying principles of OKR, rather than explicit individualized 
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implementation paths. Implementation in practice and the associated challenges are dealt upon superficially. 
Despite the great popularity of OKR [6], many companies fail in its implementation and as an result decide 
to abandon the method that was supposed to assist in the implementation of the strategy [7]. As the OKR 
framework gains popularity, its practical application is becoming more relevant for research, focusing on the 
question of strategy implementation in companies. In this context, the crucial question is why companies fail 
with OKR. Among the reasons, organizational factors and the unmet expectation on the framework are 
stressed. This paper focuses on the implementation phase, as it is precisely in during the launch phase that 
companies turn away from the OKR framework. The central research question of this publication is therefore 
defined as follows: 

Do existing OKR implementation frameworks address the needs of organizations for successful OKR 
implementation? 

To answer this question, first this paper positions OKR within performance management theory by analysing 
its interrelationship along the PMS implementation framework according to Ferreira and Otley [8] with the 
fundamental OKR theory. Subsequently, a systematic literature review is conducted to identify existing state-
of-the-art approaches to OKR implementation. Through this, a holistic picture of the current state of research 
can be ensured. The differences between the OKR implementation frameworks and gaps in existing OKR 
implementation frameworks are identified by analysing them according to the success factors for the 
implementation of PMS by Grünbichler and Klučka [9]. Based on the analysis a recommendation for the 
design of a holistic OKR implementation framework is derived. 

2. Theoretical Foundation 

Along with its increasing popularity and application in practice, the OKR framework has gained increasing 
importance in research. By actively engaging employees, the Objectives and Key Results framework 
focuses on strategy implementation. According to Doerr [4], the strategy is derived from the overarching 
mission, vision and purpose. In this process, breaking down the objectives and key results from the purpose 
paves the way for an intrinsically motivated performance. Not only does the OKR framework led to 
specifying which goals are to be achieved, it also specifies how success can be quantified. For this purpose, 
the goal-setting process is reflected in a V-shape, initially from the top down and subsequently from the 
bottom up, including feedback from employees. this encourages transparent communication at all levels. 
Niven and Lamorte [5] define OKR as „a critical thinking framework and ongoing discipline that seeks to 
ensure employees work together, focusing their efforts to make measurable contributions that drive the 
company forward“. 

Understanding of Performance Management Systems in theory and practice, due to the different 
perspectives, can differ greatly. Among the numerous PMSs, varying degrees of depth, methods of 
execution, and audiences are addressed and executed with a variety of tools [10]. What the different types 
of PMS have in common is that they enable companies to measure and manage corporate success effectively 
and efficiently [11]. At this point, it is important to note that the field of performance management in research 
is a complex, intertwined field in which research is increasingly ambiguous and different studies are 
contradictory. The industry's perspective on PMS is strongly influenced by the concept of output in everyday 
work. Heterogeneity in the conceptual understanding of PMSs in the industrial sector is reflected by the 
application focus, such as IT-based holistic control for steering positioning or targeting more traditional 
Controlling tools  [12]. Industry's perspective in practice follows its own dynamics and distinguishes less 
distinctively between the instruments of measuring customer-driven project success and evaluation of project 
success by employees [13]. Besides the systems and the system elements, the research perspective focuses 
on the theoretical framework and the classification in existing sciences on the multidimensional 
measurement of performance [10]. According to Krause [14], performance management encompasses all 
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activities that are aimed at optimizing the organization while constantly updating the expertise and social 
skills of the participants at the same time as minimizing the financial, material, time, emotional and social 
costs.  

3. State of the Art 

A systematic literature review following the framework for literature reviewing of vom Brocke et al. [15] 
was conducted to identify OKR implementation frameworks and to analyze them based on their applicability. 
Therefore, search strings were specified, along which four data bases were examined for existing OKR 
frameworks. The four digital databases used for the literature review in this thesis are Scopus, Springer Link, 
IEEE Xplore, and Google Scholar. The search strings are summarized in table 1. 

Table 1: Search commands for the literature review 

Database  Search string  
SCOPUS  ALL ( “objectives and key results”  AND  “implementation”  AND  “methods” )  AND  PUBYEAR  >  2010  
Springer Link  “objectives and key results” AND implementation AND methods AND framework  
IEEE Xplore  (“objectives and key results” OR (“Full Text & Metadata”:”objectives and key results” AND “Full Text & 

Metadata”:”implementation” AND “Full Text & Metadata”:”method”))  
Google Scholar  “objectives and key results” AND “implementation” AND “methods" AND "framework"  

The search strings were used to screen the identified sources using three quality gates, summarized in Figure 
1. To focus on the relevant search result, quality gate criteria Q1 targets the period from 2010 to 2022. 
Additionally, Q2 selects publications focusing on OKR and the underlying methodology. Following on from 
this, quality gate Q3 identifies sources that provide an overarching framework of the implementation of 
OKR. Publications were extracted that highlight the process of OKR, such as the OKR cycle, rather than a 
framework for implementation. 

 
Figure 1: Summary of the literature selection process 

In total, the four databases analyzed along the search strings yielded 580 results. Based on the quality gate 
criteria, 15 relevant OKR implementation frameworks can be identified following duplicate screening. It is 
striking that the ORK frameworks consider the foundation theory both as a stand-alone strategy 
implementation approach [4], and from a tool-driven perspective as a component of a combination of tools, 
on a par with e.g. scrum [16] or Big Data [17]. Following the research question, the 15 OKR frameworks 
identified are evaluated for sufficiency based on the PMS implementation criteria. These include the 
following 15 sources [24,17,18,4,25,21,19,26,27,5,22,16,20,28,23]. 

Digital Databases

SCOPUS Google ScholarSpringer Link IEEE Explore

15 Results

Quality Gates Criteria [Q]: Q1 = Years from 2010 to 2022, Q2 = Focus on OKR implementation methodology, proposed frameworks using
OKRs etc., Q3 = Proposition of holistic framework for OKR implementation

15 Results
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8 Results
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89 Results

89 Results
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11 Results

3 Results

465 Results
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Q1

Q2

Removing duplicates

15 Results

0 Results 2 Results 3 Results 13 Results
Q3 Q3 Q3 Q3
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The study design addresses the relevance of the research question to practice. Using the systematic literature 
review, existing OKR implementation frameworks are identified which are applied in this form. In order to 
examine whether these frameworks support the successful introduction of OKR, their applicability is 
analyzed in the next step. Along the three phases of planning, application, and reporting for the successful 
introduction of PMS, the different perspectives of the OKR implementation frameworks are examined. 
Given that the practical application of the OKR implementation frameworks is crucial for the organizational 
success of the management system, the OKR implementation frameworks are analyzed on the basis of 16 
dimensions. This extensive analysis shows how each OKR implementation framework addresses which 
implementation dimension. As a result of this analysis, it is possible to determine where there is a need to 
expand the OKR implementation frameworks.  

4. Results 

First, the OKR framework, widely discussed in practitioners, is placed in the PMS literature for the purpose 
of research assessment. Based on these findings, the identified OKR frameworks are examined for their 
sufficiency by analysing them along the core introduction phase for PMS. This systematic analysis identifies 
blind spots in the introduction systems.  

4.1 Relations of PMS and OKR 

This chapter of the paper examines the central question of to what extent the OKR framework intersects with 
the research perspective on PMS. Therefore, PMS are defined, and the characterizing elements holistically 
identified. Further, the characterizing elements of PMS are matched with the characterizing elements of 
OKR to evaluate the overlap. Ferreira and Otley [8] present a holistic approach of the structure and 
functioning of PMS with its performance management system framework. It is based on the respective 
literature, such as the 5 questions according to Otley [29] and the Levers of control frameworks according 
to Simons [30]. The framework constructs 12 level according to definition and questions, which provide 
holistic understanding of PMS. To position the OKR framework in PMS research, the foundational OKR 
frameworks of Doerr [4] and Niven and Lamorte [5] are analyzed in relation to the 12 levels of the 
performance management framework according to Ferreira and Otley [8], illustrated in table 2. The relation 
within the levels of the PMS and the OKR framework are evaluated according to the intensity indices of 
Probst and Gomez [31]. The intensity of effect, ranges from o no intensity, + low intensity, ++ strong 
intensity to +++ very strong intensity, based on the approach of vom Brocke [32]. If all 12 levels are 
addressed by the OKR concept it can be deducted that OKR is a PMS. 

Table 2: Evaluation of relation within the levels of the PMS and the OKR framework 

Levels of Performance Management 
System [8] 

OKR Framework of Doerr [4, p. 10-27, 60-66, 82, 126, 143–148, 163,179,184-187] 
and Niven and Lamorte [5, p. 13-22, 78-86, 97-114, 151-155, 170–171] 

Evalu-
ation 
[32] 

How is the organizations vision and mission 
brought to the attention of managers and 
employees? 

Alignment with the with organization’s mission, vision and North Star value forms 
the center of interest. OKR to promote purposeful work, common direction of 
organization ‘s vision and effort. 

+++ 

What are the key success factors that are 
believed to be central to the organization’s 
overall future success? 

The implementation of the organizational strategy, which is implemented by OKR in 
day-to-day work, is identified as a critical factor for the success of the organization, 
conviction and buy-in at the top to drive alignment are crucial 

+ 

What is the organization structure and what 
impact does it have on the design and use of 
performance management systems (PMSs) 

Organizational units form the communication level of OKRs, resulting in OKR 
identifying unclear responsibilities. Open and visualize all parts of an organization, 
to each level of every department, is necessary. 

++ 

What strategies and plans has the 
organization adopted that it has decided will 
be required for it to ensure its success? 

Goal planning and reflection to progress are updated in the organizational units agile 
and short-term. The structure of the goal setting process is characterized by the 
continuous performance management. 

+++ 
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What are the organization’s key performance 
measures deriving from its objectives, key 
success factors, and strategies and plans? 

Employees track progress and check-in on all levels during OKR-Cycle by paring 
qualitative objectives and quantitative key results they are committed to. 

++ 

What level of performance does the 
organization need to achieve for each of its key 
performance measures? 

Modern goal setting promotes cross-functional connectivity, peer-to-peer and team-
to-team, not scaling beyond the leadership team’s capacity, structure and clarity, 
psychological safety, meaning at work, dependability, impact of work. 

+ 

Are performance evaluations primarily 
objective, subjective or mixed? 

Measuring Output by focusing on „What“ and „How“ with quarterly evaluation, 
bottom-up and top-down. 

++ 

What rewards system is conducted by 
achieving performance targets 

OKR promotes intrinsic motivation of employees, particularly purpose-driven 
motivation with non-financial incentives, failure to achieve OKRs result in future 
oriented planning are qualitative with focus on the capacity-planning. 

+ 

What specific information flows systems and 
networks has the organization in place to 
support the operation of its PMSs? 

Through joint qualitative and quantitative goal setting bottom-up and top-down in the 
organization, transparent communication across the hierarchical levels is promoted, 
language harmonization is developed, and silo behavior is prevented. 

+ 

What type of use is made of information and 
of the various control mechanisms in place? 

New information needs are addressed obliquely, the definition of goals by qualitative 
Objectives and quantitative Key Results is based on a vision-based leadership. 

+ 

How have the PMSs altered in the light of the 
change dynamics of the organization and its 
environment? 

Objectives and key results are modified on an agile quarterly basis and aligned with 
the dynamic requirements of the organization and the environment. The OKR cycle 
is adapted to the organization's needs and continuously adjusted. 

+++ 

How strong and coherent are the links 
between the components of PMSs and the 
ways in which they are used? 

The comparison between annual performance management and continuous 
performance management is discussed and OKR is classified. Measuring the impact 
of the strategy implementation is carried out separately from the operational project 
management. 

+ 

 

For the analysis of the OKR framework on the theoretical basis of Niven and Lamorte [5] and Doerr [4], a 
high level of overlap with the framework of performance management systems according to Ferreira and 
Otley [8] is evident. Among the 12 levels, PMSs use is the lowest fit. Three levels stand out due to their high 
impact intensity: vision and mission, strategy, and plans, and PMSs change. For both employees and 
employers, the vision and mission are the focus of attention of the OKR method. Regarding strategy and 
plans in the OKR method, emphasis is placed on the way to encourage effective communication and 
transparency. Transformation and its dynamics have been included in the broader framework, summarized 
in the PMS change. The analysis shows that, from a research perspective, OKR can be grouped among the 
PMS. Engelhardt and Möller [12] identify OKR as a system part of performance management. In line with 
the results of the analysis presented above, it is classified along the lines of the St. Gallen Performance 
Management Model (SPMM) as a comprehensive, normative performance management system with a focus 
on strategy implementation. Based on the analysis stated above, OKR will be referred to as a PMS. 

4.2 Analysis of OKR implementation Framework 

Due to the variety of PMS approaches, existing PMS implementation concepts focus on different angles. 
With the aim of highlighting the different key elements and comprehensiveness of the identified OKR 
implementation frameworks, an analysis of their scope and depth is conducted along the PMS 
implementation framework. Various approaches have been developed to understand the dimensions of a 
successful PMS implementation. The SPMM, designed by Möller et al. [12], offers an approach to guide 
companies through the introduction of PMS with a heavily focused controlling-related perspective. Building 
on these implementation models as well as other models and empirical surveys, Grünbichler and Klučka 
developed a three-phase model that provides a holistic framework for a PMS implementation. The authors 
extend their model to focus on further management approaches such as knowledge, risk, change, 
communication, and project management that are relevant for a successful PMS implementation. [9] Given 
the cross-disciplinary approach, Grünbichler and Klučka's [9] approach is used to evaluate OKR 
implementation frameworks. The planning phase includes all criteria that address the preparation of the 
implementation, whereas the application phase covers the practical implementation of the PMS. The 
reporting phase is dedicated to the overall evaluation of the implementation process [9]. The results of the 
analysis of the OKR implementation frameworks are shown in table 2. It presents the success criteria for a 
PMS implementation which were derived using the three-phase model. The table reviews the extent to which 
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the PMS implementation success criteria are reflected in the OKR implementation frameworks. The 
qualitative analysis results of the 15 OKR implementation frameworks are broken down into three different 
stages: full overlap (full ball), partial overlap (half ball), no overlap (empty ball), see figure 2. 

 

Figure 2: Analysis of OKR implementation frameworks according to the phases of the PMS implementation 

For the analysis of the different OKR frameworks, the three phases structure was used, initially starting with 
the planning phase. The planning phase includes all steps that are necessary before implementing a PMS to 
ensure further success. This phase defines the responsibilities of team members, their objectives, and the 
schedule. A closer look at the planning phase reveals that none of the OKR implementation frameworks 
cover all seven PMS success criteria. Seven [24,18,4,25,26,5,20] out of fifteen OKR implementation 
frameworks cover four criteria of the planning phase, thus reflecting the highest overlap, mainly focusing on 
strategy, goal setting and KPIs. On the other hand, further criteria as knowledge and risk management are 
less discussed. The frameworks of Higgins and Madai [21] addresses only one criterion (risk management) 
and Rahmah et al. [22] and Cao [17] cover two success criteria which also focus on goal setting and KPIs, 
showing the lowest overlap. The detailed analysis shows that the criterion define key objectives in 
consideration of vision is most frequently represented in the OKR implementation frameworks, within 
fourteen of fifteen publications. The only exception is the OKR framework by Higgins and Madai [21], 
which does not address this criterion. In the planning phase the OKR implementation frameworks primary 
concentrate on goal setting in the light of the overall vision and strategies. In contrast, allocation of resources 
and risk management as well as sensitize management for need of PM are rarely mentioned. For successful 
implementation of OKR, the management level must embody and embrace OKR. The leadership team must 
be convinced of the method so that a successful and long-term implementation is guaranteed. A lack of 
resource planning for the entire implementation process and a lack of risk management could trigger 
implementation barriers. Accordingly, it is recommended to define all necessary resources, in terms of time, 
personnel and consequently budget, in advance of implementation to increase planning certainty. Risk 
management can help to ensure that implementation risks are identified, evaluated, and corrected at an early 
stage. 

PMS success criteria OKR implementation framework

[9] 
p.50-53

[5] 
p.9-170

[4] 
p.27-187

[19]
p.136-138

[22]
p.441-443

[26]
p.104-110

[21]
p.2-7

[25]
p.2-6

[28]
p.272-283

[18]
p.142-151

[17] 
p.677-680

[20]
p.i-28

[23]
p.1-4

[24]
p.51-54

[16] 
p.10-13

[27]
p.212-215

Phase 1: Planning
Sensitize management for
need of PM
Define/ concrete vision, 
objectives & strategies

Knowledge management

Allocation of resources

Define key objectives in 
consideration of vision

Define KPIs for all areas

Risk management

Phase 2: Application

Adapt management system

Change management

Pilot project

Communication management

Implement measures & KPIs

Phase 3: Reporting

Raise acceptance

Evaluate project
implementation

Evaluate communication

Reviewing objectives, KPIs 
& measures

Legend          Full overlap Partial overlap No overlap

c
c

c

c
c

c
c

c
c

c
c

c

c

c

c
c
c

c

c
c
c
c

c

c

c

c

c
c
c
c

c

c
c

c
c

c
c
c
c
c
c

c
c

c

c

c

c
cc

c

c

c
c

c

c
c

c

c

c

c
c

c

c

c

c
c

c

c
c
c
c
c

c

c
c
c
c
c

c
c
c
c
c

c
c
c
c

c c

c

c
c
c

c c

c
c

c
c
c
c

c
c

c

c
c
c
c

c

c
c
c

c
c
c
c

c
c
c
c

c
c

c

c

c
c
c

c
c
c

306



The application phase aims to integrate the KPIs within the PMS, resulting in changes of organizational 
structure, incentive system and processes. In addition, the KPIs need to be included in the overall reporting 
to systematically control the objectives during the year. In the application phase, the OKR implementation 
frameworks by Niven and Lamorte [5] and Doerr [4] cover all of the five success criteria, whereas pilot 
project and communication management have a complete fit. The criterion adapt management system is fully 
addressed by Doerr [4] and partly considered by Niven and Lamorte [5]. Both, van Oijen [23] and 
Heinäluoma et al. [25] do not refer to pilot project, whereas van Erp et al. [28] does not go into more detail 
about implement measures & KPIs. It is noticeable that Rahmah et al. [22] and Berntzen et al. [24] do not 
consider any of the success criteria and the implementation frameworks of Cao [17] and Koldyshev et al. 
[26] only refer to the criterion implement measures & KPIs. In the application phase, it is noticeable that the 
frameworks especially map the PMS criteria of communication management, adapt management system, 
and change management. Accordingly, there is a high level of awareness that the implementation process 
requires an adaptation of the previous management system. Organizational structures and processes as well 
as the general incentive system need to be adapted accordingly. Communication is also considered important, 
ensuring that all involved parties are informed sufficiently [18,21]. In contrast, the measure of introducing a 
pilot project is only considered by four authors [4,21,5,28]. With the help of a pilot project, problems can be 
identified at an early stage and appropriate measures can be taken to increase the success of an organization-
wide rollout.  

The reporting phase serves to review the PMS implementation. Here, it is evaluated whether the KPIs are 
suitable, the communication fulfills its purpose, and the PMS has been accepted by the employees. Within 
the reporting phase solely the paper by Cao [17] includes all four implementation criteria raise acceptance, 
review objectives, KPIs & measures and evaluate communication. In contrast, four OKR implementation 
frameworks [24,18,25,21] make no reference to any of the success criteria in the third phase. Five OKR 
implementation frameworks [17,25,27,22,20] evaluate project implementation in more detail, with a high 
degree of overlap. Evaluate communication, on the other hand, is only addressed in the paper by Cao [17]. 
Accordingly, a high focus is placed on the evaluation of the achievement of objectives. To evaluate 
communication, on the other hand, is only addressed by one paper and therefore does not have an overall 
priority. The evaluation of whether and to what extent communication within the implementation process 
was sufficient can contribute significantly to the success of the overall implementation.  

It can be stated that the OKR implementation frameworks cover the PMS success criteria differently. Across 
the three phases, the publications by Niven and Lamorte [5] and Doerr [4] each address eleven of overall 
sixteen success criteria, thus showing the highest overlap. It is noticeable that those OKR implementation 
frameworks cover the same success criteria, with different degrees of intensity. Whereas Rahmah et al. [22] 
covers only criteria of the planning and reporting phase, the focus of the paper by Higgings and Madai [21] 
is on the application phase and the paper by Berntzen et al. [24] is limited to the planning phase. Each OKR 
implementation framework sets different priorities and often focuses on a specific phase. The 
implementation framework of Cao [17] covers two of six criteria in the planning phase, whereas only one 
criterion is covered in the application phase. In the reporting phase, on the other hand, all criteria are partially 
or fully covered. The implementation frameworks of Niven and Lamorte [5] and Doerr [4] cover success 
criteria within all three phases, but important success criteria are still missing which can put a successful 
implementation at risk. In the planning phase, the criteria knowledge management, allocation of resources 
and risk management are not covered in both frameworks, and in the reporting phase the success criteria 
evaluate project implementation and evaluate communication are not considered. Overall, there is a stronger 
focus on the application phase, compared to the planning and reporting phase. Each OKR implementation 
framework covers individual implementation criteria but none of them covers all PMS implementation 
criteria. Consequently, a holistic and comprehensive framework for implementing the OKR is not available 
in the literature. 
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5. Discussion and Conclusion 

In a first step, this paper has positioned OKR within the field of PMS. A systematic literature review was 
conducted to identify the state-of-the-art OKR implementation frameworks, applied in practice. The 
identified OKR frameworks were put into a comparison to the holistic PMS implementation framework and 
their underlying success factors of Grünbichler and Klučka [9] to answer the research question if existing 
OKR implementation frameworks address the need of organizations for successful OKR implementation. 
The analysis shows that none of the OKR frameworks cover all PMS implementation success criteria. It is 
striking that the OKR implementation frameworks address the application phase, in contrast to the planning 
and reporting phase. Furthermore, the identified OKR frameworks mainly cover goal setting and goal 
achievement factors, which can be measured using specific KPIs. Soft factors that are difficult to measure, 
such as sensitizing management or knowledge management are less often covered, which equally contribute 
to implementation success. Thus, a practical and comprehensive OKR implementation framework, therefore 
addressing the success factors for PMS implementation. Based on the overall findings it can be deduced that 
there is a critical need for a central OKR implementation model that incorporates all key success criteria of 
practical relevance. Consequently, consisting of organization- and industry-independent success criteria 
which include both hard and soft factors. Applying a three-phase model of prior planning, actual application 
and following reporting helps to specify and monitor the implementation process and may contribute to a 
successful implementation. Nevertheless, each implementation process requires adaptions depending on 
company specifics. 
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Abstract 

Innovation is one of the key drivers of growth, development, and profitability, which increases competitive 
advantages and has recently been moving towards industry 4.0 technologically. This motivates companies 
to update their business models (BM) towards industry 4.0. Moreover, there is a technique with the primary 
characteristics for achieving this motivation called "cross-industry innovation". Cross-industry innovation is 
a new method of innovation that concerns the creative translation and imitation of existing solutions from 
other industries for responding to the needs of the current market, sectors, areas, or domains. The challenge 
is to find out how far managers can rely on that to innovate their BM towards Industry 4.0. The aim of this 
study was to investigate the application of cross-industry innovation for designing industry 4.0 BM and 
explore the extent to which companies can rely on it as it has not been used for this purpose previously. This 
study utilized a database analysis to compare cross-industry innovation practices with industry 4.0 BM's 
characteristics in terms of value proposition, value creation, and value capture levels. In addition, some 
interviews were conducted with companies that had previously implemented cross-industry innovation to 
validate and generalize the results. The results indicated that cross-industry innovation practices can better 
fulfil flexible and dynamic networks, connected information flows, high efficiency, high scalability, and 
high availability in terms of value creation as well as variabilization of prices and costs in terms of value 
capture. Therefore, it demonstrated that cross-industry innovation was a more dependable and applicable 
strategy for designing the BM of Industry 4.0 than current practices. 

Keywords 

Business Model Innovation; Industry 4.0; Cross-Industry Innovation; Value Creation; Value Capture 

1. Introduction

Companies are moving towards providing customers with more detailed and tailored value offerings due to 
the competitive pressure of mature markets [1]–[3]. They are also constantly renewing their business models 
(BM) for entering and competing in new markets [4], [5]. For these purposes, established companies try to 
introduce value innovations and create new business models to change the competitive game in their favor 
[6]. From a technological point of view, business models are transferring to the fourth industrial revolution. 
This new revolution is not well understood by companies because it is novel and there have not been many 
reliable signs or results of it. Besides, this transformation is time-consuming. In this case, finding a way that 
could help the managers innovate their BMs while staying competitive and transferring to Industry 4.0 is 
necessary. [7]  

While the literature on Business Model Innovation (BMI) has grown over the years, evaluations of BMI 
procedures and best practices, as well as BM-related discussions of Industry 4.0, are scarce. The literature 
examines the characteristics of Industry 4.0 BMs, assesses how firms approach BMI in the context of 
Industry 4.0, finds best practices, and compares them to Industry 4.0 BM characteristics (or "requirements" 
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in reverse). It demonstrated how a systematic BMI process may supplement existing processes for product 
or service development, as well as how a specialized BMI process might improve innovation performance 
during Industry 4.0 and beyond.  However, it is not possible to provide a success factor-based approach for 
investigating BMI activities and processes in a large sample of companies that could yield fundamental 
results and cover all the differences between companies. Furthermore, it is not possible to cover the effect 
of these differences because of the specific behavior of companies. Moreover, by investigating the papers in 
the Business Information System, some other challenges can be found, such as a lack of knowledge and a 
lack of employee readiness in companies for innovating in the BMs towards Industry 4.0. [8]   
For this purpose, this research seeks a new methodology in BMI that could be applied to different companies 
and industries for innovating in BMs towards Industry 4.0. This methodology should be tailored to each 
company while meeting the characteristics of Industry 4.0 and related goals. 

Searching the sources and reviewing related papers on BMI and innovation leads to the discovery of a new 
innovation methodology known as "cross-industry innovation." This methodology, basically works by 
taking inspiration from other industries that are facing similar problems and trying to adapt and implement 
it in our own industry. It has been structured and developed in 2015 by Ramon Vullings and Marc Heleven 
[9]. This methodology has never been applied to design the BM towards industry 4.0 before, however, it 
shows some promise of applicability at the first sight. It integrates different sources of inspiration, such as 
products, services, BMs, etc., and adapts them to the company’s needs, to show some early results of that 
innovation in another company. For investigating the usage of cross-industry innovation for designing the 
BM toward industry 4.0, a comparison of its practices with existing best practices of the BMI was 
implemented, and the practices were mirrored with industry 4.0 characteristics. For this purpose, nine 
interviews were conducted with companies and the founders of cross-industry innovation. These companies 
used cross-industry innovation to steer their BMs toward new technologies. Finally, an interview with the 
founders was devised to validate and generalize the findings. 

These considerations lead to the following question being formulated: 

 How far can we rely on cross-industry innovation for designing the BM of Industry 4.0 and replace
it with traditional practices?

It is important to identify the aims of the study, which reflect the logical processes as follows: 

 Monitoring the usage of cross-industry innovation for the BMI of Industry 4.0
 Comparing cross-industry innovation with current practices for BMI of industry 4.0
 Identifying the constraints to improving the use of cross-industry innovation

The goal of the research is to introduce cross-industry innovation as an optimal and systematic way for 
designing the business model of industry 4.0 in companies and to cover a large number of companies in 
different industries for business transformation. 

2. Literature review

2.1 Business Model Innovation 

Foss & Saebi [10] defined BMI as "designed, novel, nontrivial changes to the key elements of a firm’s 
business model and/or the architecture linking these elements". Therefore, BMI process is a change 
phenomenon which can lead to a business innovation process [11], [12]. BMI redefines the essence of the 
company value proposition, changing the nature of products and services and how they should be delivered 
to customers. This provides an opportunity to establish a long-term competitive advantage and differentiate 
from competitors. BMI investigates the various stages that businesses go through to. It also identifies the 
organizational capabilities and processes required to support innovation [13]–[15]. In the literature, several 
scholars began examining BMI led by new ventures, which, in their early phases of development, frequently 
experience change and innovation [15]. Besides, some others considered large corporations the focus of BMI 
since they needed to change and evolve their businesses [16].  
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2.2 Industry 4.0 

The term "Industry 4.0" was first coined by the German government to promote manufacturing 
computerization and refers to the fourth industrial revolution (the digital revolution) [17]. Industry 4.0 thus 
refers to providing devices with sensors through which they are given the capability to communicate. In the 
last decade, the expression has included more spheres like transportation, healthcare, utilities, etc. It includes 
a series of smart connected objects and a network connectivity architecture that enables them to exchange 
information and become active participants [18]. This has the result of creating a network of things that can 
communicate with each other without the need for human help. The expanded capabilities of smart, 
connected products, as well as the data generated by them, have unleashed a new era of competitiveness, 
exposing businesses to new opportunities and threats [19]. Finally, combining these three extended 
capabilities enables autonomous product operations, self-coordination of the unit with other units and 
systems, autonomous product upgrades and personalization, and self-diagnosis and servicing. Leminen et al. 
[20] stated that the diffusion and growth of Industry 4.0 suggest possibilities for the redesign of the business
model, which refers to value co-creation and redesigning value propositions in the field of Industry 4.0, as
claimed by Mejtoft [21]. Industry 4.0 is shifting business models because of three main fundamental
properties of digital technologies: the exact transmission of the signal, the infinite replication of the signal
without degradation, and, once the investment in the network infrastructure has been made, the zero (or
almost zero) marginal cost of this replication. These features are enabled by ubiquitous digital technology
and improve the scalability of operations, facilitating the combination of new and old business processes
[20]. In other words, it connects industries and communities to create opportunities. The numerous
potentialities have been appreciated by the market, and the global Industry 4.0 market was valued at $170
billion in 2017 and is predicted to expand to $561 billion by 2025 [22].

2.3 Cross-industry Innovation 

Nowadays, innovation is seen as one of the main driving forces for growth, development, and profitability. 
The problem is that most innovations are limited to the recombination of existing knowledge or technology 
that has been developed within the company, or at least within our own industry. According to various 
studies, most of the innovation sources are internal ones and partners within our own industry are among the 
most important sources of innovation. It is hard to generate major innovations as most products, services, 
and business models have largely been shaped by the mind-set of their respective industries and most 
industries are quite mature. Furthermore, the innovation between partners is considered a source of threat 
instead of opportunity. Drivers of innovation such as technology diffusion, shorter innovation cycles, worker 
mobility across industries, and global knowledge availability have simplified and expedited access to 
external innovation sources. Cross-industry is a new method of innovation that is about creative translation 
and imitation of existing solutions from other industries to meet the needs of the current market, sector, area, 
or domain. Such solutions can be technologies, patents, specific knowledge, capabilities, business processes, 
general principles, whole business models, or a combination of them [9]. Furthermore, using external 
knowledge in our own enterprise—cross-industry innovation—can be used as a tool for transferring our own 
technology to other industries for innovation. While the outside-in process leads to higher innovativeness, 
the inside-out process generates additional turnover with relatively little effort [9]. Businesses frequently 
search across industry boundaries and execute cross-industry innovation while striving for breakthrough 
innovations. Successful cross-industry innovation requires the integration of external partners with diverse 
perspectives, mind-sets, and educational backgrounds who are motivated to contribute to the development 
of novel ideas, concepts, techniques, and technologies [23]. 

3. Methodology

3.1 Research Design 

Given the theory restrictions found after the literature review, we decided to investigate some specific case 
studies for the development of inductive theory (Figure 1). Case study building theory can be defined as an 
approach for research involving the development of theoretical buildings, suggestions, and/or midrange 
theories based on case empirical evidence with the help of one or many instances [24]. Simultaneously, case 

313



studies can be described as strong, empirical descriptions, typically based on a range of information sources, 
of specific phenomena cases [25]. 

3.2 Data Collection 

Data was gathered through 9 structured interviews conducted in accordance with previously distributed 
interview instructions with companies and founders of cross-industry innovation. The primary filter to case 
selection was to focus and deepening on those companies which innovate designing their business models 
towards new technologies by cross-industry innovation. It was decided to consider all of them as primary 
cases and ask their CEOs or related managers to participate in an interview via different communication 
paths (i.e., email, LinkedIn, and the company website) in order to extract and obtain the desired data from 
their companies. The interview guidelines were divided into three sections that covered the interviewees' 
grasp of Industry 4.0, their BMI approach and cross-industry innovation methodologies. Its structure is based 
on Zellner's model of business process components [26]. This paradigm separates a trigger (the event that 
initiates the process), activities and flow (a task (process) undertaken to achieve set goals and their sequence), 
organization (department, unit, or individual performing the activity), and resources (methods or tools 
supporting the activities). 

3.3 Data Analysis 

Our data analysis follows qualitative research methods [27]–[29]. We employ an inductive approach, 
evaluating and then interpreting the facts as Spiggle suggests [30]. According to this method, data analysis 
encompasses categorization, abstraction, comparison, dimensionalization, integration, iteration, and 
refutation. We began by mirroring the Industry 4.0 BM characteristics with cross-industry practices, and we 
put them together in a table to understand that which practices could meet more the requirements for 
designing a BM for industry 4.0. The process will be followed by comparison of the best practices of BMI 
to cross-industry innovation practices in the joint table (Table 1). In this table, the almost same practices 
were placed in front of each other to obtain better comparison. The final results were iterated and changed 
if needed with the cross-industry innovation founders. 

Figure 1- Research process (I4.0 is Industry 4.0) 

4. Results and Discussion

In this section, we show our findings utilizing Zellner's business process components [26]. These also aided 
in organizing our data collection procedure. We began by describing the opportunities that initiate a BMI 
process, then defined its typical actions and tasks, remarked on organizational challenges, and discussed the 
resources (tools) used to support these activities. 

4.1 Cross-industry innovation process 

The main cross-industry innovation processes are cross-industry canvas, looking sideways by questioning 
and getting inspiration from another industry, and getting insights from desk research, interviews, and 
company visits.  
From a value creation point of view, the innovation process can be controlled by using Cross-Industry 
Canvas. This connects information at different levels, which can improve efficiency and scalability.  
The first company could innovate its BM by cross-industry canvas to reduce services to just the necessary 
ones, making efficient use of infrastructure, maximum use of assets, yield management, and no frills with 

314



regard to other industries. Their source of innovation for these achievements was a systematic scan of 
markets, questioning their cost model and services with a price-elastic demand curve and high potential to 
increase customer integration. It results in making many successful and promising new business models. 
It does not necessarily require inventing a new value for the design of VPs through cross-industry innovation. 
It is possible to find value in other industries by questioning. Take looking sideways with defined questions 
about our problem to aid in finding already implemented solutions. Finding various types and types of 
inspiration is critical due to the wide range of industries. 
The second company, which made fleet management decisions regarding building tools, ensures that 
building tools in use through service contracts are in optimal condition. Their source of innovation was 
automotive fleet management, which focuses on long-term service contracts instead of selling cars. 
The strong market research in this methodology results in focusing on customers at different levels and 
providing tailored services. Then, synchronization of the services is achieved by adapting the concepts of 
other industries to their target customers. 
The third company could increase rail worker safety by cooperating with lead users to produce a dirt-resistant 
jacket. The new technology discovered through questioning and inspiration from another industry, as well 
as insights through desk research, interviews, and company visits, was the root of their creativity. 
The fourth company invented the first Internet-compliant sewing machine that could directly download the 
sewing patterns to facilitate the machines. Their source of innovation was driven by customer requests on 
their website, which were gotten from desk research. 
The cross-industry innovation process in these companies resulted in increasing the flexibility of the process, 
overcoming the experience gap, and reducing development time. Therefore, the main goals of our innovation 
process for BMI towards Industry 4.0 are completely achieved and perform better compared to other 
practices due to the nature of cross-industry innovation. Furthermore, all participants in our study believe 
that the cross-industry innovation process offers new value propositions and advancements in value-creating 
structures.  

4.2 Cross-industry innovation at the organizational level 

Significant disparities in the organizational anchoring of BMI processes were discovered. BMI is frequently 
sponsored by high management. In most organizations, the BMI project lead is either a technology manager 
with a background in research and innovation or a business manager, such as a member of the business unit 
management, product management, or business development departments. According to interviewees, 
governance is a success factor, however, we don’t have any special policy in cross-industry innovation at 
the organizational level of the company and it should be provided by other practices. The main cross-industry 
innovation method at the organizational level is using open sources of innovation from different industries 
and remixing your industry which provides a wide range of inspiration for innovation. The variability of 
industries and methodologies resulted in different values with different costs and prices. In this case, it is 
possible to observe the results of their pricing methodologies and try not to repeat their mistakes. 
Furthermore, the resulted pricing policy is better and more flexible than the original industry's policy.   

The fourth company added sensors to the sewing machine's pressure foot, which measure and regulate speed, 
resulting in consistent stitches for beginners as well. Their source of innovation came from their cooperation 
with another company, which uses the same technology for producing optimal computer mouse devices. 

The fifth company made it possible to plan sanitary installations with enormous cost savings of up to six 
digits. Their source of innovation was their collaboration with another company that uses the same 
technology for power plant planning. 

The sixth company found a new method to connect glass fibers without using mechanical pressure by using 
adhesion technology. Their source of innovation was their collaboration with another company that works 
in the chemicals industry. 
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At this level, the cross-industry innovation strategy resulted in openness, pragmatism, and entrepreneurial 
thinking, which are the primary goals of BMI toward Industry 4.0. However, it was not possible to expand 
roles and duties at the organizational level, so other methods must fill the void.  

4.3 Cross-industry innovation resources and toolkits 

BMI necessitates the use of specialized resources and tools. Their development and deployment appear to 
be dispersed across firms today. The spectrum extends from having no specific BMI toolkit at all to having 
a sophisticated and IT-supported solution in place. Osterwalder's BM Canvas [31] is a popular tool for 
structuring BM ideas, and Gassmann's BM Patterns [32] is a tool for creative assistance. Most interviewees 
complain that these tools are too high-level, too restricting within the limitations they provide, and lack 
consistency across the process. Cross-industry innovation, on the other hand, has a large range of particular 
toolkits for VP and VCr, such as the transfer map, 21 methods, and so on. Experimenting with the outcomes 
and applying the lessons learnt is another approach of cross-industry innovation that is utilized by all firms 
to evaluate their innovation processes.  

The first company used management toolkits for the efficient use of infrastructure, the maximum use of 
assets, and yield management. The toolkits aid in the production of value and the reduction of time in 
accordance with the company's aims. As a result, it expedites the launch of the product or service and assists 
it in reaching the target market.   

The seventh company used a transfer map to use new technologies to become a successful automotive 
supplier and security process service provider. Their own military aircraft division was source of innovation 
based on internal experimentation and data. 

Cross-industry innovation tools and resources support companies in optimizing their innovation processes 
and making new decisions. Moreover, they create a structure for the innovation process that guides 
companies during the process. 

4.4 Cross-industry innovation practices for BMI towards Industry 4.0 

Table 1 contrasts the properties of BMs for Industry 4.0 (rows) with cross-industry innovation practices 
(right columns) and BMI best practices (left columns) to summarize our findings and observations [33]. We 
identified essential BMI competencies that are relevant across most dimensions by highlighting significantly 
best practices for developing Industry 4.0 BMs (marked as "X" at the intersections in the table) and cross-
industry innovation practices (marked as "" at the intersections in the table).  

Table 1 illustrates that cross-industry innovation practices can support more characteristics on their own 
compared to other practices that are already applied separately in companies. As previously stated, all 
objectives were met, particularly the reduction of development time and product-service distinction in 
contrast to other techniques. However, we don’t have any special policy on cross-industry innovation at the 
organizational level of the company, and it should be provided by other practices. The results indicated that 
cross-industry innovation practices can better fulfill flexible and dynamic networks, connected information 
flows, high efficiency, high scalability, and high availability in terms of value creation, as well as 
variabilization of prices and costs in terms of value capture. At the final step, the results were iterated in an 
interview with cross-industry innovation founders to ensure their validation and generalization. They had 
seen more companies that used these methodologies for these purposes; therefore, they guaranteed the 
validation of these results with a larger number of companies. 

It is understood, both theoretically and empirically, that cross-industry innovation methods can match the 
features of industry 4.0 at many levels of its BM, including value proposition, value creation, and value 
capture. Furthermore, cross-industry innovation techniques outperformed current BMI best practices in 
terms of meeting the aims of Industry 4.0 BM. They can be considered at several levels of the organization, 
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such as process, organization, and resources and tools for attaining goals. However, it lacks a high-level 
organizational strategy for innovation and should be supplemented by other techniques. 

The first drawback of the findings is that the information was gathered through a small number of interviews 
and one specific actor role. In the future, it would be beneficial to work on large-scale databases with a 
broader collection of informants. This allows for a more in-depth examination of the phenomenon. Another 
disadvantage is the lack of quantitative data, which necessitates assigning weights to features in order to 
make appropriate practice comparisons. 

5. Conclusion

We can extract knowledge and make original additions to the existing literature even if it is based on 
particular case studies. These studies helped obtain a detailed picture of cross-industry innovation practices 
so that they could be used more efficiently. Furthermore, structuring and organizing these studies helps 
managers control their processes while using cross-industry practices. Moreover, these findings allow us to 
learn how cross-industry collaboration can help companies at various stages of their innovation process. 

The current study has some consequences in practice. Our findings show that managers and entrepreneurs 
of established companies and start-ups can innovate their business models by pursuing an Industry 4.0 
strategy through cross-industry innovation. By innovating their BM and orienting to Industry 4.0, they can 
disrupt the market and compete with the blue ocean approach. 

Management practices can be accounted for as an example that was not mentioned in cross-industry 
innovation. They should dedicate a group for BMI and Industry 4.0 with interdisciplinary skills. Also, the 
managers should do sponsorship and create an open environment for the organization to do partnership and 
collaboration. Finally, it should be noted that a successful implementation of cross-industry innovation can 
be performed by selecting and integrating additional innovation strategies and working on them 
concurrently.  

According to the findings, cross-industry innovation techniques can better fulfill flexible and dynamic 
networks, connected information flows, high efficiency, scalability, and availability in terms of value 
creation, as well as pricing and cost variability in terms of value capture. As a result, it revealed that cross-
industry innovation was a more reliable and applicable technique than present practices for developing the 
BM of Industry 4.0. 
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Abstract 

Crises are becoming more and more frequent. Whether natural disasters, economic crises, political events, 
or a pandemic - the right action mitigates the impact. The PAIRS project plans to minimize the surprise 
effect of these and to recommend appropriate actions based on data using artificial intelligence (AI). 
This paper conceptualizes a cascading model based on scenario technique, which acts as the basic approach 
in the project. The long-term discipline of scenario technique is integrated into the discipline of crisis 
management to enable short-term and continuous crises management in an automated manner. For this 
purpose, a practical crisis definition is given and interpreted as a process. Then, a cascading model is derived 
in which crises are continuously thought through using the scenario technique and three types of observations 
are classified: Incidents, disturbances, and crises. The presented model is exemplified within a non-technical 
application of a use case in the context of humanitarian logistics and the COVID-19 pandemic. Furthermore, 
first technical insights from the field of AI are given in the form of a semantic description composing a 
knowledge graph. In summary, a conceptual model is presented to enable situation-based crisis management 
with automated scenario generation by combining the two disciplines of crisis management with scenario 
technique. 
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1. Introduction  

Since 2020, the cascading effects of global crises are more perceptible as ever before. As the COVID-19 
pandemic unfolded, actors in all sectors all over the world could observe as the implications of the pandemic 
rippled across all domains down into the everyday life of citizen. Originally being a medical domain topic, 
the pandemic for instance very quickly influenced air traffic due to global restrictions on international 
mobility. This effect alone caused large implications on the global labor market, tourism sector and caused 
major supply chain disruptions [1]. Besides the economic impact, the pandemic also had numerous political 
and social consequences. Amongst others the medical sector, education, digitization, ways of working and 
the cultural sector underwent major shifts and triggered interdependencies and long-term implications which 
are not all yet apparent. In this complexity, it becomes increasingly difficult for affected groups and actors 
to keep track of available information and to differentiate between relevant and irrelevant information. 
Methods to reduce complexity are needed and to decide on expedient actions to anticipate and minimize the 
effects of crises regarding their individual situation. 
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In the PAIRS (Privacy-Aware, Intelligent and Resilient crisiS Management) research project, a scenario-
based crisis management platform is being developed in which hybrid AI methods are used to detect and 
anticipate the development of crises and to identify adequate measures for each actor.  

In this paper, a concept for cascading scenario technique is presented and applied to one of the project’s use 
cases in the field of humanitarian logistics. Existing crisis management research and scenario technique are 
highlighted as the underlying approach to enable situation-based crisis management with automated scenario 
generation. First technical insights are given on how to use the model within the development of a service 
for operations planning of the German Federal Agency for Technical Relief (German abbr. ‘THW’), an 
organization that acts upon crisis scenarios. We thereby apply a knowledge representation of THW’s 
operations in the form of a semantical description that enables to create a knowledge graph serving as 
foundation for further technical approaches (e.g., machine learning, planning methods) in order to generate 
actions and planning recommendations. 

2. Fundamentals of scenario technique 

For long-term strategic planning, institutions use the scenario technique to make a socio-economic forecast 
and take appropriate preparatory measures [2–4]. The aim of the scenario technique is the generation of 
several scenarios (cf. Figure 1). Each of these scenarios is intended to show hypothetical consequences to 
draw attention to possible decision-making processes of the actors concerned [2,4].  

 
Figure 1: A scenario funnel projecting 4 different scenarios from a particular starting point 

A scenario can be seen as a bundle of the most diverse characteristics of the influencing factors. The 
characteristics of an influencing factor can be interpreted as a spectrum between best/worst cases, which 
increases in magnitude on a scale like a funnel over time. This phenomenon of drifting apart of the best/worst 
cases is called scenario funnel. Once a wide variety of scenarios have been modelled, cluster analyses and 
plausibility checks are used to assess the probability of occurrence of the scenarios. A good result from a 
scenario analysis is not one that shows a high density and overlap with respect to other scenarios in a space. 
Rather, outliers should be identified as interesting cases and further examined to see how they can be 
controlled with decisions made by the actors. It should be emphasised that a larger number of scenarios leads 
to a better result but is also associated with greater effort. [2–6] 

3. Related work to scenario technique in crisis management 
To demonstrate the potential of continuous and automated scenario generation in crisis management, a 
literature review was conducted to identify the status of the use and degree of automation of scenario 
technology in crisis management. Aspects as the general time horizon of predictions with scenario 
technique and software for automated scenario generation are analyzed. 

 

 

322



3.1 Time horizon of prediction using scenario technique 

Up to now, the scenario technique is mainly used for strategy planning, which is an iterative process in 
business area [3]. The methods are generated in scenario projects to help strategy development. This process 
is designed to make a forecast from day X of the project. The time period of the forecast varies but is between 
5-15 years [3,4,7]. The recommendations for action refer to an implementation solution, the realisation of 
which take at least 3 years. It can be seen that the timeline of the scenario generation is chosen very wide 
and is not observed in the short term. Study [8] analyzes the application of scenario technology in the real 
economy. They surveyed almost 300 companies with annual sales of more than 250 million euros. Results 
show 70% of the interviewed companies not using scenario techniques with a concrete plan of action for 
possible scenarios. 

3.2 Software tools for scenario generation 
Nowadays, software solutions are used to help generating scenarios. Big players are presented in the 
following section.  

Inka 4 [9] is a software solution, which is very close to the process of scenario technique described above. 
The methodology is based on a consistency matrix analysis in which scenarios are formed through 
independent weighting and selection of the influencing factors. However, the software solution represents 
little to hardly any automation, let alone AI. In addition, the program is very limited in its accuracy by the 
data fed in by the actors themselves. Reaction measures are also left out, which ultimately offers relatively 
little added value for the user.  

The Scenario Manager from ScMI [10] is a software solution that generates scenarios for an initially defined 
environment. It focuses strongly on key factors that are selected in a consortium. With the help of these 
factors, projections and development possibilities are presented, which should generate a landscape of 
scenarios through a consensus evaluation. The solution uses an automated instance to delineate core 
dimensions of the scenarios. However, this product only focuses on core dimensions determined from key 
factors. It lacks a large database that raises external trends, unless the user identifies these.  

3.3 Software tools for crisis management 
Available risk assessment and management software solutions tend to function in isolation. Even the 
functionality of "supply chain risk management" (SCRM) tools, such as, SAP Ariba [11] and Resilinc [12], 
is limited as they mainly use data from internal company systems for their analyses. Resilinc is a supply 
chain specialized company with software solutions focused on risk analysis. The resilience assessment is 
based on the data without AI. The focus here is strongly on the processing and visualization of the collected 
data. Resilinc does not base its crisis management on the scenario technique, but simply establishes the 
probability of suppliers being affected by certain events, which then have an impact on their own supply 
chain. Other tools, such as DHL Resilience 360 [13], can pull data from various sources to identify supply 
chain disruptions; however, these are usually focused on logistics metrics without any further utilization 
(e.g., capacity of affected companies). Traditional methods such as crisis management [14], risk management 
[15] and security management (e.g., probabilistic risk assessment (PRA)) are used. Projects that offer a 
holistic overview of the situation usually require the engagement of specialized consulting firms. The 
resulting long response time would preclude such an approach within a crisis. 

Strategic scenario planning has not yet been integrated into crisis management, so that different crisis 
scenarios based on cross-company data along the value chain have not yet been generated on a situational 
and continuous basis. This means that one of the most important aspects for crisis management, collaboration 
along the supply chain, is not ensured [16]. 
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3.4 Summary 
Scenario technique is used in strategic planning with a wide timeline. The proportion of automation in 
these software solutions is low, especially in the sections of the scenario field analysis, and is associated 
with a high level of effort for the user. There is no possibility to generate new scenarios automatically 
based on already created scenarios. Moreover, scenario technique is not used in crisis management yet, 
so that there is no possibility to generate new scenarios on situational and continuous basis. Therefore, it 
is necessary to investigate a solution that results in a continuous crisis management through the permanent 
cycle of scenario generation to enable the generation of situational basis. The needed concept for this solution 
is presented in the following. 

4. Cascading model on scenario technique for continuous crises management 
For the continuous anticipation of crises, a continuous model is developed, which is based on the 
fundamentals of scenario technique. The goal is to enhance the one-time planning with looping scenario 
technique, e.g., in strategy departments, by continuously generating new and dependent scenarios. 

The basis for this is the concept of resilience specifically in crises. The goal is to return to a stable state in 
which the ability to act is made possible [17]. As described by STICH ET AL. [17], in the disturbance curve 
of performance, it can be seen how an unstable state at the beginning develops immediate consequences. 
The affected actors differ depending on the maturity of the crisis: First, the consequences are felt in the direct 
circle of the individual affected, also called a micro crisis (e.g., a corporate crisis). If this crisis affects 
multiple actors and has many interdependencies, then it is called a macro crisis (e.g., economic crisis). 

Both classes of crisis arise from a chain of events and can be interpreted as a process (cf. Figure 2). 

  

Figure 2: Looping scenario technique based on the 3-step process of crises. 

Based on the interpretation of STICH ET AL. [17] and BSI [18], this means that crises are motivated by 
incidents which grow to disturbances leading to crises. Thereby, incidents are events of any kind, which do 
not lead to a deviation from the normal state. Disturbances are unplanned and unforeseeable deviations from 
a planned course or condition. Crises are a continuing, varying degree of deviation from the normal state of 
things. It can have various causes with specific unavoidable consequences. In principle, the effects of crises 
can only be influenced to a limited extent since the outcome is influenced by the actions of all actors. The 
aim of countermeasures is to return to a permanent stable state and thus secure essential processes and the 
continued existence of the system. 

Using the existing scenario technique, the two concepts of the 3-step process of crises as well as the scenario 
technique can be mapped together. This means, that the generation of a new scenario can start in any of the 
listed stages of the 3-step process of crises (cf. Figure 2). In other words, every event (incident, disturbance, 
crisis) in each stage can be used as an input for the one-time generation of multiple scenarios so that the 
output results in a later state, e.g., an incident as input to the scenario funnel results in two scenarios which 
outputs a disturbance and another one a crisis (cf. Figure 2 upper funnel). 
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The model presented here is intended to allow this one-time starting in the phases continuously, so that a 
chain of incidents, disturbances and crises can be integrated in the generation of the scenarios. This creates 
a loop in the generation of scenarios (cf. Figure 2). We describe this model as cascading. 

Exemplified, Figure 2 shows an incident developing to a disturbance and afterwards to a crisis (main process 
arrow). In that crisis again new events happen (labeled ovals) which are interpreted in this example as a 
possible disturbance and an incident (bubbles next to crisis). Based on each of this disturbance and incident, 
the scenario technique (scenario funnel) is used to generate new and multiple scenarios. For example, the 
upper disturbance in Figure 2 leads again to a possible disturbance or/ and to a crisis. 
Essential here is that the output of the scenario funnel (i.e., one of multiple scenario) can contribute directly 
as an incident, disruption, or crisis, depending on its magnitude. In other words, this is the impact of the 
event on the scenario generation. For example, every occurring incident in a crisis can be interpreted as a 
new input for the generation (cf. Figure 2). 

This loop breaks the singularity in the scenario planning. Each occurring result (output of the scenario 
generation) acts again as an input. This continuity can be represented and interpreted as a tree (cf. righthand 
side in Figure ). 

 
Figure 3: Looping scenario technique based on the 3-step process of crises illustrated in a tree diagram 

In Figure , the process arrows indicate the development of e.g., an incident to a disturbance, whereas a simple 
arrow with funnel shows the application of the scenario technique to generate new scenarios, in which a new 
process evolves. 

This overall looping corresponds to the underlying idea of the PAIRS research project. Each branch (cf. 3-
step crisis as process) is a new event or a different interpretation of it for e.g., another group of actors, so 
that crises can also be generated, considered, and analyzed across different actors. 

5. Application 
The German Federal Agency for Technical Relief (German abbr. ‘THW’) acts upon mentioned crisis 
scenarios (e.g., floods, Ukrainian war, pandemics). As agency of the German Federal Ministry of the Interior 
and Community, responsibilities of the THW include technical assistance in civil protection, in disaster 
relief, public emergencies as well as major accidents nationally and internationally [19]. In collaboration 
with the THW, the PAIRS project specified a humanitarian logistics use case in order to support daily 
operations at the THW by means of AI. 

In the following the humanitarian logistics use case is described. Thereby, the COVID-19 crisis is used as a 
concretisation of the use case to illustrate the non-technical application (cf. 5.2) of the cascading model, 
which is the first step for explanation of a crisis. Section 5.3 then transfers the COVID-19 example into a 
semantic description via a technical mapping, that enables an AI-based operations planning approach in the 
future.  
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5.1 Use Case description: Operations Planning 
The personnel infrastructure of the THW consists of 80,000 volunteers and 2000 full-time employees 
working in 668 local sections, modular units are deployed in a flexible manner in real-time [19]. The 
operational options catalogue of the THW includes hazards and requirements due to natural disasters, 
transport accidents, or other occurrences concerning civil safety [20]. Additionally, the THW's domestic 
operations include logistics-related options, i.e., emergency supply of communities with critical and daily 
needed resources, setting up and operating logistic bases and the emergency repair or maintenance of critical 
infrastructures (e.g., electricity, sewage disposal, supply of fuel or drinking water). Missions also include 
other logistic related tasks as the transport of resources used for construction and technical support of 
emergency shelters or catering for task forces [19][20]. In the context of a crisis, resources need to be 
delivered as soon as possible for humanitarian reasons. Therefore, the resource delivery needs to be 
optimized. As every task and operation is different, the allocation of staff including the mapping of special 
capabilities poses an additional challenge. Operations must be characterised according to (1) tactical units 
required, (2) time horizon, (3) the assumed duration of the operation, and (4) required resources (e.g., 
vehicles, technical devices, consumables, other operational resources). Depending on scope, severity and 
urgency of the operation, planning and design is performed manually by local associations, national 
associations or the THW’s headquarter. A manual assignment of personnel, tasks, resources, and logistics 
cannot always be carried out in the most efficient manner. Supporting THW's operations with an AI-based 
approach therefore reduces time and costs for all participants within the planning process.  

5.2 Non-technical application of the cascading scenario model 
To illustrate cascading scenarios within an unfolding crisis from THW perspective, the model is exemplified 
based on the COVID-19 pandemic. It will be evident, how the model can be used as a useful analysis tool to 
extricate single strings of the crisis and to pinpoint options for action in a multicausal, dynamic and complex 
situation. For this purpose, few iterations of the 3-step process will be singled out in a narrating manner, 
visualised in Figure .  

 
Figure 4: Exemplified cascading crisis model in the THW use case. 

In late 2019, a new coronavirus named COVID-19 emerges (incident I1). The virus spreads internationally 
infecting people (disturbance D1), turning into a global pandemic (crisis C1). Deriving from this, new 
branches of the crisis can be followed. One branch describes the development of new COVID-19 tests 
(incident I2) to contain the spreading of the virus. These first tests can only be used by professionals in 
testing centres, for which the infrastructure is missing (disturbance D2). Missing test centres have the effect, 
that the spreading of the virus continues without being detected (crisis C2). Another branch deriving from 
the first iteration describes a soaring demand of hygienic protective equipment like masks, gloves or sanitiser 
(incident I3). We will focus here on masks as an example. This sudden rise in the mask demand is followed 
by a mask shortage (disturbance D3) which leads to more infections (crisis C3). Subsequently to crisis C1 
(pandemic) and crisis C3 (more infections), the hospitalisation rate increases (incident I4) which leads into 
a shortage of hospital beds (disturbance D4). Without countermeasures, a shortage of hospital beds results 
into a rise of death cases (crisis C4). Following the shortage of masks, another branch includes the sudden 
procurement of large quantities of masks by the government (incident I5). But without a fitting infrastructure 
to distribute them quickly (disturbance D5), the result once again is more infections (crisis C5).  
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Applying the cascading scenario model in this manner from the perspective of one actor in the crisis, the 
actor can pinpoint the critical points of action they can take. In this example, the THW can systematically 
analyse with which of their operational options they can influence which disturbances to not turn into crises 
or to reduce the impact of the crisis. In this case, the operational options of the THW allow to take actions 
as operating central logistics centres to distribute protective equipment and to build an infrastructure 
distributing them to regional focal points (disturbance D5). Further actions include building new test centres 
(disturbance D2) and the support in distributing hospitalised patients to hospitals with free capacities 
(disturbance D4).  

5.3 Technical transfer of the cascading scenario model  
The goal in THW use case is to develop a service generating planning and design recommendations for 
THW’s operations supported by AI. One approach that serves as basis for the development of such a service 
can be found in previous research. AISOP thereby conceptualizes a model for AI-based scenario planning 
within crisis management that is instantiated within the energy domain [21]. AISOP uses four essential 
components to (1) describe and learn, (2) anticipate, (3) monitor and (4) respond to occurring crises events. 
For the first component, the model uses semantically enhanced Scenario Patterns that provide detailed 
background information on crisis scenarios, in particular information on crisis identifier, context, location, 
reason, the impact of the event, potential actors, measures, used resources, data sources and historical events 
[21]. The model proposes to link interrelated historical crisis situations using JSON-LD, which then serves 
as basis for applying further methods (e.g., predictive analytics), on the resulting knowledge graph network 
of historical crisis scenarios [27]. 

By applying the general idea of a cascading crisis as exemplified in chapter 5.2 on a technical processable 
semantic description such as Scenario Patterns, we lay the foundation for applying AI to our logistics-driven 
use case. Cascading crisis scenarios and their tree like structure are therefore transferred and represented 
within a respective knowledge graph network. Incidents, disturbances, and crisis events (cf. Figure 2) each 
represent a scenario described by filled Scenario Patterns. The resulting knowledge graph (cf. Figure 5) can 
be used to run analytical operations, e.g., to identify critical scenarios within the graph interlinking to many 
subsequent events.  

 
Figure 5: Exemplified Knowledge Graph Instance of a cascading crisis 
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To generate Scenario Pattern instances operationalized in JSON-LD for an operations-based knowledge 
graph, we used historical THW operations within Germany between 2012 and 2022 as data basis, as well as 
historical data from THW's logistic centres. We matched the two datasets based on locations and date and 
mapped corresponding attributes within the data sets onto the entities of the Scenario Pattern. The following 
table (cf. Table 1) hereby shows an example for a mask shortage event, as described within disturbances D3 
or D5 of section 5.2.  

Table 1: Mapping of THW's data attributes onto the Scenario Pattern's structure 
Scenario Pattern 

Entity 
Attribute in Scenario 

Pattern 
Mapping of data 

attributes by THW 
Example 

Identifier Title, ID, Timestamp, 
Category 

TypeOfEvent, * , Start "Title": ” CRITICAL (disruption/transport/logistics)”,  
"ID": ”OP_2020-21-04T06:30_Julius-Leber-Kaserne“, 
"Timestamp_start": “2020-27-04T06:30:00+00:00”, 
" Category ": “Disruption” 

Context ScenarioDescription, 
Data, 
InfluentialFactors 

Description, *, *  "ScenarioDescription": ”Low stock emergency reserve masks “,  
"Data": [”THW Operation data", ”THW Logistics centre data”], 
"InfluentialFactors": ”Corona Virus” 

Source Organization * "Organization": [”THW"] 
ScenarioLocation Country, Region Country, Federal state "Country": ”Germany”, "Region": ”Berlin” 

ImpactLocation City, Region City, District "City": ” Julius-Leber-Kaserne”, "Region": “Berlin” 
Reason Precondition Service Project "Precondition": ”Corona Virus” 

Effect Postcondition, 
Duration 

Task,  Duration "Postcondition": ”Restocking masks“, "Duration": ”13:30 h” 

Actor ActorRole, 
NumberOfActors, 
Skillset 

Federal state 
association, Regional 
association, 
NumberOfActors, * 

"ActorRole": [”Federal state association Berlin, Brandenburg, 
Sachsen-Anhalt”, “Regional association Berlin”, “THW volunteers”], 
"NumberOfActors": [9],"Skillset": [”THW basic education”, 
“Truck transportation”] 

Measure Actionstep Task "Actionstep": [”Logistics (Transportation of consumables)”] 
Resource Equipment, 

NumberOfEquipment 
ORMasks "Equipment":[“OR masks”], "NumberOfEquipment": [“54300”] 

History Identifier_ID * "Identifier_ID": [“ OP_2020-21-04T06:30_Julius-Leber-Kaserne”] 

We added the Category attribute within the Scenario Pattern entity Identifier to categorize the scenario 
accordingly to our cascading model. The categorization can be automatically filled based on number of 
subsequent events within the resulting knowledge graph network. Attributes within the Scenario Pattern for 
which no mapping to THW’s data exists (highlighted with *), can also be filled in an automized manner 
(e.g., Identifier.ID, History.Identifier_ID), or based on statical input (Source). The filled Scenario Pattern’s 
structure can be seen in Figure 6. In the future, we are planning to use cascading crisis scenarios as presented 
by applying further related research on the resulting operations-based knowledge graph. Apart from works 
that apply predictive analytics [21] or inductive knowledge [23,22] on knowledge graph networks, we are 
also considering graph-analysis [24] and planning-based approaches [25] in order to generate appropriate 
planning and action recommendations for THW. 
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Figure 6: Filled Scenario Pattern structure based on THW data 

6. Conclusion 
In this paper, we expand the unique singularity in scenario generation. For this purpose, the scenario 
technique was applied to a crisis generation process to generate events, disturbances as well as crises 
continuously and interdependently for different affected actors. This is done in a cascading manner in the 
form of a loop, where in every iteration scenario technique is applied. Furthermore, a crisis tree with 
influences can be generated by the dependency, which supports the visualization. Moreover, we transferred 
these trees into a first technical approach to semantically describe cascading crisis scenarios within the 
structure of Scenario Patterns using JSON-LD and laid the foundation to apply an AI-supported scenario 
planning approach. In the future, we plan to use the resulting operations-based knowledge graph to develop 
a service that supports THW’s Operation Planning by generating planning recommendations and to realize 
it within a proof of concept. 

The presented concept of cascading crises enables a deeper understanding of crisis situations and further 
automatization regardless of the contextual industry. It serves as the underlying approach for automated 
industrial crisis management throughout the overall Supply-Chain in the context of PAIRS. Within this work 
we showed an application within the logistic context. The model and the applied semantical description 
within the Scenario Pattern enable a knowledge representation of information and data about crises, that can 
further be applied on data of various contexts also within the PAIRS project, such as investigated use cases 
in the energy or health domain. Resulting knowledge graph networks can be used as input for generating 
action and planning recommendations or for the prediction of crisis events. 
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Abstract 

In road haulage, transports are interrupted by truck drivers to comply with driving and rest times. On long-
distance routes, these interruptions lead to a considerable increase in transport time. Transport interruption 
can be avoided by so-called relay traffic: a vehicle (e. g. semi-trailer) is handed over to a rested driver at the 
end of the driving time. This type of transport requires a certain company size. In Germany, however, 
transport companies have 11 employees on average. Intra-company relay traffic is therefore not 
economically viable for most transport companies. To organize an intermodal transport across forwarding 
companies, long-distance routes need to be split into partial routes to divide them between freight forwarders 
and carriers. This paper presents a data concept for an algorithm to find the best possible route sections along 
a previously defined start and endpoint. The developed data concept includes order-specific data, forwarder-
specific data, real-time traffic data, geographical data as well as data from freight forwarding software and 
telematics to be the basis for the route sectioning algorithm. In this paper, different data sources, external 
services and logistic systems are analyzed and evaluated. It is shown which data is needed and what the best 
ways are to select and derive this data from the different data sources. 

 

Keywords 

Relay Traffic; Route Sectioning Algorithm; Freight Forwarder; Carrier; Transport Order 

1. Introduction 

On long-distance routes, the driving and rest times truck drivers must comply with cause a considerable 
increase in transportation time [1]. The interruptions due to break times can be reduced by double staffing. 
However, double crews with two truck drivers are problematic and cost-intensive due to driver shortages as 
freight volumes increase [2]. Additionally, interruptions are not entirely avoided either since time as a co-
driver does not count as rest time. In order to comply with driving and rest times, truck parking spaces are 
also occupied of which there is a shortage of around 23,300 on German highways according to BASt [3]. 
Furthermore, the parking-seeking traffic leads to CO2 emissions, driving time overruns and frustration 
among truck drivers. Illegally parked trucks cause accidents, bother residents and encourage cargo robberies 
with damage running into billions [4]. Building more parking availabilities costs billions of dollars and, at 
the current rate of new construction, will not solve the problem for the next 20 years [5].  

Transport interruption can be avoided by so-called relay traffic: a vehicle (e. g. semi-trailer) is handed over 
to a rested driver at the end of the driving time. While the driver who handed over the trailer can rest when 
his driving time is reached, the trailer continues his path with another driver. Therefore, relay traffic could 
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help the parking problem because only the truck without the trailer needs to be parked. Nevertheless, this 
type of transport requires a certain company size since a network of drivers in different regions is needed. In 
Germany, however, 73% of the forwarding companies have less than 100 employees. On average, a transport 
company has 11 employees [6]. Intra-company relay traffic is therefore not economically viable for most 
transport companies. There is a need for an intelligent algorithm which is capable of planning this more 
complex method of transportation. So far, there is no solution for the organization of relay transport across 
forwarding companies. An explanation of this relay traffic transport system can be seen in Figure 1. For 
example, one delivery goes from Antwerp to Istanbul and the other way around. Instead of one driver driving 
all the way, the route is split into five sections. In this case the driver who starts in Antwerp only drives to a 
switching point near Frankfurt and drives back home with the trailer destinated for Antwerp. This principle 
repeats itself in the other five sections for the other drivers.  

 
Figure 1: relay traffic transport system 

2. Motivation  

For the relay traffic transport system to function, a complex algorithm must be developed. The goal of the 
algorithm is to cleverly divide the complete route into smaller sections. Each section should be small enough 
to comply with the truckdriver’s driving time. When the truckdriver finishes the section and arrives at the 
switching point for the trailer, the next truckdriver is already prepared and starts with the next section. For 
the algorithm to produce this output, it needs to take diverse types of data into account. Examples of this 
would be transport orders to consider the right start and endpoint, truck routing data to determine the 
estimated time of arrival and real-time traffic information to potentially adjust the estimated time of arrival. 
To clarify the data, which is needed for the algorithm to function properly, the goal of this research is to 
develop a data model for the algorithm. To create a basis for this data model, the status quo of truck 
transportation in Europe will be analyzed. By reviewing data about transportation management systems 
(TMS), routing software and possible switching points, it is examined which useful data already exists. 
Additionally, in the chapter “State of Research”, it is clarified which vehicle routing problems and route 
sectioning algorithms already exist for other purposes, and if these can be adapted or function as a basis for 
the still to be developed algorithm. Moreover, the real time traffic data, which is an essential part of the 
algorithm, will be investigated to review the different traffic data gathering methods.  

2.1 Truck transportation in Europe  

2.1.1 Transportation management system (TMS) 

TMS is a software that integrates supply chain management and plays a central role in logistic transportation. 
The TMS software allows freight forwarder and carriers to observe and control logistical operations. Hereby, 
the software integrates the different stages that make up freight transportation processes and contributes to 
the execution and control of the activities [7]. A TMS forms the logistical platform that enables freight 
forwarders and carriers to plan resulting transport requirements from procurement, distribution and returns 
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management on available transport capacities. Scheduled tours can then be optimized and monitored until 
delivery [9]. These TMS functionalities can be divided into three groups [8].  

• Planning and execution: determine the ideal transport mode, optimized route, and cargo 
consolidation for better use of vehicle capacity. 

• Monitoring and control: provide real-time status information of vehicles and cargo transported by 
GPS tracking. 

• Auditing and support to commercial negotiations stores a history of approved freight rates that seek 
to simplify the process of freight auditing. 

Generally, all freight forwarder and carrier data e. g. transport mode, consolidation of different types of 
cargo, free driving time of truck drivers or order information is stored in a TMS. Which freight forwarder 
and carrier data will be needed for the data model of the algorithm will be further elaborated at 4.2.1 

2.1.2 Routing software 

Most vehicle routing issues are related to practical transportation issues. Each vehicle routing problem 
frequently has a unique solution that satisfies a particular set of constraints and goals considering the inherent 
variations in real-world environments that exist. Vehicle routing issues have typically been attempted using 
a variety of methods, from precise algorithms to heuristics [8]. 

For plotting the route for truck drivers, the routing software must consider truck specific parameters like 
permissible clearance height, maximum weight, speed limits and environmental zones [9]. To calculate the 
costs, truck, gasoline costs or the hourly rate of the driver are an essential part of the transport costs and must 
be considered and optimized by the routing software [9]. To compare the different routing software 
providers, various important aspects of truck routing software have been compared, as seen in Table 1. 

Table 1: Comparison routing software 

Table  PTV-Group  Google Impargo TomTom 
(Europe) 

here 

Price (Per Month/ per user) 49 Subscription 19,90 Subscription Subscription 

API Connection  ü ü ü ü ü 

Route planning  ü ü ü ü ü 

Traffic forecast ü ü û ü û 

Route cost calculation ü û ü û ü 

Truck navigation  ü û ü ü ü 

Realtime ETA sharing ü ü ü û ü 

Offer calculator ü û ü û û 

 

2.1.1 Possible switching points 

For the relay traffic transport system to function, the algorithm needs a list of switching points spread through 
Europe. The switching points must contain a combination of parking spaces for trucks along with trailer 
changing areas. For the transport system to work, there will be several characteristics these spots must fulfill. 
Next to parking spaces and trailer switching areas, the switching points need to be near to the highway to 
prevent a costly and environmentally unfriendly detour. Furthermore, the switching points need to be a 
secured area in case the drivers arrive at different times and the trailer is unsupervised. Suitable are highway 
service areas, industrial areas, and premises of logistical companies. Public highway parking spaces are not 
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applicable, because of parking shortage, safety reasons and costly detours. In Germany, there are 35.000 
trucking parking places missing [3][4]. Especially at night, the parking places are overcrowded and leave no 
space for a trailer change. Moreover, public parking spaces are located at one lane of the highway, one of 
the trucks would have to take a costly detour to change the highway direction.  

2.2 State of the Research 

2.2.1 Vehicle routing problem 

The term "Vehicle routing problem" (VRP) refers to a class of combinatorial problems where customers are 
to be served by several vehicles. [10], among others, have developed some well-known models for vehicle 
routing issues. [8] identifies three categories of vehicle routing issues which are linked to routing problems 
of truck transportation: “Truck and trailer routing problem” (TTRP), “Vehicle scheduling problem” (VSP) 
and “Vehicle routing problem with time windows” (VRPTW) [8]. 

[11] presents the TTRP (a variation of VRP) problem, which takes into account the fleet size of trucks and 
trailers in the model [11]. In the solution, there are three distinct types of routes: (1) routes where a truck 
travels alone; (2) routes where a truck and trailer are required; and (3) routes where a trailer is only needed 
at specific sub-tours. The goal is to reduce both the fleet's overall cost and distance traveled [8]. In contrast 
to the VRP, the needed route sectioning algorithm mandates that trucks visit switching stations to pick up 
the trailer. The route sectioning algorithm, which determines the switching stations for picking up or parking 
the trailer, could possibly be used for the route sectioning algorithm. Especially as the TTRP allows the 
outsourcing of tasks [11]. For example, the trailer could be dropped off at a switching point for another truck 
(of another hauling company) to be picked up again.  

The vehicle scheduling problem (VSP) made the assumption that multiple trips could be taken to complete 
the routing to various sites [12]. Each journey consists of a pair of predetermined sources and destinations, 
each one identified by the beginning and ending times. The goal is to reduce the number of vehicles, the cost 
associated with deadheading trips (gas, driver, etc.), and the amount of time each vehicle is idle. The 
restrictions for this model include the travel distance and time required for routine maintenance and 
refueling, as well as the limitation that some tasks can only be performed by a particular type of vehicle. 
Contrary to the vehicle routing issue, the trips data is the only factor that determines whether a customer is 
visited more than once or not at all [8]. Although trips in the VSP are comparable to the idea of an order in 
a relay traffic system, the complexity of trailer type constraints is not present in the VSP. For the relay traffic 
algorithm to be designed, the trailer type constraint is an important aspect, because it must be ensured, that 
the transported trailer can be picked up by the planned vehicles.  

Another variation of the well-known vehicle routing problem is the vehicle routing problem with time 
windows (VRPTW). In this problem, a set of constrained vehicles must be routed from a central depot to a 
group of geographically dispersed customers with predetermined time windows and known demands. The 
time window can be described as a single-sided or double-sided window. The pickup points typically state 
the dates by which they must be served in single-sided time windows traveled [8]. However, in a double-
sided time window, the nodes impose both the earliest and latest service times. There will be a waiting period 
if a vehicle arrives before the node's earliest service time. Since a vehicle can only service fewer nodes if the 
waiting time is longer, this penalizes the transport management through either an increase in the number of 
vehicles or direct waiting costs. [13] lists a few of VRPTW's more recent publications. [14]'s surveys on the 
VRPTW that are available. The VRPTW offers the opportunity to include time windows into the algorithm. 
This could be used for the time windows at the switching points.  
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2.2.2 Route sectioning algorithms 

A route sectioning algorithm first plots a route from a start to an endpoint and then divides the route into 
several sections, depending on the requirements defined in the algorithm. [9] developed a software which 
determines which truck should undertake which demand and how this truck should select the roads and make 
a schedule for the drivers. Their objective was to find the best route with scheduling including the optimal 
parking and refueling locations into the route [9]. Furthermore, [15] have also developed a heuristic route 
sectioning algorithm, which is designed to optimize the routing of heterogeneous electric vehicles. The 
algorithm optimizes the delivery routes and calculates where to recharge the battery [15]. The algorithm has 
two similarities with the algorithm proposed in this paper. Firstly, the charging points can be compared with 
the switching points. Both are previously determined points which can be used when needed. Secondly the 
remaining energy level of the battery can be compared with the free driving time left of the truck driver. 
Both must be considered when planning the optimal charging or switching point. Additionally, the algorithm 
developed by [16] shows the same similarities in their algorithm. They have developed an efficient heuristic 
algorithm for the alternative-fuel station location problem [16]. In Table 2 the three proposed algorithms 
have been compared with important aspects of the algorithm to be created. None of the mentioned algorithms 
focuses on relay traffic and the corresponding trailer exchange. Until now, no algorithm is equipped with the 
function of finding the optimal switching points for the trailers to be exchanged. Nevertheless, the 
approaches have shown aspects which could be used for the development of the algorithm.  

Table 2: Comparison route sectioning algorithms 

Table  Truck routing [9] Electric vehicle [15] Alternative-fuel [16] 
Rout sectioning ü ü ü 

Designed for Europe ü û ü 

Designed for Trucks ü ü û 
Realtime Traffic  ü û û 
Relay Traffic û û û 

    

2.2.3 Real-time traffic data 

Different data collection techniques can be used to collect and pre-process traffic data with different technical 
aspects and operational characteristics. Studies show that traffic data collection through crowdsourcing 
provides reliable travel time estimates with reasonable accuracy [17]. Google Maps is the only provider of 
this type of crowdsourcing. Mobile phone users all around the world utilize GPS data through the Google 
Maps application. Furthermore, Google Maps has access to local municipality data trough contacts such as 
road-specific information, road types, road works and speed limits. The combination of this information 
results in accurate traffic data. In a test the traffic data provided by Google Maps are compared with a traffic 
dataset collected through sensors installed on different road segments in the city of Paris. Google Maps 
traffic data achieved an overall accuracy of 95.8% in fluid traffic situations [18]. These test results show that 
the right use of crowdsourcing together with local municipality data can produce accurate traffic data which 
is needed for the algorithm.  

3. Methodology 

In this paper, a data model for an algorithm to enable relay traffic for trucks is developed by applying the 
systematic mapping study [19]. A systematic mapping study is conducted to get a comprehensive overview 
on a particular research topic and identify research gaps. The result of a systematic mapping study is a visual 
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summary with various classification categories [20]. The procedure in [19] was followed, including the five 
phases of (1) planning of the study, (2) search execution, (3) selection of primary studies, (4) data extraction 
and classification, (5) analysis and mapping (see Figure 2). In the following, the five phases are descripted. 

 
Figure 2: Approach for systematic mapping study 

1. Planning: The planning phase exists of five steps: 

a. Definition of research question: How can a data model for an algorithm to enable relay 
traffic for trucks be descripted and where can the data be derived? 

b. Definition of the scope: Developing a data model for a platform approach by analyzing the 
algorithm procedure and identifying suitable data sources 

c. Establishment of search strategy: Only qualified journals are considered. In case of services 
and data which can be purchased, the offer of service and data providers are included. 

d. Establishment of selection criteria: For the journals, only recent papers in renowned logistic 
journals are selected. The offers of service and data providers still need to be marketed and 
purchasable. 

2. Search execution: In this step, the search is executed based on the previously defined search strategy 

3. Selection of primary studies: The primary studies are afterwards selected based on the selection 
criteria 

4. Data extraction and classification: The classification scheme consists of the different steps the 
algorithm is performing and the different data that is needed for each step. Moreover, the different 
data sources are defined in detail. 

5. Analysis and mapping: A concept for a data model is build and analyzed based on the findings from 
the previous steps 

4. Results 

4.1 Routing sectioning algorithm for relay traffic 

The route sectioning algorithm to enable relay traffic determines which switching points are possible and 
comply with the driver’s driving time. First, a route from a start to an endpoint is plotted based on the freight 
forwarder’s transport order and truck routing data. Subsequently, it is the algorithms task to define route 
sections with suitable switching points for the trailer to be exchanged. When the switching points are defined, 
the route sections are plotted again for navigation purposes. Real-time traffic data is used to define the 
estimated time of arrival and potentially adjust the earliest starting and latest arrival times. Figure 3 shows 
the data model of the route sectioning algorithm for relay traffic including the needed data and results for 
each step.  

Planning Search 
execution

Selection of
primary studies

Data extraction
and classification

Analysis and 
mapping
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Figure 3: Route sectioning algorithm for relay traffic 

4.2 Data model for sectioning algorithm  

As a result of the systematic mapping study, the indispensable data input for the algorithm to function was 
identified. Transport orders, truck routing data, switching points and real-time traffic data have been 
researched to locate the most important aspects of these datasets for the algorithm.  

4.2.1 Transport orders  

Within this algorithm, there are two types of transport orders. The freight forwarder’s transport order and 
the carrier’s transport order. The freight forwarder’s transport order contains the whole route defined by the 
shipper, who hired the freight forwarder to move a cargo from a given start to an endpoint in a given time. 
The freight forwarder’s transport order can then be broken down to several carrier’s transport orders, which 
consist out of route sections from the freight forwarder’s transport order. From the freight forwarder transport 
order, the starting and arrival times as well as the start and endpoints must be integrated into the algorithm 
to then let the algorithm define the route sections with its switching points. The output of the algorithm is 
the carrier’s transport order including the route sections and the corresponding starting and arrival times. 

4.2.2 Truck routing data 

Truck routing data is different from car routing data since additional information (e. g. tunnel heights and 
maximum load) is needed. Therefore, normal routing systems like Google Maps cannot be used. Research 
has shown that there are multiple providers of truck routing software’s, as seen in Table 1 and Error! 
Reference source not found.. Furthermore, it shows how many of the chosen aspects are provided. The 
PTV-Group is the only provider who provides all the information needed. The truck routing data is 
particularly important for defining the route and scheduling transportation orders. With the truck routing 
data, the algorithm can define the expected starting and arrival times for the carrier’s transport orders. 

4.2.3 Switching points 

The switching points are an essential part for the relay traffic algorithm to work properly. Without the right 
trailer changing areas the system cannot function efficiently. Therefore, a list of possible switching points 
for the algorithm to choose from must be created. In case there is no list with possible switching points from 
the freight forwarder or carrier database, three alternative options were identified. With great organizational 

Results

Algorithm

Systems

Data
Standard 
Schnittstellen

Services for routing dataUser interface / TMS

Publicly available 
data / customer data 

base
Services for routing 

data

Whole route based on freight forwarder’s 
transport order

Route sections for carrier’s transport order

• Start and end point
• Earliest starting 

and latest arrival 
time 

• Start and end 
point

• Earliest starting 
and latest arrival 
time

• Adjusted earliest 
starting and 
latest arrival time

• Different routing 
options

Truck routing data Real-time traffic 
information

Freight forwarder’s 
transport order Switching pointsTruck routing data

Analyse transport 
order

Define route 
sections

Define start- and 
end-time

Adjust start- and 
end-timeDefine route

338



efforts parking spaces at industrial areas or premises of logistical companies could function as switching 
points. The most promising solution however are highway service areas. Because here the relay traffic 
transport system and the highway service areas could form a symbiosis. The highway service could organize 
a trailer changing area in exchange for a switching fee. Furthermore, the parking problem could be 
dramatically reduced. Because when the trailer continuous its trip and only truck itself needs a parking space, 
up to three trucks would fit on a parking space previously used for a truck with trailer. This would reduce 
the truckdrivers searching time for a parking space and simultaneously benefit the highway service area. The 
service area could host up to three times more trucks and truck drivers.  

4.2.4 Real-time traffic data 

The use of real-time traffic data for planning optimal routes is indispensable [21]. The algorithm needs to 
have access to real-time traffic data for it to plan a route and to intelligently determine the switching points. 
Furthermore, this traffic data is important for reliable estimated time of arrival (ETA) predictions, so the 
forwarder and the other truckdriver know when the trailer will arrive or be delayed. The research has shown 
that that the right use of crowdsourcing together with local municipality data can produce very accurate 
traffic data with ich needed for the algorithm [21]. Although google maps provides no routing data for trucks, 
the traffic data could be very useful for the algorithm [21]. With usage of accurate traffic data, the algorithm 
will be able to adjust starting and arrival times based on changing traffic situations to determine accurate 
ETAs for the switching points. Because of the crowdsourcing capabilities of Google Maps, they deliver the 
most reliable real-time traffic data.  

5. Conclusion and outlook 

Within this paper, a data model for an algorithm to enable relay traffic for trucks was developed. In the first 
step, the existing data within transport management systems, routing software and switching points was 
described. Afterwards, the status quo of route sectioning algorithms and real-time traffic data was analyzed 
and approaches which could be used for the development of the algorithm were identified. With the 
application of a systematic mapping study, a concept for a data model was build. The data model is based 
on the different steps performed by the algorithm and shows data sources, the needed data and the results for 
each algorithm step. The main data typed needed for the algorithm are transport orders, truck routing data, 
switching points and real-time traffic data. 

In the future, the algorithm could be enhanced by enlarging the requirements for finding the best switching 
points. The following adjustments were identified: 

• An additional requirement would be to minimize the transport costs.  
• Moreover, not only the maximum driving time of the truck driver could be considered, but the left 

amount of free driving time.  
• Furthermore, the transported cargo could be an additional parameter for the algorithm. The 

information about dangerous goods and weight of the cargo could be added, since dangerous goods 
must be known, so possible road limitations can be prevented. The weight of the cargo is important 
for economic reasons, if small detours must be made to reach the switching point, the truck with the 
smallest weight should make the biggest detour.  

• Additionally, should the traffic situation change, the algorithm could not only change the ETA and 
inform the second drivers, but be capable of changing the existing switching points so both drivers 
arrive at approximately the same time. 
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Abstract 

Despite the increasing spread of digitalisation in manufacturing, humans will still play an important role in 
future production environments. Evidently, their role will change from physical to rather cognitive tasks, 
such as decision-making or control and monitoring of processes. A suitable medium that can support 
employees in interpreting the data generated are machine learning (ML) applications. Nevertheless, recent 
studies show that the knowledge required to implement an ML solution is not available in a large number of 
companies. In order to close the knowledge gap and subsequently prepare human operators for the 
implementation and use of ML applications, it is highly relevant to provide proper assistance. For this reason, 
the present publication aims to develop a cognitive assistance system that supports shop floor managers in 
implementing ML use cases in manufacturing (referred to as CAS-ML). The CAS-ML concretizes a 
previously published procedure model with additional steps as well as learning material and is realized as a 
software thereupon. Finally, the CAS-ML is evaluated by operative employees and tested on an open-source 
data set. 

Keywords 

Machine learning; Operator 4.0; Cognitive assistance system, Shop floor manager; Vocational education 

1. Introduction and problem definition 

In recent years, the number of Industry 4.0 applications in manufacturing environment has increased strongly 
[1], thereby offering previously unrealizable insights into production processes in real time. Yet, human 
operators remain a central part of manufacturing halls [2]. Noteworthy, their jobs will change from rather 
physical to rather cognitive tasks [3] such as decision-making, control and monitoring of processes [4]. A 
possible mean to support them in interpreting the data generated by Industry 4.0 technologies are machine 
learning applications (MLA) [5], which yield the advantage to evaluate large data in a short time. 
Nevertheless, a gap between potentials and actual ML dissemination – especially in small and medium 
enterprises (SMEs) – can be identified due to a lack of ML competences, a lack of IT infrastructure, a lack 
of data as well as a rather unstructured project management [6–8]. Concerning competences, a general 
change has been taking place in times of digitalization from information knowledge about individual 
processes to action knowledge and thereby acting in unknown scenarios [9]. Besides, many competences 
such as problem-solving competences can hardly be developed in non-formal settings such as seminars [10]. 
Indeed, practitioners asked by [8] declared that the transfer from knowledge gained in ML seminaries to 
industrial problems to be complex. This transfer obstacle in combination with the general shift of required 
competences in digitized manufacturing environments displays the need to realize suitable learning materials 
to train workforces for their changing roles [2]. In terms of vocational education, literature agrees that a 
promising approach to prepare employees for future challenges at work is the concept of work-integrated 
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learning [11]. For the sake of enabling work-integrated learning, cognitive assistance systems are considered 
to be a supportive technology [3,12].  

Hence, the goal of this paper is the development of a software-based cognitive assistance system to support 
the integration of machine learning (CAS-ML) in manufacturing environments. To mitigate the hurdle of 
transferring knowledge gained to industrial problems, the aim is to enable competence development with 
respect to MLA in a work-integrated manner. It has to be noted that the focus of this paper lies on ensuring 
guidance, which in return limits the competence development. Since especially SMEs lack designated ML 
departments [6], the focus of this paper is on shop floor managers who possess the knowledge to select data 
sources as well as parameters and are therefore seen as essential for successful MLA implementation [13]. 

The remainder of this paper is structured as follows: chapter 2 provides the theoretical background needed 
to understand most relevant terms used and gives an overview over similar publications. In chapter 3 the 
development of the CAS-ML is described. Chapter 4 displays the evaluation of the CAS-ML with potential 
users. Finally, chapter 5 summarizes the paper and yields an outlook to further development steps. 

2. Theoretical background and related work 

In the following, the most important terms introduced in chapter 1 will be described further before delivering 
the state of the art in cognitive assistance systems for the implementation of ML in manufacturing. 

2.1 Theoretical background of the paper 

The term machine learning describes the capability of a computer or a program to automatically improve 
itself in the execution of a certain activity through the experience gained in the past. The term experience 
refers in particular to the data that the computer receives as feedback from processes. For this purpose, ML 
methods make extensive use of statistical methods to analyze data, detect errors within the data, and make 
and test hypotheses regarding the data. [14]  

According to Dehnbostel [11] the term “work-integrated learning” displays a scenario where learning takes 
place in the process of working or where learning place and workplace are identical. Most frequently, 
learning is ensured by active participation in real work processes. Thereby, learning incorporates cognitive, 
affective and psycho-motorical tasks. Learners are i.e., assisted by coaches or so-called communities of 
practice [15]. Another learning method in terms of work-integrated learning is the combination of informal 
and formal learning, e.g., by integrating learning bays or e-learning materials into real processes. In sum, 
learning takes place self-directed, experimental and situated. [16] As indicated above, the model within this 
paper follows principles which have been described in this sub-section (for more details please see below). 

To meet the emerging changes in the range of tasks in manufacturing environments and thereby aid humans 
in processing and retrieving new information in similar situations, CAS are required to support workforces 
in diagnosis, situational awareness, decision-making and planning [12]. In consequence, CAS are digital 
systems that help its users with information processing and thereby enable learning in real time based on end 
devices like as smartphones and tablets or extended reality. In addition, they are capable to generate 
guidelines for actions, steps, and processes. [17]  

2.2 Related work 

Villanueva Zacarias et al. [18] describe a software consisting of four modules that supports the 
implementation of ML algorithms in manufacturing. The framework thereby facilitates the cooperation of 
different stakeholders (domain experts, IT specialists, data engineer and data scientist) that are required in 
the implementation process. In this context, domain experts are obliged with the specification of the task and 
the final evaluation. In return, a data engineer and a data scientist are responsible for data analysis and 
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algorithm selection, respectively. Final validation is performed on a predictive quality use case. In terms of 
SMEs the exchange of several stakeholders is not applicable due to the frequent absence of data engineer 
and data scientist. 

Frye et al. [19] develop a software that includes a holistic ML-pipeline based on the CRISP-DM for the 
integration of MLA in manufacturing and extend this with a final certification of the AI solution developed 
in the process. To support data pre-processing and hyperparameter tuning, the authors provide a rule-based 
expert system that proposes solutions based on domain knowledge and past data. A collaboration between 
domain experts, IT specialist and data scientists is facilitated by the framework. Just like previously 
described, the lack of data scientists prevents SMEs from using such software systems. 

Garouani et al. [20] describe a software application that allows non-ML experts to select and design ML 
algorithms such that they are adapted best possible to their needs. For this, they make use of automated 
machine learning and explainable AI (XAI). The platform then enables the choice between algorithm and 
hyper-parameter combination. Additionally, the authors deliver a mechanism to increase the explainability 
of results. The platform was lately tested in the field of predictive maintenance. Despite the integration of 
XAI, little emphasis is laid on the user and his knowledge development in terms of MLA. In contrast, 
respective know-how is presumed. 

Fischbach et al. [21] develop a software application for implementing an MLA in cyber-physical production 
systems. Central part of the architecture is a cognitive module that processes the goals defined by the user, 
selects suitable algorithms and lastly creates a configuration for the execution of a processing pipeline. An 
evaluation is conducted against different performance criteria. For realization, several technologies such as 
Docker containers are used. Validation is finally performed on a use case from a learning factory. A 
description of the roles of single stakeholders is not described in their paper. Likewise, it is assumed that 
data is already existent and can be included in the application. 

As evident, several articles on research in this field were published in recent years. The approaches overcome 
the problem of unstructured project management by integrating a process model or transferring development 
steps to a software. Nevertheless, it can be noticed that the focus lies on technical aspects and technical 
developments, respectively or a collaboration between domain and ML expert is facilitated. A competence 
development among manufacturing domain experts as later users especially by means of work-integrated 
learning is only considered marginally. Yet, it is of high importance to familiarize them with the 
functionalities of MLA. Moreover, the obstacles of SMEs when implementing ML in practice described in 
chapter 1 are not considered in detail. As such, it is often assumed that a data scientist is employed and 
therefore available for working with the systems described above. Besides, little focus is put on data 
collection. Rather the authors suppose that data was collected previously. 

3. A CAS for ML implementation 

In this chapter, the concept as well as the software-based realization for the CAS-ML that guides practitioners 
in the development and implementation of an MLA for their manufacturing environment is pointed out. 
Therefore, foundations and assumptions are described first before an in-depth description of the CAS-ML is 
provided. The development of the CAS-ML follows the systematics described in ISO EN 9241-210 [22]. 

3.1 Foundations and context of use 

In their research, the authors of [23] describe that employees’ trust in MLA is a basic prerequisite for 
successful collaboration. To ensure trust and increase the likelihood that an ML project becomes successful, 
the involvement of employees in the design and implementation is therefore essential. In particular, they 
need to be trained accordingly. Additionally, the research results of [24] indicate that a step-by-step approach 
is a suitable level of detail for non-ML experts when providing assistance.  

344



For this reason, the basis of the CAS-ML is the so-called Data Mining Methodology for Engineering 
Applications (DMME) [25]. The individual sections of the DMME are briefly introduced in the following. 

- Business Understanding is about comprehensively defining the problem to be solved and to define 
a goal for the implementation of MLA. Additionally, a project plan which contains time frame, 
budget and potential stakeholders of the project is built up. 

- Technical Understanding contains the formulation of technical goals based on the previously 
defined goals in Business Understanding and the development of a technical project plan with the 
target variables to be measured as well as the required technical infrastructure. 

- Technical Realization includes the execution of the technical project plan while the main goal is to 
collect high-quality data. 

- In Data Understanding companies gain an overview of the previously recorded data by analyzing 
it comprehensively and identifying potential data problems. 

- The aim of the section Data Preparation is to preprocess data so that it can later be used within an 
MLA. It includes e.g., data filtering, feature generation, feature selection and normalization of data. 

- Modeling contains the applications of an ML-algorithm to the preprocessed data. 
- In the section Evaluation the performance of the ML-algorithm is evaluated with regard to the 

problem and general goal formulated in Business Understanding as well as the technical goal defined 
in Technical Understanding. 

- Technical Implementation is about the application of the ML algorithm within the real process and 
ensuring the long-term stability of the technical system. 

- The section Deployment follows the target to maintain the functionality of the MLA. 

The CAS-ML focuses on shop floor managers (production managers and team leaders with decision-making 
competence [26]) as a suitable hierarchy level for implementation of MLA due to their broad domain 
knowledge and decision-making competence [13,27]. The goal of the CAS-ML is to allow an easy 
implementation of MLA for this target group. Since the perception of the complexity of the CAS-ML 
depends on the prior knowledge and competence of a user, the following assumptions are made:  

- A user has deep domain-knowledge in the subject of discrete manufacturing and can therefore assess 
whether a process known to him is in a normal or abnormal state. 

- A user knows the basics of descriptive statistics (e.g., differ quantitative and qualitative variables, 
understand scale levels, interpret location measure and measure of dispersion) and programming 
(e.g., differ several data types (integer, float, string), understand tabular data) and is able to utilize 
sources of information outside the CAS-ML in case of upcoming ambiguities.  

- A problem definition in manufacturing environment is available. Contrarily, its identification is not 
part of the CAS-ML nor are traditional solutions other than an MLA meaningful. 

- Explicitly, it is assumed that a user does not have extensive knowledge in the field of ML. 

The focus of the CAS-ML is on predictive maintenance (PM), as PM is among the most frequently regarded 
application areas in manufacturing [28]. In the first step, the CAS-ML is limited to milling machines as these 
are a common use case of PM [29] and have a high relevance for manufacturing environments. Extensions 
to further processes are planned in future development steps. 

3.2 Usage requirements and Design solutions 

In order to use the CAS-ML for work-integrated learning when implementing MLA, it has to fulfil a number 
of functionalities, which are described in the following.  

Project management: Considering that ML projects often fail due to unstructured project management and 
with regard to the findings of [24], the CAS-ML includes a proven process model (DMME) and extends it 
by respective questions within each step. Thereby a user is lead systematically and generating guidelines for 
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actions, steps, and processes. The underlying concept of the CAS-ML is shown in Figure 1. Therein, the 
steps displayed in black are taken from the DMME. The lists marked in red represent the single questions 
made in the steps and the head the learning materials attached. 

 

 

 

 

 

Figure 1: Underlying concept of the CAS-ML with specifications for Technical Understanding; own illustration based 
on [25] 

Visual representation: As a suitable form of presentation, the CAS-ML is visualized by means of tablets. 
A prototypical implementation of the CAS-ML was realized in Python using the library PyQt5 for building 
the user-interface. The entries made by the user are saved within a non-SQL Database which makes it 
possible to interrupt the program and continue without losing any information. An exemplary visualisation 
of the CAS-ML is represented in Figure 2. 

 
Figure 2: Exemplary visualisation of the CAS-ML (Technical Understanding) 

Obstacles of SMEs: To mitigate the previously described obstacles, the CAS-ML focuses on the 
construction of appropriate sensors and IT infrastructure. By integrating a framework published by [30] 
which puts emphasis on sensors, their connection to the company's IT infrastructure and the storage of data 
as well as by the inclusion of best practices from research about PM on milling machines, users are guided 
through the process systematically. Likewise, the CAS-ML contains default settings for entries to simplify 
its use, which, however, can always be individualised by the user. 

Procedure within Technical Understanding 
(excerpt) 

- Goals of Technical Understanding 
- Definition of process (currently 

only “milling machine”) 
- Definition of sensors, data type, 

communication standard, message-
exchange protocol 

- Definition of sampling rate 
- Definition of data storage 
- Definition of trigger signal 
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Use for work-integrated learning: As described, the CAS-ML is developed for work-integrated learning 
to train users accordingly for the integration and use of MLA. Thereby, users are involved both in the design 
and implementation. In this context, the CAS-ML aims to enhance users’ capabilities for diagnosis and 
decision-making, respectively. For ensuring self-directed learning, digital learning materials [31,27] as well 
as background information is context-related included in the CAS-ML and can be consumed in the form of 
problem-pull [32]. Following the systematics of the DMME, backward steps are integrated allowing 
experimental learning. Since the CAS-ML can be used at specific use cases within production environment, 
situated learning is ensured. Thus, informal learning is made possible due to the proximity to production 
processes. Likewise, formal learning takes place through the provision of learning materials. 

Within the first section Business Understanding, a user has to provide a problem definition before he can 
specify a goal for the MLA which is currently limited to PM. As stated before, the problem finding is not 
part of the CAS-ML. Based on the specified goal, suitable key performance indicators based on [33] are 
suggested to the user. Those can be used to later estimate and evaluate the effect of the MLA. In addition, 
colleagues who can support and accompany the user through the project have to be defined. Hence, it is 
specified according to [34] that in order to increase the probability of a successful implementation of PM 
colleagues from e.g., the departments of shop floor and maintenance management, IT and operative 
production has to be indicated. A learning by means of a community of practice is thereby made possible. 
At the end of the section, a summary of all inputs can be exported for forwarding purposes. 

The second section Technical Understanding aims to create the conditions for MLA that do not exist in 
SMEs as described above. It starts with the selection of a machine type, which is currently limited to a 
milling machine. First, the technical goal to measure acoustic emission [35], vibration [36] and the motor 
current of the spindle [37] is automatically recommended by the CAS-ML. In order to define the technical 
infrastructure that is required for the implementation of the MLA, the user is guided by a framework based 
on [30] during the next steps. According to the technical goal, respective sensors are recommended by the 
CAS-ML within Data Collection. Within Coordination & Communication, the user is informed about the IT 
infrastructure required for data recording and can then select sensor-specific details such as signal and data 
type, as well as bus and communication protocols. The level Network Technology involves selecting a cloud 
service based on [38] that can be used for data storage and deciding to what extent edge computing should 
be used with regard to [39]. Insofar not yet available, it is suggested that the hardware is retrofitted. Just like 
in the section Business Understanding the end of the section is given in a summary of all inputs. 

After the user has performed his data recording within the section Technical Realization and uploaded the 
data to the CAS-ML, he can analyse it exploratively in the section Data Understanding. Therefore, 
descriptive statistics methods are available and user-defined diagrams such as a boxplot, histogram and 
scatter-plot can be generated. In addition, missing values in the data can be displayed using the missingno 
library [40] and outliers can be removed using the method of interquartile range. In this context, the required 
information knowledge about processes by the users becomes significant. Based on existing domain-
knowledge, the recorded data has to be interpreted and evaluated for later use in the model development. 
Also, it is particularly necessary for a user to have knowledge of descriptive statistics. 

The first step of the section Data Preparation consists in editing missing values within the data. After the 
user has selected those columns of his data that contain meaningful sensor data within the second step, he 
must filter them. For this purpose, an auto-filter based on the interquartile range as well as a user-defined 
filter are available. The next step deals with labelling the data, which the user has to do graphically on the 
basis of observations made during the recording of the data. A graphical labelling provides the opportunity 
to include process knowledge more easily and thereby enhances data competences of the users. The labels 
are noted according to [41] in such a way that a worn-out state is labelled as positive and a non-worn-out 
state as negative. The user is then guided to select a sensor signal that he considers most promising for 
distinguishing normal and abnormal conditions. The features are calculated by the CAS-ML on the basis of 
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this signal, with e.g., min., max., average, kurtosis and skewness in accordance with [42] and [43]. The 
calculated features are automatically evaluated using an ANOVA F-test [44]. The ten best features are 
recommended to the user for further use. Since normalization of the data leads to increased accuracy of the 
MLA [45], a min-max normalization according to [46] is applied in the last step of Data Preparation. 

Within the Modeling section, the dataset is first divided into training and test data, with a ratio of 75-25 as 
the default ratio following [47]. Nevertheless, the user is given the opportunity to select a customized ratio. 
Next, a binary classification algorithm [41,48] is learned to distinguish normal and abnormal states. Here the 
user can choose between the application of e.g., random forest, k-nearest-neighbours and Gaussian Naïve 
Bayes, whereof the latter is selected as default due to its compromise between accuracy and computation 
speed [49]. After the learned algorithm has been applied to the test data, the user is presented with the result 
of the classification graphically. In addition, the user can display the performance indicators accuracy, recall 
and precision based on a confusion matrix [50]. If necessary, the user is given the opportunity to return to 
the algorithm selection and change his choice.  

The Evaluation section allows the user to evaluate the results of the MLA with respect to the objectives 
defined in the Business Understanding and Technical Understanding sections, which are displayed again for 
this purpose. To the extent that the original goals were missed, users can go back to previous steps and make 
adjustments according to the systematics of the DMME. Within the last two sections Technical 
Implementation and Deployment, guidance is provided to the user to apply the MLA to the real process 
and maintain long-term functionality. 

4. Evaluation of the CAS-ML 

In order to assess users’ acceptance and the usability of the first prototypical realization of the CAS-ML, it 
is finally evaluated by potential users from lower management (n = 9) using the Technology Acceptance 
Model (TAM) [51]. The evaluation serves as basis and inspiration for future development steps by revealing 
weaknesses in the current prototype from the user's point of view. As data for the evaluation the NASA 
milling data set was used [52]. Based on a given task, the users were asked to pass through the CAS-ML and 
provide the necessary information required therein. Finally, a digital questionnaire was provided. Following 
the systematics of the TAM, answers were given on a 7-point Likert-scale with anchor points “Strongly 
Agree”, “Neutral”, and “Strongly Disagree”, whereby a rating of 4,0 can be regarded as an average value. 

The answers indicate that the users perceived the CAS-ML as useful. Thus, they highlighted its use as 
usefulness at work (Ø = 5,89), working performance (Ø = 5,44) and work facilitation (Ø = 5,44). In contrast, 
the users expressed concerns regarding the usability. They especially marked the operation with the system 
(Ø = 4,78) and its customization to their needs (Ø = 4,78). 

In light of the feedback by the testers included in the evaluation, the necessity of the CAS-ML is seen. Yet, 
an emphasis in future steps needs to be put on the usability whereby facilitating the ease-of-use and 
customization. 

5. Summary and Outlook 

In this paper, a cognitive assistance system to support the implementation of MLA, with special focus to 
predictive maintenance, in manufacturing environments was presented. It supports shop floor managers by 
providing a step-by-step instruction based on the DMME and concretizes where necessary. Additional 
learning content for each step was integrated that can be consumed context related. The CAS-ML offers the 
opportunity to learn foundations of MLA and important steps in the introduction process in a work-integrated 
manner, whereby allowing situated, self-directed and experimental learning and thus simplifying the transfer 
of knowledge gained to real industrial problems. As output, using companies exhibit higher competences in 
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terms of machine learning, an improved IT infrastructure as well as data suitable for predictive maintenance. 
The CAS-ML was realized as a software application in Python and evaluated in terms of acceptance and 
usability by practitioners on an open-source data set. 

Considering the assigned usability, the focus of future development steps is on a human-centered design 
such that the requirements of users are more deeply integrated and on facilitating learning. Besides, an 
extension to other machines such as a band saws or lathe as well as other use cases is planned. The existing 
prototype shall then be used in an industrial environment on real recorded data and in this context, users will 
be tested on competence development. Future development will also focus on the competence development 
through an interrogation of knowledge and action elements. Likewise, a division in tutorial and expert system 
is planned. 
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Abstract 

Considering its high energy demand, the manufacturing industry has grand potential for demand response 
studies to increase the use of clean energy while reducing its own electricity cost. Production scheduling, 
driven by smart demand response services, plays a major role in adjusting the manufacturing sector to the 
volatile electricity market. As a state-of-the-art method for scheduling problems, reinforcement learning has 
not yet been applied to the job-shop scheduling problem with demand response objectives. To address this 
gap, we conceptualize and implement deep reinforcement learning as a single-agent approach, combining 
electricity cost and makespan minimization objectives. We consider makespan as an ancillary objective in 
order not to entirely abandon the timely completion of production operations while assigning different 
weights to both objectives and analyzing the resulting trade-offs between them. Our main contribution is the 
integration of the electricity cost-related objective. We present two innovative reward functions, which 
consider the dynamic electricity prices to select a job for the machine or allow the machine idle. The 
reinforcement learning agent finds optimal schedules determined by cumulative electricity costs for 
benchmark scheduling cases from the literature. 

Keywords 

Deep Reinforcement Learning; Production Planning; Job-Shop Scheduling; Demand Response; Energy 
Flexibility 

1. Introduction 

Sustainable energy consumption has become a critical issue of the industry concerning its massive energy 
demand and related emissions. The industry sector is accountable for the largest share of electricity 
consumption with 42% in 2018 compared to other sectors including household, commerce and transportation 
[1]. According to [2], the global greenhouse emissions caused by industrial processes reached a record level 
in 2021 with 2.54 Gt CO2eq. Demand response (DR) is one of the mechanisms to tackle the growing energy 
and emissions problem of the the industry, which has a key role in energy management. With the help of 
smart grid devices, DR aims to improve electricity grid reliability, increase the demand for renewable energy, 
and cut energy-related emissions. Furthermore, DR motivates end-users to plan their consumption based on 
time-varying electricity prices in order to reduce their electricity bills [3,4]. 

Regarding the planning of electricity consumption of manufacturing, researchers have developed several 
approaches for integrating the DR aspect into the scheduling and utilized various scheduling techniques. 
Through rapid developments in artificial intelligence and machine learning, reinforcement learning (RL) has 
recently brought new ground for scheduling problems [4,5]. By continuously learning through interaction 
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with the problem’s environment, RL can create optimal, generic and rapid solutions for dynamic and 
complex problems [3]. These features make RL a convenient method for handling the dynamic 
characteristics of manufacturing as well as electricity markets. 

Although numerous studies on the application of RL in scheduling problems are available, only a few have 
considered energy management aspects [4,6]. None of these studies address job-shop scheduling (JSS) 
intending to minimize electricity costs. Therefore, in this study, we work on developing a deep RL (DRL) 
methodology for JSS with electricity cost and makespan minimization objectives. Although yet to be 
published, [7] show a highly promising RL approach for JSS to minimize makespan. This paper presents 
how we successfully augmented their approach with DR aspects. To do this, we develop two different reward 
functions for two machine states: operating and being idle. This study considers makespan minimization as 
an auxiliary objective only to ensure the completion of production operations on time, whereas the electricity 
cost objective is assessed more in-depth. We give weights to both objectives to analyze the trade-offs in 
between and provide flexibility in the decision-making process of production planners. Our results show that 
the RL agent can reduce electricity costs with the help of our two reward functions. 

The rest of the paper continues as follows: Section 2 explains the background behind this study, including 
JSS, DR, the related literature and RL. Section 3 provides our data and RL model. Section 4 presents the 
results of the model and discussion. Finally, section 5 gives a summary and an outlook for the future work 
direction. 

2. Background 

2.1 Job-Shop Scheduling 

Among various scheduling problems, JSS is characterized as a combinatorial optimization problem, aiming 
to find an optimal solution from a finite set of feasible ones. Although the number of possible solutions is 
finite, JSS is one of the hardest manufacturing problems to solve, being identified as NP-hard (non-
deterministic polynomial-time hard) [7]. 

JSS has two main components, which are jobs and machines. Each machine performs a specific processing 
step of a job, called an operation, in a specific sequence. There exist precedence constraints between 
operations. Machines can only execute one operation at a time until it is finished [8]. 

2.2 Demand Response 

Due to limited transmission and storage opportunities for electricity, electricity supply and demand should 
always be in balance [9]. To keep balance, DR motivates alterations on the demand side in order to 
compensate for dynamic changes in electricity supply owing to diverse factors, including weather for 
renewable energy sources. In addition to balancing supply and demand, another goal of DR is to increase 
the electricity demand for times with large generation from renewable sources [10].  

Without emission costs, electricity generation from renewables has lower marginal costs than conventional 
energy sources [11]. This cost advantage also makes DR attractive for consumers to save on their electricity 
bills. As the most significant electricity consumption sector, the industry could potentially benefit from DR 
to a great extent. Many studies have shown the applicability and advantages of industrial DR [4]. 
Nevertheless, according to [3], participation in DR is far less in the industry sector than residential and 
commercial sectors due to several barriers. The modeling of DR should consider complex and interdependent 
industrial processes and various electricity consumption profiles depending on equipment and job [12]. 
Another issue is potential risks for daily production, such as losses or penalties because of the shift in 
schedule [13]. Thus, the manufacturing sector approaches DR cautiously. That is why this study considers 
the timely completion of production tasks while scheduling DR. 
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2.3 Related Work 

There have been numerous studies on scheduling problems, focusing on diverse objectives. This section 
presents the literature only dedicated to energy and makespan-related objectives applied to various 
scheduling problems (not only JSS). The applied methods can be categorized as heuristics, mathematical 
models and RL. 

Heuristics applied to scheduling problems by previous studies include simulated annealing algorithm [14], 
particle swarm optimization [15], colony optimization [16], backtracking search algorithm [17] and genetic 
algorithm [18]. Overall, heuristics are preferable for their practicality, but they do not ensure globally optimal 
solutions and mostly offer near-optimal solutions [7,19]. 

Researchers focus on mathematical models to find the globally optimal solution for scheduling problems, 
such as mixed integer linear programming [20] and constraint programming [21]. However, compared to 
heuristics, these methods require complex mathematical expressions, precise modeling for each specific 
scheduling problem and much longer computational times [4]. 

The application of RL to scheduling problems has received much attention recently and is already utilized 
in a variety of optimization and decision-making problems [5]. [8,19,22] perform various RL algorithms 
intending to minimize the makespan. Regarding energy-relevant objectives, the authors of [4] utilize multi-
agent DRL for the flow-shop scheduling problem to minimize the cost of energy and materials for 
manufacturing, while [6] use single-agent RL for rescheduling the production after a machine breakdown to 
minimize makespan and electricity consumption. However, until now, there have not been many studies for 
energy-flexible JSS using RL. With this study, we aim to fill this gap in the literature. 

2.4 Reinforcement Learning 

RL is a branch of machine learning, and its naming originates from psychological reinforcement theory, 
which explains the ability to shape personal behaviors by reinforcement and punishment [23]. Figure 1 
illustrates the fundamental components of RL and the interaction in between. The main components include 
an agent and the environment in that the agent is located. In RL, the agent learns how to achieve a goal by 
interacting with the environment.  

Figure 1: Representative deep reinforcement learning diagram (based on [4,24]) 

[24] states that the RL problem is based on an incompletely known Markov decision process where the agent 
partly observes the environmental state (st) and takes an action (at) regarding the observation. Taking an 
action (at) leads to a transition to the next state of the environment (st+1) and a numerical reward (rt+1) from 
the environment. The RL agent tries to learn a policy that maps actions to the environmental states to 
maximize the numerical reward. The value function of the policy π is given by equation (1), which is the 
expected value (E) of discounted cumulative future rewards. In the equation, R	stands for the set of rewards 
that the agent can obtain given that the state s at time t, while γ represents the discounting factor for future 
rewards [24]. 
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A variety of RL algorithms have been developed so far, split into model-based and model-free algorithms. 
The main difference between the two categories is that model-based ones require modeling of state transition, 
whereas model-free ones do not. According to [5], due to the high computational effort for modeling state 
transition for a production environment, researchers preferred the model-free algorithms in scheduling 
problems more often, which are categorized as value-based and policy-based. Value-based algorithms try to 
learn state values Vπ to find an optimal policy. In contrast, vanilla policy-based algorithms try to find an 
optimal policy by policy updates. Actor-critic methods, which are advanced policy-based algorithms, 
combine the advantages of these two methods by considering both the value function and policy update [25].  
The main issue of actor-critic methods is to ensure a stable learning performance for the agent. As a DRL 
algorithm based on the actor-critic method, the proximal policy optimization (PPO) algorithm tries to ensure 
reliable learning performance by limiting policy updates with a hyperparameter called clipping parameter 
[26]. 

3. Methodology 

We base our methodology on the work by [8], who build an RL environment to minimize makespan in the 
JSS problem. The following subchapters present our modifications on this JSS environment and the 
benchmark JSS datasets from the literature in order to integrate our primary objective of electricity cost 
minimization and to provide flexibility in production planning. 

3.1 Data preparation 

We implement our modified JSS model on the first ten instance datasets from [27]. The datasets are identical 
in size, including 15 machines and 15 jobs, each job has 15 operations. [27] gives processing times and 
machine numbers as the statistical data to describe an operation. 

Our work in this stage includes the integration of external electricity data into the instance datasets. As 
external data, we add electricity demand per operation (kW) and the German day-ahead electricity prices 
(€/kWh). Electricity demand data is sampled from a discrete uniform distribution over the unit interval [1, 
20] and given for each operation. We obtain the German day-ahead electricity prices from EPEX Spot 
through the Price API developed by aWATTar [28]. The data includes the prices between 11.10.2022 at 
15:00 and 13.10.2022 at 00:00. 

3.2 Modeling 

In this stage, we enhance the JSS environment by considering energy-flexible scheduling. Specifically, the 
major modifications occur in the observation space and reward function, whereas the action space stays the 
same as the original version. 

3.2.1 Action Space 

The authors of [8] design the action space as the selection of a job for machines or keeping them idle, called 
“No-Op” by the authors. It is defined by the discrete space with the input {j0, j1, …, jJ-1, No-Op}. A boolean 
vector, representing the legal actions, eliminates ineligible actions, such as selecting finished or ongoing jobs 
or occupied machines, which is explained in Section 3.2.2. Additionally, the authors implement the “action 
masking” technique that equates the likelihood of taking illegal actions close to 0%. We employ these action-
related settings without an alteration since our electricity cost objective does not require any change in the 
action space. 
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3.2.2 Observation Space 

In the JSS environment from [7], the observation space of the agent includes seven attributes about required 
and leftover times for operations as well as idle times. Regarding our objective of electricity cost 
minimization, we add 2 new electricity-related attributes to the agent’s observation space: the electricity 
demand of the operation and weighted electricity price. We weigh the hourly electricity price by the 
processing time because operations might take longer than one hour. The authors scale the majority of the 
attributes by the associated maximal values to treat them equally and benefit from the stability of the gradient 
calculation of the PPO network. We scale our two attributes accordingly. Table 1 shows all attributes of the 
observation space with explanations. 

Table 1: Observation space attributes 

State attribute  Description Scaling Parameter Range 
s1 Boolean parameter shows if jobs can be allocated to 

the machine 
- {0, 1} 

s2 Left over time for the currently performed operation Longest operation time [0,1] 
s3 Percentage of finished operations of a job - [0,1] 
s4 Left over time until total completion of a job Longest job completion time [0,1] 
s5 Required time until the machine is free Longest operation time [0,1] 
s6 Idle time since last job's performed operation Durations of all operations [0,1) 
s7 Cumulative idle time for the job in the schedule Durations of all operations [0,1) 
s8 Electricity demand of the operation Largest electricity demand [0,1] 
s9 Weighted electricity price Highest electricity price [0,1] 

3.2.3 Reward Function 

Equation (2) shows the original reward function from [8], which is an approach to minimize the makespan, 
calculated by taking the difference between the processing time of operation i of job j (pij), and idle times on 
machine m (emptym), caused by selecting job j between old (s) and new states (s'). The authors scale the 
reward R(s,a) by maximum operation length. 

0(1, 3) = 	4*+ − ) 67489,(1, 1-)
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We develop two separate reward functions for selecting a job as the action and the “No-Op” action. Equation 
(3) represents the first reward function for the action for selecting a job. α represents the weight parameter 
for two objectives: makespan and electricity cost minimization. We integrate the electricity costs at the end 
of the formula. eij refers to the electricity demand of operation i of job j and πh stands for the electricity price 
at hour h. p h

ij represents the fraction of the processing time, which falls into each pricing hour. We scale the 
electricity costs by the largest electricity cost possible, which is the product of the highest electricity price 
and demand in the datasets. We subtract the weighted electricity costs from one, because the reward and 
electricity cost are inversely related. The agent receives less reward if it chooses an energy-intensive 
operation during an hour with a high electricity price. 
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For the “No-Op” action, the reward function given in equation (4) cannot have the operation-related 
parameters (eij and p h

ij). Instead, we add only the electricity price to the reward function and scale by its 
maximum value. There is a different concept behind the reward function in equation (4) than in equation (3). 
On the one hand, the idle operation is not favorable for makespan minimization, because it can extend the 
total makespan. On the other hand, when the prices are high, it can be advantageous to not operate the 
machine to reduce the electricity cost. This concept is reflected in the change of the sign before the weight 
of the electricity minimization objective. 
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4. Results and Discussion 

We execute the PPO algorithm on a computer with AMD Ryzen 9 3950X CPU and 2 Nvidia Titan RTX 
GPU. We employ the same training time (10 minutes) and hyperparameters as [8]. 

Table 2 presents the results with all instance datasets. The results clearly show the antagonistic effect of α 
on the makespan and the electricity cost. Larger α values result in lower electricity costs and longer 
makespan. There are a few exceptions to this, such as the electricity costs of the datasets Taillard-03, 
Taillard-04 and Taillard-06. When we increase α from 0.5 to 0.8 for these datasets, we obtain higher 
electricity costs. In addition, incrementing α from zero to 0.2 provides shorter makespan values for the 
datasets Taillard-01 and between Taillard-05 and Taillard-09.  

We obtain the significant difference, once we set α to 1, giving no focus on the makespan objective. Our 
reward functions provide an average 13% reduction in electricity costs when we focus fully on the electricity 
cost objective (α=1) compared to the model with full focus on makespan (α=0). Among the datasets, Taillard-
09 has the biggest electricity cost savings with 18%. However, this rate may also depend on the electricity 
price data used for electricity cost calculation. The range of our price data lies between 0.2 and 0.49 €/kWh. 

Table 2: Results in terms of electricity costs and makespan for the instance datasets with different weights 

  Electricity costs (Euro) Makespan (minute) 
Dataset α=0 α=0.2 α=0.5 α=0.8 α=1 α=0 α=0.2 α=0.5 α=0.8 α=1 
Taillard-01 687.20 671.63 659.08 651.38 574.37 1335.03 1310.48 1331.00 1343.05 1978.59 
Taillard-02 589.64 572.66 572.15 539.43 497.22 1323.00 1323.00 1295.55 1421.28 1813.57 
Taillard-03 596.35 595.96 581.99 583.99 546.44 1317.04 1333.01 1339.45 1338.11 1851.42 
Taillard-04 608.01 597.18 579.19 582.67 536.16 1226.49 1264.63 1291.00 1333.80 1863.42 
Taillard-05 587.55 574.10 556.34 549.01 507.46 1339.00 1309.04 1400.99 1427.38 1715.81 
Taillard-06 569.59 546.69 545.10 553.94 495.90 1347.26 1325.25 1331.00 1366.76 1927.81 
Taillard-07 608.94 620.05 607.67 600.00 566.02 1342.73 1294.12 1346.53 1412.49 1781.08 
Taillard-08 598.03 599.66 596.70 594.88 497.15 1324.37 1319.08 1319.14 1349.10 2093.88 
Taillard-09 620.32 594.84 597.37 581.84 511.03 1424.19 1392.53 1409.62 1506.72 2085.78 
Taillard-10 609.57 598.08 596.76 581.88 528.85 1320.68 1367.03 1397.00 1413.77 1939.35 

 
Figure 2 illustrates the evolution of makespan and electricity cost for the last instance data (Taillard-10) 
during the training with regard to α. At the beginning of the training, electricity costs are low since the agent 
has still jobs to finish. The costs rise as the agent assigns these jobs to machines. After reaching a peak, the 
agent is able to reduce the costs continuously through the half of the training. The results are stable 
afterwards. For α=1, the electricity cost is the lowest with €528.85 and the makespan is the longest with 
1939.35 min at the end of the training. Contrarily, for α=0, the electricity cost is the largest with €609.57, 
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while the makespan is the shortest with 1320.68 min. The intermediate α values lead to sequential results 
between these peak values. However, their results are closer to the results with α=0 rather than α=1. This 
may indicate that the makespan objective has a greater influence on the agent than the electricity cost 
objective for intermediate α values. 

Figure 2: Evolution of the mean electricity costs and makespan during the training 

Figure 3 compares the predictive schedules for the same instance data (Taillard-10) with the maximum and 

minimum α values. The left schedule focuses on makespan minimization and shows that the agent is able to 
reduce the idle times of machines by limiting the “No-Op” action. The right schedule focuses completely on 
the electricity cost objective and illustrates how the agent distributes the operations over the longer time 
horizon by considering the electricity prices and demands of the operations. The agent completes the 
majority of the operations during the first 21 hours in the right schedule, similar to the left schedule. Three 
out of 15 jobs (Job 0, 6 and 7) are postponed to hours between 21 and 33. Completing 80% of the jobs within 
the same time as in the left schedule, the agent is still able to reduce the electricity costs from €609.57 to 
€528.85 in the right schedule (see Table 2). 

Figure 3: The estimated schedules with full weights on makespan (α=0) and electricity costs objectives (α=1) 

5. Summary and Outlook 

In this study, we aim to present the RL-based method for energy-flexible production planning on the job-
shop problem considering the timely completion of production tasks. For this purpose, we integrate the 
objective of electricity cost minimization into the RL environment built by [8] for makespan minimization. 
Our key contribution is the development of two distinct reward functions for operating a job and leaving the 
machine idle. Using the weight parameter for the objectives of makespan and electricity cost minimization, 
the algorithm provides flexibility in production planning, considering the preferences of the manufacturing 
company between the makespan of jobs and electricity costs. The results clearly show the trade-off situation 
between two objectives. Implementation on the benchmark scheduling cases show that giving full weight to 
the electricity cost objective can reduce electricity costs by 13% on average compared to giving full weight 
to makespan objective. One of the benchmark cases indicates that the agent schedules 20% of the jobs to a 
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later time to decrease the electricity costs, while 80% are completed within the optimal time determined by 
the algorithm with full weight given to minimize the makespan. 

Future research work may build on our findings by testing our agent for more available instance data and 
comparing PPO against other RL algorithms. A significant research direction would be adapting the 
algorithm to the more complicated form of JSS: the flexible JSS, which includes many available machines 
for each operation and different electricity demands for machine-operation pairs. 
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Abstract 

In many industries, such as the automotive industry or consumer electronics, the demand for lithium-ion 
batteries is increasing significantly. The state of the art in battery production is energy-consuming and cost-
intensive. The drying process of the viscous active material applied to the conductor foils, together with the 
coating process, is responsible for more than half of the production costs of an electrode. The high energy 
consumption of conventional drying processes, such as convection drying, must be reduced. Therefore, lasers 
are used to dry the active material of the electrodes. Further advantages are the low footprint and the 
increased process flexibility. Moreover, the controlled energy deposition and the spatially selective heat 
input increase the energy efficiency of the process innovation laser drying. In this review, the results of 
experiments on drying anodes by laser are compared with the results of convection drying. For this purpose, 
different production process parameter combinations and material compositions for anodes are chosen in 
order to be able to derive the process and material influences on the electrode quality.  

 

Keywords 

Battery production; Lithium-ion battery; Electrode manufacturing; Production process innovation; 
Sustainable production; Laser drying 

1. Introduction 

In order to achieve the environmental policy climate targets, at both national and international level, the 
reduction of CO2 emissions in the transport sector is of central importance. These environmental policy 
climate targets are key factors in the current upheaval in the automotive industry. In recent years, automotive 
manufacturers have increasingly shifted their focus away from combustion engines to electromobility [1]. 

However, this upheaval is associated with many challenges. Two major challenges are the high cost of 
electric vehicles (EV) and the reduction of the carbon footprint over the total life cycle. The production costs 
of EVs are significantly higher due to the battery as a key component compared to conventional drives. [2, 
3] One of the main influencing factors for the costs and energy consumption of battery production is the 
drying process with its high investing costs, high energy consumption of natural gas and resulting operating 
costs. [4, 5, 6] Küpper et al. showed that the coating and drying process is responsible for 54 % of the 
electrode production costs while these constitute about 39 % of the costs of battery cell production. 
Therefore, the coating and drying process makes up about 21 % of the total battery cell production costs [7]. 
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In recent years, research began on laser drying as a potential substitute for the conventional drying process. 
Lasers have already been used in industry in many areas as part of a variety of processes such as laser cutting, 
laser welding, laser processes for surface treatment or drilling and ablation with lasers [8]. Vedder et al. 
already showed that the drying of water-based anodes or cathodes containing lithium iron phosphate as active 
material is basically possible with almost similar quality regarding the conventional drying process [9]. The 
key advantages of drying electrodes by laser instead of convection drying are their high energy efficiency 
and small machine footprint which potentially results in lower invest and operating costs. 

Nevertheless, the factors influencing the electrode quality dried by laser have hardly been researched. This 
publication aims to continue research in the field of laser drying of electrodes. The material and process 
sided factors influencing the drying quality of electrodes will be discussed. In the context of this publication, 
the electrodes have undergone the processes of mixing, coating, and either convection or laser drying. 

2. Experimental Set-up 

The battery production process is divided into three sections: Electrode manufacturing, cell assembly and 
cell finishing. In order to classify the subsequent experimental set-up, the process chain, showed in figure 1, 
of electrode production is described in detail and discussed below regarding laser drying [10].  

  

2.1 Processes in electrode manufacturing  

The first manufacturing step is mixing. Here, binders such as styrene-butadiene rubber (SBR), 
carboxymethyl cellulose (CMC) and solvent are added to the active material (graphite). Furthermore, added 
conductive carbon black increases the electrical conductivity of the final cell [11]. The individual 
components are precisely weighed and stirred in a mixing unit. In addition to the material composition, 
process parameters like speed and mixing time determine the mixing process [4].  

The mixing process is followed by the coating and drying of the slurry on the carrier film in a roll-to-roll 
process. A pump conveys the slurry evenly to the coating tool, which depends on the application method 
used. A distinction is made here between slot die, doctor blade or coating roller processes. [12] The carrier 
film is unwound from a coil at a defined web speed. The coating thickness can be varied depending on the 
web speed and the set pump speed with which the slurry is transported to the coating tool. In the case of the 
slot die application tool, the choice of shim plate and the distance between slot die and foil influence the gap 
width and thus the coating width and thickness. [4]  

The structure and properties of the electrodes are also influenced by the subsequent drying process. The 
drying process has a significant influence on the quality of the cells and the production scrap rates. The task 
of drying is to dissolve the solvents from the applied coating and thus to dry the coating. Convection drying 
is the most common variant in practice, as the air flow generated is also used to remove the evaporated 
solvents [13]. Other drying options include infrared and laser dryers. This is followed by calendering, in 
which the electrode foil undergoes a rolling process. Then the coated film goes through the process steps of 
slitting and vacuum drying. After that, the cell is assembled, before the quality properties are finally checked 
for the last time in the cell finalization. [4]  

 

Coating CalenderingMixingElectrode 
Manufacturing Drying Slitting Vacuum drying

Figure 1: Electrode manufacturing process chain 
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2.2 Trial setup und process parameters 

For the coating process in the underlying experimental setup, a one-sided coating system with a slot die is 
used. The web speed is adjusted by a drive located on the unwinder mandrel. In this way, different process 
speeds can be achieved. The slurry is conveyed to the slot die by a gear pump. The flow rate can be regulated 
by varying the pump speed. 

After the coating process, the active material is dried on the 10 µm thick copper substrate foil. Two 
independent options are available for this in the experimental set-up used. In the first step, drying is done by 
a convection oven with a length of 3.5 m. Therefore, two drying chambers are present in which the solvent 
is evaporated by hot air. The temperatures in the two chambers can be set manually and differ. The second 
drying option shown in figure 2 is a diode laser. The laser used has a maximum output power of 8,000 W. 
In addition, a wavelength range of 900 to 1,080 nm is available. The zoom optics of the laser in the roll-to-
roll process are located behind the slot die. The radiation hits the carrier foil perpendicularly on a 16 x 17 
cm laser spot. A control module allows the laser power and thus intensity to be adjusted. After the drying 
process, the dried film is wound onto a coil with the help of a web edge control system. 

Four different compositions, shown in Table, are mixed. Mixture 1 is a typical slurry recipe that is used in 
the industry in terms of substance concentration and used materials [14]. The other recipes are characterized 
by increasing the proportion of SBR (mixture 2), CMC (mixture 3) or solvent (mixture 4). 

Table 1: Material composition of four tested mixtures 

Mixture 1 2 3 4 
Components of the 
mixture  

Mass percentage 
[wt%] 

Mass percentage 
[wt%] 

Mass percentage 
[wt%] 

Mass percentage 
[wt%] 

Graphite 42.3 42 42.2 41.5 
SBR 3.4 4.2 3.4 3.3 
CMC 0.9 0.9 1.1 0.9 
Conductive carbon 
black 0.4 0.4 0.4 0.4 

Solvent 53 52.5 52.9 53.9 
 

In addition, the process parameters of the coating and drying tests are varied. A distinction is made between 
the web speed, the pump speed and the heating temperatures of the two chambers or the laser intensity, 
whereby either convection or laser drying is used. Table 2 shows the used parameter sets of the coating 
process. 

Diode Laser

optical
quality
control

Counter 
roll

extraction
system

splice station

movable slot
nozzle

slurry

drying area
material 
pump

laser head

zoom 
optic

Figure 2: construction of the coating and drying process 
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Table 2: Process parameter sets 

Process parameter sets 1 2 3 4 5 6 
Web speed [m/min] 0.8 0.8 1.3 1.3 1.8 1.8 
Flow rate [cm³/min] 21 25.2 30.8 33.6 44.8 47.6 
Temperature of heating 
chamber 1 [°C] 130 130 130 130 130 130 

Temperature of heating 
chamber 2 [°C] 110 110 110 110 110 110 

Laser intensity [W/cm²] 2.33 2.33 2.68 2.68 3.22 3.22 
Total energy input per 
area [J/cm²] 29.71 29.71 21.03 21.03 18.25 18.25 

Wet film thickness [µm] 169 203 153 167 161 171 

 

The aim of the different compositions and process parameters is to investigate the influence on residual 
moisture content and the adhesion of the active material to the copper foil as the key quality parameters of 
the electrode drying process. 

3. Process-sided evaluation 

For the evaluation on the process side, the conducted analysis concentrates on the first and the fourth material 
compositions from Table 1 (mixture 1 and 4). A higher solvent content results in a more homogeneous 
mixture compared to the standard mixture. To assess the quality of the electrodes, samples of the coated foil 
are examined with regard to residual moisture and adhesion. The residual moisture is determined using a 
residual moisture meter and is measured by drying the sample and measuring the change in weight in parallel. 
The residual moisture content thus results from the difference in weight of the sample between the time 
before and after the drying process. To measure the tensile force, a punched-out sample of the coated film is 
stuck onto a stamp with adhesive tape. Another stamp (again equipped with adhesive tape) then moves onto 
the sample and presses it onto the other stamp with a previously set force. After that, the stamp is moved 
upwards at a constant speed. The force at which the coating is released from the carrier film is measured.  

3.1 Convection drying 

In order to obtain reference values for the assessment of laser drying, convection drying is discussed first. 
Figure 3 shows the results of the residual moisture and adhesion tests over the six sets of process parameters 
investigated with convection drying, which can be found in Table 2. The temperatures in the chambers of 
the dryer were kept constant throughout the drying process. 

The residual moisture results of the mixture 4 are clearly above those of the mixture 1. This can be explained 
by the almost 1 % higher mass fraction of the solvent, which does not evaporate equally to the standard 
mixture during drying. In addition, the residual moisture increases when the flow rate ceteris paribus (c.p.) 
is increased. This can be seen in the transitions from parameter set 1 to 2, 3 to 4 and 5 to 6. An increased 
flow rate results in a higher wet film thickness, which means that more coating has to be dried in the same 
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time. This results in a higher residual moisture content. Therefore, it can be seen that an increased wet film 
thickness results in an increase in residual moisture.  

The analysis of the adhesion results shows a higher tensile stress of the mixture with increased solvent 
content compared to the standard mixture across all process parameter sets. This can be explained by an 
improved homogeneity of the slurry. The binder CMC has a high water absorption and can develop its 
potential better with an increased solvent content. This effect is explained in chapter 4. 

At web speeds of 0.8 and 1.8 m/min, an increase in flow rate c.p. results in a decrease in tensile stress. A 
higher wet film thickness results in a lower tensile stress of the coating to the carrier film. This was not 
confirmed at a web speed of 1.3 m/min, an anomaly was revealed here. However, the standard mixture at 
process parameter set 3 also has a higher residual moisture than the mixture 4. This suggests that these 
samples should not be given the same importance as the other web speeds. The highest tensile stress of 
69.33 N/cm² results from the solvent mixture with a web speed of 1.3 m/min and a flow rate of 33.6 cm³/min. 
The residual moisture is also low (3.21 %) across the process parameter sets at this web speed and the lower 
flow rate. Only the standard compound at a web speed of 1.3 m/min and a flow rate of 33.6 cm³/min shows 
a lower residual moisture. However, this results in a significantly lower tensile stress, which clearly shows 
that the solvent mixture is superior to the standard mixture in convection drying in terms of residual moisture 
and adhesion. 

3.2 Laser drying 

The diode laser is used to dry the electrodes. The laser spot on the electrode surface is 16 cm wide 
(corresponds to the coating width on the film) and 17 cm long (in the direction of movement of the film). 
First, a laser intensity was defined experimentally for each web speed at which the coating is dry, but the 
surface condition is not impaired by an excessive intensity. This results in a laser intensity of 2.33 W/cm² 
(total energy input per area of 29.71 J/cm²) for parameter sets 1 and 2, an intensity of 2.68 W/cm² (total 
energy input per area of 21.03 J/cm²) for parameter sets 3 and 4 and an intensity of 3.22 W/cm² (total energy 
input per area of 18.25 J/cm²) for parameter sets 5 and 6. It is noticeable here that the correlation between 
the increase in web speed and the increase in laser intensity is not linear in the lower tenth of the possible 
laser power. 

In order to achieve sufficient drying results, the laser intensity does not have to be nearly doubled when the 
web speed increases from 0.8 m/min to 1.8 m/min (corresponds to an increase of 225 % and raise in laser 
intensity of 20 %). The diode laser achieves more precise focusing for higher intensities (above 10 % of the 
maximum capacity), so that for the low web speeds of 0.8 m/min and 1.3 m/min a higher total energy input 
per area is required to achieve a sufficient drying result.  

Figure 4: Residual moisture and maximum tensile stress 
of laser dried anodes 

Figure 3: Residual moisture and maximum tensile stress 
of convection dried anodes 
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3.2.1 Adhesion 

Figure 4 shows the maximum tensile stress of mixture 1 and mixture 4 anodes. Here, three samples per 
process parameter combination were evaluated and the mean value of these three were determined. The 
standard deviation is shown by means of a corridor around the points.  

The tensile stress of mixture 4 is higher than that of mixture 1 for all process parameter sets. This is due to 
the improved homogeneity of the slurry. For the web speeds of 0.8 and 1.8 m/min, increasing the flow rate 
c.p. results in a low tensile stress (parameter set 1 to 2 and 5 to 6). At the web speed of 1.3 m/min, the tensile 
stress increases when the flow rate c.p. is raised, and even significantly for mixture 4. To figure out the 
reason for this, Table 2 shows the wet film thicknesses of the process parameter combinations. From 
parameter set 1 to parameter set 2 the flow rate increases by 20 %, from 3 to 4 by 9 % and from parameter 
set 5 to 6 by 6 %. These percentage changes are also reflected in the wet film thicknesses. A too high wet 
film thickness has a negative effect on the distribution of the binders, which reduces the adhesion of the 
coating. Process parameter set 3 has a lower wet film thickness compared to parameter set 1, but also a lower 
total energy input per area, resulting in similar tensile stress results to parameter set 1. When the flow rate is 
increased to 33.6 cm³/min the wet film thickness increases to 167 µm. With mixture 4 the tensile stress 
doubles, with the mixture 1 there is also an increase in tensile stress. This can be attributed to the fact that 
the laser radiation at parameter set 3 has influenced the effect of the binders due to the lower wet film 
thickness. The binders cannot exert their property of supporting adhesion. This is probably due to the binders 
were partially destroyed by the laser intensity. This effect can be compensated with an increased wet film 
thickness, as the laser has to dry more coating in the same time. The positive adhesion property of the binders 
thus remains, which is shown by the increase in tensile stress. An increase in the wet film thickness (process 
parameter set 6) leads to a decrease in the tensile stress, as with the web speed of 0.8 m/min. Finally, it can 
be stated that a too low wet film thickness has negative effects on the binders (parameter set 3). Increasing 
the wet film thickness can avoid this effect. However, there is a limit here. If the wet film thicknesses are 
above 170 µm, this results in a drop in the tensile stress. For mixture 1, a combination of a web speed of 
1.8 m/min with a flow rate of 44.8 cm³/min and a total energy input of 18.25 J/cm² is optimal, whereas for 
mixture 4, a web speed of 1.3 m/min with a flow rate of 33.6 cm³/min and a total energy input of 21.03 J/cm² 
provides the highest stresses. 

3.2.2 Residual moisture 

The residual moisture values of mixture 1 and mixture 4 are listed in Figure 4. The results of the residual 
moisture test for all parameter sets (except parameter set 2) are higher for mixture 4 than for mixture 1. This 
can be explained by the increased solvent content, which cannot evaporate in the same time. When enlarging 
the flow rate c.p. (parameter set 1 to 2, 3 to 4 and 5 to 6) the residual moisture increases. The increased flow 
rate results in a higher wet film thickness, which means that more solvent has to be dried and the residual 
moisture increases. Only with the solvent mixture at a web speed of 1.3 m/min (parameter set 3 and 4), the 
residual moisture remains constant. If the standard deviations of the values are considered, this irregularity 
can be eliminated. The residual moisture values are in a similar range over all web speeds because the 
intensity has been adjusted so that the coating is visible dry. For the first process parameter set, the residual 
moisture is just under 3 %. If the flow rate is increased by 20 % (parameter set 2), the residual moisture 
increases by more than 30 % for mixture 1. With mixture 4, on the other hand, only a 10 % increase in 
residual moisture from parameter set 1 to parameter set 2 is discernible. From this it can be deduced that 
there is no direct linear relationship between flow rate and residual moisture. Furthermore, an interplay 
between residual moisture and adhesion can be observed. At the web speeds of 0.8 m/min and 1.8 m/min it 
is evident that a higher residual moisture leads to a lower adhesion (parameter sets 2 and 4). This can possibly 
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be explained by a better utilisation of the adhesion properties of the binders at a lower moisture content of 
the coating [15]. 

In addition, process parameter set 5 provides better quality parameters for both mixture 1 and mixture 4 
compared to the other five parameter sets. For mixture 1, parameter set 5 has the lowest residual moisture of 
the series of 2.56 % and for mixture 4 the second lowest residual moisture of 3.51 %. The total energy input 
per area of 18.25 J/cm² is sufficient for a dry coating result. The tensile stresses for this process parameter 
set are also in the upper range of the measurement series. Therefore, a suitable process window can be 
characterised with this process combination.  

Moreover, the results of the residual moisture of the laser drying are compared with those of the convection 
drying. Overall, both mixture 1 and mixture 4 showed slightly better results than the residual moisture of 
convection drying on average for the first six sets of process parameters. The average value for the mixture 1 
was approximately 0.03 % lower for laser drying than for convection drying. For mixture 4 there was a 
difference of approximately 0.07 %. Firstly, the results of mixture 1 are considered in detail. For process 
parameter set 1, the residual moisture by laser drying is below that of convection drying. If the flow rate is 
increased (parameter set 2), a higher laser intensity is needed to reach the residual moisture content of 
convection drying. The same findings can be transferred for the web speed of 1.3 m/min (parameter sets 3 
and 4). At the high web speeds of 1.8 m/min, the residual moisture results of laser drying with both flow 
rates tested are below those of convection drying. Even with a reduced energy input per area of 15.19 J/cm² 
(parameter set 8), a comparable residual moisture to convection drying can be achieved. This is 0.09 % 
higher than that of convection drying (parameter set 5). This negligible difference can be accepted due to a 
significantly higher tensile stress. Besides, the residual moisture results of mixture 4 of laser drying and 
convection drying are compared in detail. For a web speed of 0.8 m/min, the residual moisture values of 
laser drying for both flow rates are below those of convection drying (parameter sets 1 and 2). 

At a web speed of 1.3 m/min, the residual moisture values of convection drying cannot be achieved with the 
selected laser intensity of 21.03 J/cm². The reason for this is the increased solvent content. At the high web 
speeds of 1.8 m/min, laser drying with the selected energy input per area of 18.25 J/cm² dominates 
convection drying at both flow rates tested. 

4. Material-side evaluation 

4.1 Material-sided influences 

Beside the concentration of solvent, the concentration of CMC is one of the main material-sided influencing 
factors on the residual moisture. As a result of the high water reactivity of CMC, there is increased water 
absorption [16]. This leads to a higher residual moisture content of the coating after drying. The tensile 
stresses after drying are positively influenced mainly by higher binder concentration, lower solvent 
concentration and film thickness and a higher homogeneity. [15, 17, 18]. Furthermore, the understanding of 
the binders CMC and SBR is important. While CMC is used as a thickening and setting agent, SBR increases 
the elasticity of the coating [19, 20]. Consequently, the shrinkage forces acting on the coating during drying 
can be absorbed favorably. If the SBR concentration is too low, cracks may occur because of the plastic 
absorption of these shrinkage forces [21]. Furthermore, these cracks can lead to adhesion losses [22]. 
Regarding the surface finish, a higher binder concentration also has a positive effect on the surface quality 
as a result of better filling of the cavities, especially for SBR. [6, 23] 
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4.2 Residual moisture 

The reductions of the residual moisture contents, which were achieved by laser drying in comparison to 
convection drying, are shown in Figure 5. Here, the standard deviations are not to be understood as drying 
or measuring accuracy, but rather the range in which the measured values of the parameters sets 1, 3 and 5 
lie.  

First, the residual moisture contents after convection drying are considered. The humidity after convection 
drying of mixture 2 has the lowest average measured value because of the lowest concentration of solvent. 
Further on, mixture 3 has the highest average residual moisture. This can be attributed to a higher water 
absorption due to increased CMC (see section 4.1). Mixture 1 shows the second lowest average measured 
humidity after convection drying. It is higher compared to mixture 2 due to an increased concentration of 
solvent. Apart from that, mixture 4 exhibits a higher average residual moisture than mixture 1 also as a result 
of the increased concentration of solvent and has a lower residual moisture than mixture 3. This is potentially 
due to the effect of water absorption on the humidity after drying, caused by the increased proportion of 
CMC, is stronger than the effect of the higher concentration of solvent regarding the mixture with a higher 
proportion of solvent. 

In order to analyze the results after laser drying, the absorption coefficient of the coating in particular must 
be considered, because the absorption of laser radiation is determined by the absorption coefficient. It is 
essentially influenced by the graphite concentration of a material composition. [24] In Table 3, the graphite 
concentrations and the differences between the residual moistures of the coatings after laser drying and 
convection drying are shown. The results of the convection drying are used as the reference values. It is 
clearly seen that the highest reductions of the residual moisture contents were reached by the mixtures with 
the highest mass percentage of graphite, the standard mixture (total graphite concentration of 42.3 %) and 
the mixture with an increased proportion of CMC (total graphite concentration of 42.2 %). The mixture with 
an increased proportion of solvent shows a reduction of residual moisture after laser drying of 1.67 % in 
comparison to the residual moisture after convection drying.  

Table 3: Graphite concentrations and differences of laser-dried and conventionally dried mixtures 

 Standard 
mixture CMC mixture SBR mixture Solvent 

mixture 
Graphite concentration 42.3 42.2 42.0 41.5 
Difference of residual 
moisture -11.71 % -8.56 % +1.34 % -1.67%  

Mixture 2 shows about 1.34 % higher residual moisture after laser drying in comparison to convection 
drying. Regarding the graphite contents, it is unexpected that a higher reduction of the average measured 
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humidity was achieved after laser-based drying of mixture 4 than after laser-based drying of mixture 2. 
Looking at the results of the residual moisture testing of each parameter, mixture 2 shows an unexpectedly 
high residual moisture content after laser-based drying by parameter set 2. This unexpectedly high value 
caused a higher average measured humidity after laser-based drying of this mixture.  

To sum up the results of the residual moisture tests, it is shown that the higher concentrations of solvent and 
CMC lead to higher moisture contents after the drying process. Furthermore, regarding the laser-based 
drying the graphite concentration significantly influences the humidity due to higher absorption coefficients. 
Therefore, higher concentrations of graphite lead to higher absorption coefficients and these in turn lead to 
lower residual moisture contents. 

4.3 Adhesion 

The conventionally dried mixture 3 shows the highest average maximum tensile stresses due to higher binder 
concentration (see section 4.1). The conventionally dried mixture 4 has the second highest average maximum 
tensile stresses due to higher homogeneity despite an increased proportion of solvent (see section 4.1). 

Furthermore, the conventionally dried mixture 1 and mixture 2 have the lowest average maximum tensile 
stresses. Therefore, the conventionally dried standard mixture has no significant losses regarding its 
adhesion. Potentially, the shrinking forces occurring during convection drying at the temperatures of 110 °C 
and 130 °C are comparatively low. As a result, the SBR had no significant effect regarding its improvement 
of elastically force absorption due to low shrinking forces. In Figure 6 the maximum tensile stresses are 
shown for the convection drying and laser-based drying. Here, the standard deviations are not to be 
understood as drying or measuring accuracy, but rather the range in which the measured values of the 
parameters sets 1, 3 and 5 lie. For every mixture, the maximum tensile stresses after laser-based drying are 
lower in comparison to convection drying. Especially the laser-dried mixture 3 shows the highest loss of 
tensile stresses in comparison to convective drying. Looking at the relative losses of tensile stresses after 
laser-based drying, the high laser intensity potentially damages the CMC. This explains the massive tensile 
stress losses of the laser-based drying of the mixture with an increased proportion of CMC. The loss of 40 % 
of tensile stresses of the laser-dried mixture 4 is higher than the loss of 35 % of tensile stresses of the laser-
dried mixture 1. This potentially leads back to the relatively higher proportion of SBR in mixture 1 (3.4 %) 
than in mixture 4 (3.3 %). SBR can potentially cause a better absorption of the shrinking forces that occur 
during laser drying. 
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5. Conclusion 

In summary, it could be shown that comparable residual moisture results and slightly lower to equivalent 
adhesion forces of the active material on the carrier film can be achieved with laser drying compared to 
convection drying. In particular, the graphite concentration has a significant influence on the residual 
moisture of the active material due to the high degree of absorption in the wave spectrum of the diode laser 
used. Furthermore, it could be shown that the solvent concentration and the amount of binders used, such as 
CMC and SBR, have an influence on the drying result. Regarding adhesion forces, it was shown that CMC 
is more sensitive to binder degradation at high laser intensities compared to SBR. This can lead to 
significantly high losses in the maximum tensile stresses for adhesion to the carrier film. Thus, lower laser 
intensities should be used to reduce the adhesion loss compared to convection drying. SBR seems to be a 
suitable binder for laser drying, as the shrinkage forces affecting the film and the coating during the drying 
process can be absorbed more elastically. For the process side evaluation, it can be stated that due to the non-
linear power curve of the laser in the lower tenth of the retrievable power, there are challenges in correctly 
setting the laser intensity and the intensity cannot be easily scaled. Increasing the flow rate c.p. increases the 
wet film thickness and thus also the residual moisture. In addition, the tensile stress decreases with increasing 
residual moisture, as the binders can no longer fully exploit their adhesive properties at high moisture levels.  

In conclusion, electrode drying by laser proves to be a promising alternative due to the low energy and space 
requirements. In the future, it should be investigated how laser drying can be scaled up to higher web speeds, 
for example by connecting several laser modules in series. Furthermore, it is necessary to compare the 
experimental results of other laser drying processes (e.g. VCSEL) with the experimental results of this paper. 
Another advantage of laser drying compared to convection drying is the faster controllability of the system, 
as the energy used can be adjusted without delay and long warm-up phases of the oven are avoided. Further 
research is needed to investigate the interdependencies of the laser drying process on the final cell quality 
and to further detail a process window for laser drying of anodes and cathodes for optimal electrode quality. 
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Abstract 

Feeding the growing world population is a scientific and economic challenge. The target variables to be 
optimised are the yield that can be produced on a given area and the reduction of the resources used for this 
purpose. High-wage countries are faced with the problem that the use of personnel is a significant cost driver. 
Developing countries, on the other hand, usually operate on much smaller field sizes, so that the work in the 
field is still strongly characterised by manual labour. One solution to meet these challenges is the use of 
smaller autonomous harvesting robots. These can be networked into a swarm of machines to work even 
larger fields. The networking of autonomous agricultural machines is a key use case for rural 5G networks. 
5G technology can offer many advantages over older mobile communications standards and therefore make 
use cases more efficient or enable new ones. Various use cases are also conceivable in the field of agriculture, 
yet it is unclear how 5G networks can and must be specified for this purpose. In this paper, using the example 
of 5G-connected harvesters powered by swarm robotics, we present the challenges that have arisen and the 
specification that has been developed. 
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1. Introduction 

5G technology continues to grow in importance since its introduction, as can also be seen from the increasing 
subscription numbers of mobile radio standard. According to Ericsson's Mobility Report, the number of 
subscriptions increased by 70 million in the first quarter of 2022 alone [1]. Ericsson expects an increase of 
over 1 billion in the whole of 2022. The general tenor is that 5G technology will affect almost all industries 
if it not already does. The biggest changes that 5G will bring are expected in consumer goods, manufacturing, 
logistics and agriculture. In the B2C sector for example, higher speeds and lower latency will enable the use 
of augmented reality and virtual reality, so that the customer experience can be enhanced, for example, cities 
can use AR or VR at landmarks or museums to provide more information, so-called points of information 
(POI). In industry, on the other hand, improved analysis of the available real-time data can reduce downtimes 
on machines and set production standards. 5G technology can also lead to major changes in the logistics 
sector, as individual vehicles can be networked with each other [2]. Agriculture will also be increasingly 
influenced by 5G technology, the keyword here being so-called smart farming. The term smart farming refers 
to the use of information and communication technologies in agriculture. From a technological point of view, 
Unmanned Aerial Vehicles (UAVs), Unmanned Ground Vehicles (UGVs) and Wireless Sensor Networks 
play an important role in smart farming [3]. With UAVs, for example, it is possible to observe and monitor 
large fields from the air. In this way, various status information regarding weed growth, hidden animals, 
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insect infestation and water can be automatically obtained without the need for large staff. The usage of 5G 
promises plenty of advantages especially in combination with (semi-)autonomous vehicles due to low 
latency, high connectivity, and high data throughput features. As the technology is not yet well tested in real 
life applications, its validation would be beneficial. 

Agriculture in general is faced with various challenges. The task of feeding the expanding global population 
necessitates both technological and economic solutions. The yield that can be produced on a specific area 
and the reduction of resources needed for this goal are the target factors to be optimized [4]. Countries with 
high wages and developing nations confront various difficulties. Particularly in the former, the use of 
personnel is a major cost-driver [5]. The COVID-19 epidemic has also shown that hiring foreign harvest 
workers is not a dependable strategy for protecting the harvest in times of distress and can create a significant 
bottleneck [6]. On the other hand, developing nations struggle with the fact that their farming operations 
take place on much smaller fields, necessitating a lot more physical labor [7]. Because of this, it is 
challenging to use economies of scale and standardize production methods. Using autonomous, modular 
harvesting robots that are smaller is one way to address these issues. These robots can be employed in smaller 
groups or alone to automate the harvesting process for small fields. They can also be networked into a swarm 
of devices that autonomously cultivates huge yet parceled regions and avoid personnel bottlenecks. Positive 
side effects include greater resilience due to using multiple small machines rather than a single large one 
(redundancy in case of failure scenario) and the potential for cultivation under glass due to the machines' 
lower dimensions (water and resource savings). Thus, the usage of 5G in conjunction with swarms made up 
of tiny harvesters has a direct impact on greater ecological sustainability, including expanding populations 
of small game and more diverse plant and insect life (e.g., pheasant, partridge or admiral). Due to the use of 
wireless sensor technologies, cameras and autonomous systems, there is an increased data throughput that 
requires the use of a 5G network. Swarm algorithms for autonomous robots require that calculations do not 
only take place on the machine itself, but also centralized. Information as position, velocities, detected 
obstacles and status need to be transmitted and analyzed in short time to fulfil security standards. Thus, a 
performant telecommunication technology is needed.  

The research presented in this paper addresses the aforementioned issues by showing the current state of an 
ongoing research project and providing its exemplary solutions as benchmark and basis for further work. In 
the beginning, we will focus on the research gap concerning this subject. Then, we will describe the use case 
and the elaborated requirements and specifications for the fitting 5G network. Finally, we take an outlook 
on developments to come.  

2. Methodology 

The present methodology of this research work results on the one hand from practical methods within the 
project and on the other hand from accompanying theoretical research. Figure 1 illustrates the procedure.  

 

Figure 1: Illustration of the methodology 

The sub-objectives of the project are to create a 5G specification and system architecture for the agricultural 
use case of swarm robotics harvesters, to implement the network and to test the technology in practice, with 
the result that the benefits and limitations of 5G technology can be demonstrated. Different methodologies 
were used for the various sub-objectives. The 5G specifications are based on the various use cases. These 
were determined during several workshops within the project team. The goal was to completely capture the 
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various scenarios in which the 5G network becomes relevant for the harvesting robot. These use cases were 
validated by the robotics experts from the extended project team. Based on this, the requirements for the 5G 
network were defined for each defined use case. The requirements specify the latency frame, the data 
throughput, the need for real-time transmission and the required data rates. The specifications were discussed 
and validated with various 5G providers. Furthermore, a 5G short-term licence was applied for an 
agricultural test field to be able to test the defined use cases and the 5G specifications in a real laboratory. In 
the process of these field tests, the various use cases are carried out in realistic harvesting situations with the 
harvesting robot. Instead of getting the data directly, desk research is the act of gathering information that is 
already published [8]. Desk research methodology is particularly suitable for building up knowledge on new 
topics and substantiating existing statements or hypotheses with facts. Desk research enables a resource-
saving and efficient gain of knowledge. In this case, different research papers were considered to get a 
holistic overview of the state of research and to identify the research gap. This is highlighted in the following 
chapter.  

3. Research Results 

In the following, we will present the results of our research. 

3.1 Research Gap 

As early as 1995, there was initial research into an autonomous robot that harvests fragile vegetables and 
fruit. In recent years, there has been a great deal of research on this, including describing the navigation and 
positioning of individual harvesting robots [9]. Despite the need for strong communication between 
machines, there has not been research on outdoor 5G communication for robots.  

The existing research on 5G in agriculture covers specific topics, such as security [10,11] or it is only 
mentioned as an enabler for IoT applications [12,13]. Overall, there are only a few sources that deal with the 
design of 5G networks. One exception is Valecce et al. 2019, who specify the requirements for a 5G network 
for UAVs (Unmanned Air Vehicles) and UGVs (Unmanned Ground Vehicles). However, these are of a 
qualitative nature and are not precisely matched to the hardware used by the autonomous robots [14]. 
Another exception is Tomaszewski et al. 2022, where the network requirements were determined for several 
5G use cases in agriculture. However, this is not based on requirements for the 5G network developed jointly 
with the user but based on 3GPP-defined classes of service. Further on, only the deliverability by 5G 
networks is discussed and no 5G network architecture is presented [15].  

As can be seen in table 1, the design and functionality of the network layer is discussed with similar 
frequency in the agricultural sector compared to the physical layer in the field of the Internet of Things (IoT). 
However, it should be noted that the topic of 5G as an enabler technology is rarely supported. As described 
above, high importance has been attached to the technology. Consequently, several research papers have 
already been published on this topic, albeit being concerned with different conditions as the surroundings. 
Most of the work is on enclosed spaces, such as factory floors with use cases such as augmented reality and 
analysis of real-time data. In these areas, there are already requirements for the 5G networks and, as a result, 
the corresponding network specifications [16,17]. Overall, there is a deficit in research on 5G in an 
agricultural context [18]. 

Thus, we deduct a research gap for the practical specification and system architectures of 5G networks for 
agricultural use cases on an outdoor field especially for robotics applications.  
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Table 1: Surveys to physical and network layer for IoT applications in agriculture [19] 
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Year 2017 2017 2017 2018 2019 2019 2019 2019 2019 2019 2019 2020 2020 2020 

Physical 
layer ○ ● ● ● ○ ● ● ● ● ● ● ● ● ● 

Network 
layer ● ● ● ● ● ● ● ● ● ● ● ○ ● ● 

5G 
considered ○ ○ ○ ○ ● ◑ ◑ ○ ● ◑ ○ ○ ● ◑ 

5G 
Specification ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ 

●: Supported; ◑: Partially supported; ○: Unsupported. 

3.2 Results 

To exemplify the utility of 5G technology for application in the agricultural space using harvesting robots 
linked by swarm robotics, we will first outline the use case, explain the challenges that have arisen in the 
first half of the still ongoing research project, and present the requirements and chosen 5G specifications and 
system architecture. 

3.2.1 Description of use case 

The use case can be divided into two sub use cases referring to the two types of agricultural machinery: a 
harvesting robot and a logistics unit. Physically, there will be two harvesting robots in the field and one 
logistics unit. The speed of both machines is approximately 2 km/h. There is also a control station at the 
edge of the field, which is also to be integrated into the 5G network. The control station will consist of a 
computer and desktop to connect the machines with the system and monitor them. 

The harvesting robot is manually transported to the field. It starts in the home position; from there it must be 
connected to the 5G network. It connects to the platform and retrieves relevant data, such as a map in which 
the field to be harvested is divided into a starting point, an end point, rows of fields to be harvested and a 
route. It drives to the starting point and autonomously drives and harvests from there. For various reasons, 
e.g., because of an obstacle or a full harvest box, the harvesting robot can stop in the process. Depending on 
the reason for the stop, different procedures are followed. Either the problem is solved by a third party, by 
itself or by technology. The machine may then resume the harvesting process, or it waits for the logistics 
unit (see below) in case of a full harvesting box to continue harvesting after the harvesting box has been 
replaced. Otherwise, it drives to the home position to complete the harvesting process there or to resume 
harvesting after refueling. 

The logistics unit is transported manually to the field. It starts in the home position; from there it must be 
connected to the 5G network. It connects to the platform and navigates to an empty harvest box, which is 
then picked up. The logistics unit now waits in a waiting position. If there is no demand, it returns to the 
home position and ends the process. If necessary, the logistics unit navigates to the harvesting robot. If no 
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error occurs on the way there, the logistics unit exchanges the empty harvest box with the full harvest box 
in cooperation with the harvesting robot, navigates with the full harvest box to the storage location and places 
it there. The logistics unit then navigates back to the empty boxes, picks up one and waits in the waiting 
position. If an error occurs on the way of the logistics unit to the harvesting robot, it stops and, depending 
on whether the problem is fixed by a third party, by itself or by technology, it can either resume the process 
or drive to the home position and end the process. 

3.2.2 Emerging challenges in the first half of the research project:  

Numerous challenges arose whilst planning and testing. The most important ones are discussed below, 
stating a need by future end users towards the industry: 

1. Lack of clarity as to which commercially existing hardware can (already) perform which 5G features 
and which cannot: although 5G theoretically offers many features and thus enables a wide range of 
specifications, not all of them can yet be offered in the currently existing, commercially available 
products. This severely limits the scope of action, but the overall situation is unclear. 

2. Exact requirements for the 5G network are difficult to define in advance and change during the 
development of a use case. Agile methods can only be transferred to a limited extent, as expensive 
hardware is selected, purchased, and installed once in the field. The question is how to define 
requirements for a 5G network a priori to meet later demands. 

3. Providing the necessary infrastructure in the field for a campus network proves to be difficult. This 
applies particularly the power supply, network coverage, and protection of all hardware from wind 
and weather. 

4. Finding test networks is not easy. There are only a few providers and the costs for them quickly 
skyrocket. Especially if testing is to be done over a longer period (>1 week), the costs quickly exceed 
the five-digit euro range. 

5. The knowledge about technical details of the design is not always easy to obtain, e.g., about the 
prioritization of data streams and Quality of Service (QoS). 

6. The actual network coverage in the country on the exact location is unknown. 
7. Required information from the 5G hardware vendor is not freely available. 
8. A service catalog complementary to vendor hardware is not freely available. 

3.2.3 5G-specification and system architecture 

By having identified the macro and micro processes of the use cases, we were able to assess the 5G 
requirements that are needed to deduct the 5G network specifications. One example is the arm/fork lift 
alignment (micro process) of the box replacement (macro process) within the logistics unit: the latency shall 
not exceed 20 ms, the data rate is expected to be 17 MBps with a packet size of 0.28 MB *2, the packet loss 
may not exceed 10% and the process is not security critical. By combining all micro process information, 
the total data rate sums up to a maximum of 92 MBps for three robots in the swarm and a connected control 
station. The lowest latency allowed exceeds to 20ms and a package loss of <1%. Due to unclear and often 
insufficient network coverage and for security reasons, we chose to use a private network (campus network), 
instead of a public one. 

Further requirements that are considered:  

• Place of operation: As the hardware will be partly next to a field and only partly within a covered 
hut, it will be exposed to wind and weather and thus needs to work under these circumstances. 

• Redundant networks: Most likely not needed. 
• Set-up and dismantling: no special requirements for the hardware but needs to be dismantled after 

each harvesting season. 
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• Scaling: In this use cases for testing purposes no scaling is planned, although would need to be 
considered for real operation. 

• Migration: Most likely not necessary between private and public networks, but not ruled out in 
principle. 

• QoS: It is desirable that the hardware supports the QoS (Quality of Service) feature but is not a must. 
It is wished for a signal, that needs transmitting prioritization before other signals. 

• Service: A service agreement for setting-up, implementation of the network and in operation 
problem support must be negotiated. 

These requirements will be newly considered with the results of the field tests, for which a prototype 5G 
network is used. Derived therefrom, we developed the following system architecture (see Figure 2) for this 
agricultural outdoor use case: 

 
Figure 2: Proposed system architecture of the 5G network for linking harvesting machines via swarm robotics 

The overall chosen structure is a private network (campus network). Within the Radio Access Network 
(RAN) all harvesting machines and logistic units are connected via user equipment (UE) to the base station 
with an antenna. The base station is a 5G next Generation Node B (5G gNB). It is connected with the Core 
Network containing the 5G Core (5GC), the User Plane Function (UPF) and the Mobile Edge Cloud (MEC). 
The Core Network is connected via ethernet to a computer on which the swarm algorithm is located and 
which steers and controls all processes. Furthermore, machine and video data are sent into a cloud 
infrastructure. There it is stored and used for analysis to improve the swarm algorithm.  

4. Outlook and Conclusion 

The validation of the 5G network is still ongoing. There will be several months of field testing to gain results 
and insights both for the swarm algorithm and the 5G specifications. After a first testing phase with a 
prototype 5G Network, we will go into discussions with 5G suppliers to finalize the system architecture and 
implement the final network on the field. By the end of 2023 we will have held several tests for the overall 
use case. Moreover, we plan to publish a business-case-calculator; its purpose is to give interested farmers 
or agricultural companies a sound calculation for which agricultural use case a 5G network delivers value in 
several dimensions (e.g., financial, sustainable). 
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Concluding we described an outdoor swarm robotics use case using 5G for connectivity. We highlighted the 
concrete challenges that arouse during the testing phase. Finally, we derived the requirements for the 
specification of the needed 5G network and proposed its system architecture. 
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Abstract 

Climate neutrality has been gaining more and more attention as a long-term goal for companies among 
different industries. Since this goal can hardly be achieved in the short term and requires a complex 
interaction of different measures, it calls for a strategic approach. This article presents a strategy process for 
manufacturing companies striving for climate neutrality. The strategy process consists of three macro phases: 
preparation phase, strategy development phase and operational implementation phase, which are iteratively 
carried out. The macro phases are each divided into different meso phases, which include guiding questions 
that must be answered by different internal stakeholders and process participants. Moreover, necessary 
results are described which must be available after each phase to enter the next one. The procedure is based 
on existing models for the description of strategy processes and approaches from the field of energy and 
environmental management. It combines them into a strategic approach for deriving climate strategies of 
industrial companies. The developed strategy process is applied to and evaluated at the ETA factory at the 
Technical University of Darmstadt. 

Keywords 

Climate Strategies; Climate Neutrality; Carbon Footprint; Transformation Paths; Transparency 

1. Introduction 

In order to fulfil the targets set in the Paris agreement [1], the European Union is striving to achieve climate 
neutrality by 2050 as the first continent and reduce its emissions by 55 percent until 2030, compared to 1990 
levels [2]. These will affect industry as a large emitter of greenhouse gases [3], forcing industrial companies 
to systematically reduce their impact on the climate. To do so, industrial companies need to develop climate 
strategies which include gaining transparency about current emissions, setting targets, and identifying 
measures to reduce their respective emissions. After the analysis of existing strategy processes, the paper 
therefore proposes a process for developing and implementing a climate strategy. It is illustrated how the 
different steps are interlinked, what the outputs of each phase are and which persons or departments inside 
a company should participate in each step. Finally, the proposed process is applied to a use case examined 
in the ETA Factory of the Technical University of Darmstadt, a real production site for research purposes 
dedicated to the machining industry. 

2. State of the Art 

The long-term goal of climate-neutral production poses specific requirements on the corresponding strategy 
process. Both the term climate-neutral production and strategy processes in general are discussed in this 
section since these to aspects are the building blocks for the specification of the proposed process for climate 
strategy development. 
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2.1 Climate-neutral Production 

In contrast to carbon neutrality, the term climate neutrality additionally considers other climates effects 
which are not caused by CO2 or other greenhouse gases. It describes the state in which changes or increase 
in global temperatures can be avoided. Since some effects on climate change exist that are not directly 
measurable or directly related to company activities, the term climate neutrality is often used synonymously 
with greenhouse gas neutrality in the industrial sector [4,5]. Globally, the industrial sector accounts for 36 
percent of the total greenhouse gas emissions (including energy consumption) [6], marking the relevance for 
companies to lower these emissions. Besides the ecological impact, other reasons like the importance of 
climate targets for investors, the demand for climate-neutral products from the customer side as well as rising 
energy prices strengthen companies’ motivation regarding the topic of climate-neutral production [7]. 

Strategies to reach climate neutrality are often based on the principles of minimisation of emissions, 
substitution of emission-causing processes and compensation of the remaining emissions [8]. To start 
minimising emissions or substituting processes, transparency about the related emissions is needed as a 
fundamental step [9]. In a previous paper by Bardy et al. [10], success factors for the climate-neutral 
production were derived based on literature analysis. These success factors include the increase of energy 
and material efficiency, reuse of waste heat or the electrification of energy demands. Besides these measure-
oriented success factors, required employee competencies for climate-neutral production can be defined. 
These include a certain awareness regarding the environmental impact of companies as well as the ability to 
see the potentials of climate friendly technologies [11].  

2.2 Existing Strategy Processes 

The process of developing a strategy belongs to the field of strategic management [12]. It is also referred to 
as strategic planning [13]. Strategic process research has existed since the early 1960s [14], originating from 
a purely economic perspective such as divestment or merger strategies [15]. In Bowman and Ash [16], 
strategy formulation is simplified and divided into the phase of identification of opportunities followed by a 
phase of selection. Other sources also include a target/goal definition phase [17] and/or an implementation 
phase [18,19]. Lynch differentiates between three aspects of strategic management: strategic analysis, 
strategy development and strategy implementation [12]. Mintzberg describes five different approaches to 
strategies (5Ps): plan, ploy, pattern, position and perspective [20]. This reflects that other factors besides 
planning also have an impact on the strategy. Some aspects of the strategy are usually not the result of 
strategic planning but rather emerge from the organisation’s behaviour. This is called an emergent strategy 
[20]. Because of changing environmental conditions strategy processes do not only require a single phase of 
planning and implementation of the strategy but also a feedback loop from the implementation phase which 
includes monitoring the outcomes of the strategy’s implementation by comparing it to the strategic targets 
[12]. 

The PDCA-cycle, first introduced in 1940 by Shewhart for the topic of Quality control [21,22], is a widely 
known methodology for continual improvement and implementing strategic targets. It consists of four 
phases. In the Plan-phase (P), goals are set and measures to reach the goals are defined. These measures are 
then implemented in the Do-phase (D), followed by a check-phase (C) to evaluate the effectiveness of the 
measures regarding the set goals. In the final Act-phase (A), required adjustments are made to eventually 
reach the goals defined in the Plan-phase. The PDCA cycle is defined as an iterative process, setting new 
goals as soon as the initial goals are reached. The PDCA cycle can be applied to a wide range of topics; it is 
used for example as a basis for the ISO 50001 standard [23] for energy management systems to identify and 
implement energy efficiency measures and in the ISO 14001 standard [24] for environmental management 
systems. Despite its broad applicability, it is not solely sufficient to tackle the topic of climate strategies.  

Especially regarding the planning phase, more guidance is needed for companies to set effective goals 
regarding greenhouse gas reduction and choosing effective measures for implementation. To do so, and as 
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already suggested 1987 by Huff and Reger [15], the strategy development process needs to be linked with 
the examined content – in the case of this paper, climate-neutral production. 

3. Process for Climate Strategy Development 

The process for the development of climate strategies is based on the literature on strategy processes and the 
specific requirements arising from the topic of climate-neutral production. In addition, the authors' 
experience from industry projects concerning the transformation of the energy system of companies towards 
climate neutrality is incorporated into the description model. The experience comes both from projects with 
individual companies and from the project ETA-Transfer [25], which systematically investigated the 
implementation of measures to reduce emissions for energy systems of manufacturing companies in nine 
case studies. 

The model differentiates between three macro phases: In the preparation phase, the company begins to 
discuss climate strategy issues, gathers preliminary information, and proposes its general objective. The 
following strategy development phase is characterised by the transformation of these general objectives into 
a specific strategy, according to which the company proceeds with the subsequent transformation. Thus, this 
phase includes the analysis of the current situation, target specification, scenario development and 
assessment and decision making based on the available scenarios. Finally, implementation takes place in the 
operational implementation phase. It includes both the organisational and the technical implementation of 
the strategy. The three macro phases each consist of meso phases, which are described in more detail in the 
following sections. The steps to be completed in the meso phases are referred to as micro phases and are not 
included in Figure 1, which shows the overall process schematically. 

 

Figure 1: Process for the development of climate strategies 
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Since a climate strategy must be regularly adapted to changes in the company and in the technical and social 
framework conditions, the macro phases are not strictly traversed sequentially, but rather iteratively. After 
going through the strategy development phase, a strategic evolution can follow to adapt the strategy. In some 
cases, or at longer intervals, a reorientation and thus a re-entry into the preparation phase may become 
necessary. This makes sense, for example, if the strategy is to be fundamentally renewed. Experiences from 
the operational implementation phase are incorporated into subsequent strategy development phases through 
operational feedback. 

In addition to the planned strategy development, there may also be emergent strategic adaptations. These 
originate in the operational implementation of the strategy, which may deviate from the initially planned 
strategy, either intentionally or unintentionally. Thus, the implementation can have effects on the target 
specification, scenario development and decision making in the strategy development phase. The three macro 
phases with their respective meso phases are described in more detail below. 

3.1 Preparation Phase 

The preparation phase initiates the process of developing a climate strategy as the first macro phase. It 
consists of the orientation phase, information phase and objective definition phase. Depending on the 
maturity of the company in the field of climate strategies, they are passed through one after the other or it is 
possible to start in the information phase or objective definition phase. During the orientation phase, 
questions are raised regarding what the company can do for climate protection, which effects climate issues 
have on the company and a decision is made whether to initiate the strategy process. In the subsequent 
information phase, the company obtains basic information about climate strategies in a more targeted manner 
and establishes initial competencies in order to shape the strategy process in an informed matter. In the 
objective definition phase, the first general goals of the climate strategy can be set, such as the scope in which 
climate-neutral production is to be achieved [26]. The information phase and the objective definition phase 
can be carried out iteratively or in parallel. Table 1 summarises the essential aspects and required participants 
of the preparation phase. 

Table 1: Preparation phase 

 Orientation phase Information phase Objective definition phase 
Key question Does our company need a 

climate strategy? 
How do we develop a climate 
strategy? 

What goal do we want to 
achieve? 

Description Individual employees or 
management raise the question 
of what the company can do in 
terms of climate protection 
and get an initial overview 
about the topic. 

Further information on the 
development of climate 
strategies is obtained in a 
systematic manner via a 
specific department. Initial 
competencies are gained. 

The goal of the climate 
strategy is roughly outlined. 

Participants Management, individual 
highly committed employees 

Appropriate departments, 
individual highly committed 
employees 

Management and appropriate 
departments 

Outcome Decision on whether to initiate 
climate strategy process 

Information basis for 
designing the strategy process 

General goal for the 
subsequent strategy 
development 

3.2 Strategy development process 

The core of the strategy process is the strategy development phase. In this phase, the climate strategy is 
created. The strategy development phase consists of five meso phases: analysis of current situation, target 
specification, scenario development, scenario assessment and decision making, as summarised in Table 2. 
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First, the analysis of current situation examines the current climate impact of the company. In particular, 
this means that energy and resource consumption are analysed and the carbon footprint is calculated. The 
strategic evolution covering subsequent iterations of the strategy development phase means the 
implementation progress of the climate strategy is being continuously monitored in this phase. After 
establishing a quantitative overview of the initial situation, the target specification is next. In this phase, the 
specific targets of the climate strategy are defined, e. g. the desired emission reduction with a timeline for 
reductions in specific parts of the company. This specifies the general objectives from the preparation phase. 
Subsequently, various scenarios are developed to achieve the climate targets. Scenarios are characterised by 
specific measures such as electrification, energy efficiency measures, integration of renewables, substitution 
of certain materials etc. The next phase is the scenario assessment, which compares the scenarios in terms 
of target fulfilment based on various company-specific criteria. For example, the involved costs or the 
availability of competencies required to implement the scenario are considered. Finally, decision making 
takes place based on the scenario assessment. The company's climate strategy is then defined in a first draft. 
It is described by the chosen scenario and characterised by specific measures. Further iterations of this 
process or parts of it may follow. The strategy must then be implemented operationally. This takes place in 
the third macro phase, the operational implementation phase. The five meso phases do not strictly need to 
be carried out sequentially. They can overlap in time or be handled iteratively if changes are necessary. 

Table 2: Strategy development phase 

 Analysis of 
current situation 

Target 
specification 

Scenario 
development 

Scenario 
assessment 

Decision making 

Key question What is the 
current climate 
impact of our 
company? 

What targets are 
we aiming for 
and by when? 

How can the goal 
be achieved? 

How do the 
scenarios differ 
in terms of target 
fulfilment? 

Which scenario 
best fits the 
company's goals? 

Description Analysis of the 
initial situation 
(energy and 
resource 
consumption, 
carbon footprint, 
etc.) 

Definition of the 
strategic goal, 
scopes to be 
considered, 
desired emission 
reduction 

Elaboration of 
different 
scenarios to meet 
the set climate 
target 

Comparison of 
the scenarios 
based on 
company-specific 
criteria 

Decision on 
scenario to be 
implemented 

Participants Appropriate 
departments 
including shop 
floor 
management 

Management Appropriate 
departments    

Management and 
appropriate 
departments 

Management 

Outcome Quantitative 
overview of 
initial situation 
regarding the 
company’s 
climate impact 

Specific climate 
targets for the 
company 

Scenarios for 
achieving the 
climate targets 

Assessed climate 
scenarios for the 
company 

Specification of a 
target scenario 
for the climate 
strategy 

3.3 Operational implementation phase 

In the operational implementation phase, the chosen scenario with its characterising measures within the 
climate strategy is implemented. Two processes take place in parallel and are interlinked with each other: 
organisational implementation and technical implementation. Both processes are characterised in Table 3. 
In the organisational implementation, the strategy is integrated into existing strategies and corporate 
structures. In addition, communication of the strategy takes place both internally and externally. Technical 
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implementation involves the implementation of the technical measures defined in the strategy to reduce the 
climate impact of the company. The technical measures can be partially processed in parallel and organised 
in PDCA cycles corresponding with the organisational implementation. This form of organisation also 
ensures the possibility to integrate it with existing standards such as ISO 50001 for energy management and 
ISO 14001 for environmental management.  

Table 3: Operational implementation phase 

 Organisational implementation Technical implementation 
Key question How is the climate strategy being 

implemented in the organisation? 
How is the climate strategy 
transferred into operational measures? 

Description Documentation, organisationally 
established and communicating the 
climate strategy 

Implementation of measures 
according to the target scenario in 
parallel PDCA cycles 

Participants Management, appropriate departments, 
marketing, entire workforce 

Appropriate departments including 
shop floor 

Outcome Organisationally established climate 
strategy 

Coordinated implementation of 
technical measures 

4. Application to the ETA-Factory 

The developed strategy process is applied to the ETA research factory at the Technical University of 
Darmstadt [27] focusing on the energy system and thus on the energy related emissions (mainly scope 1 and 
2 emissions of the greenhouse gas protocol [28]). The ETA research factory was built as demonstrator for 
energy efficiency in manufacturing systems. It operates a production line with machine tools, cleaning 
machines and a heat treatment furnace. Moreover, a learning factory and offices are included. The energy 
system of the ETA research factory consists of three thermal networks with respective heat storages and 
energy converters operating on electricity and gas. Moreover, compressed air, electricity and gas are supplied 
to the production systems. Although efficiency measures such as waste heat utilization and thermal cross-
linking via heat exchanger and heat pump technology are highly integrated within the factory, the energy 
system still relies on fossil fuels in gas and electricity supply. The energy system as well as an exterior and 
interior view of the factory are depicted in Figure 2. 

Since opening in 2016, the ETA research factory and its energy system were improved and expanded through 
different research projects. Within the research projects, measures were applied for increasing energy 
efficiency, implementing new energy converters, and integrating energy flexibility and digitalization to 
embody and demonstrate the research and gather knowledge and results within the research group. New 
challenges in climate goals and research on sustainable production underscores the necessity of climate-
neutral operation of the ETA research factory. Thus, the presented strategy process accompanies the 
transformation within the ETA research factory.  

Within the preparation phase, the dependencies, but also differentiation between energy efficiency and 
flexibility compared to climate neutrality were addressed. Moreover, a first qualitative analysis of the 
emissions, especially fossil fuel consumption within the ETA research factory were conducted. As a result 
of the preparation phase, the ETA research factory team decided that the research factory should become 
climate-neutral until 2025. Within the objective, climate neutrality was defined based on scope 1 and 2 
emissions.  
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Figure 2: Left – energy system of the ETA research factory, ST: storage, B: boiler, CHP: combined heat and power, 
HEX: heat exchanger, HP: heat pump, CC: compression chiller, CT: cooling tower, CA: compressors for pressurised 

air; upper right – exterior view; lower right – view on production line, photo credits Eibe Sönnecken. 

In the strategy development phase, the analysis of the current situation resulted in a quantitative analysis of 
emissions, but also in the analysis of possible measures which can be carried out by the institute’s research 
group. Some of the measures such as energy efficiency or flexibility can be carried out directly by the 
research group, others are dependent on the responsible department within the university, e. g. the purchase 
of green electricity cannot be decided by an institute itself. Therefore, the objective of climate neutrality was 
adjusted and targets defined. The targets include climate neutrality in scope 1 and 2 emissions by integrating 
auto-production and increasing self-consumption of renewable electricity and heat without external 
electricity supply. Furthermore, a reduction of scope 3 emissions is set as a target. First scenarios were 
developed to achieve the targets. New research projects should be initiated for the specific assessment of 
different scenarios. With this assessment, a decision on a scenario and specific measures can be carried out.  

The overall strategy process is not concluded yet, but first steps for the operational implementation phase 
have already been taken: it must be organisationally implemented that the team gains knowledge around 
climate neutrality and newly acquired projects are aligned with the objectives. The technical integration and 
implementation of new energy technologies should be carried out within new research projects linked to 
current research. The current results of the meso phases within the strategy process are outlined in Table 4.  

Table 4: Results in the strategy process for the ETA research factory 

 Results 
Orientation phase • Energy efficiency and flexibility are no longer sufficient when discussing 

climate change in manufacturing processes and sites 
Information phase • Climate neutrality is the main goal within different sectors to address climate 

change: research on definition and impact, discussion in team 
• Qualitative analyses of emissions within the factory: gas demand of combined 

heat and power units, boiler and furnace, electricity supply, materials 
• Information on potential technologies to be installed within the energy system 

of the ETA research factory 
Objective definition phase • Climate neutrality within scope 1 and 2 emissions 
Analysis of current situation • Quantitative technical energy data analysis of the overall system 

• Analyses of the possible measures by the research group (electricity supply 
contracts cannot be changed by institute) 
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Target specification • Climate neutrality in scope 1 and 2 without external electricity supply until 
2025 

• Integration of renewable electricity and heat until 2025 
Scenario development • Electrification of processes and energy supply 

• Integration of hydrogen usage 
• Integration of photovoltaic system, geothermal heat pumps 
• Additionally: Increasing energy efficiency and flexibility for self-consumption 

of renewables 
Scenario assessment • Ongoing acquisition of new research project to further evaluate the scenarios 
Decision making • To be defined 
Organisational implementation • (New) research assistants must gain knowledge in climate neutrality; newly 

acquired projects must strive towards the organisational objectives 
Technical implementation • Integration and implementation of new energy technologies within new 

research projects 

5. Conclusion and Discussion 

In this paper, we present a strategy process for industrial companies striving for climate neutrality. The 
strategy process is divided into three macro phases: preparation phase, strategy development phase and 
operational implementation phase, which can be carried out iteratively. The process begins with the 
preparation phase, when the company initiates discussing climate strategy issues, gathers initial information, 
and proposes its general objective. During the strategy development phase, the general objective is 
transformed into specific targets and scenarios. At the operational implementation phase the strategy is 
implemented both organisationally and technically. The macro phases are divided into different meso phases. 
The meso phases include guiding questions that must be answered by different process participants. 
Moreover, necessary results are described which should be available after each phase. 

The developed strategy process is applied to and evaluated at the ETA factory at the Technical University 
of Darmstadt. The team of the ETA research factory defined the objective that the research factory should 
become climate-neutral until 2025. The guiding questions and necessary results within the meso phases of 
the strategy process help structure the overall process. The following implementation of the strategy offers 
further opportunities to explore and re-assess the strategy process. This particularly applies to the operational 
implementation phase, which is still ongoing. The insights gained in this phase can also be used to examine 
the micro phases more closely within the meso phases, including the requirements for successful 
implementation and the steps of operational feedback and emergent strategic adaptation. In this context, it 
can also be analysed how measures influence each other and which chronological sequence must be followed 
during the implementation. As climate targets become more relevant, production targets are extended to 
include this aspect. This requires companies to acquire additional competencies for the development and 
implementation of climate strategies. The required competencies differ depending on the phase of the 
strategy process. Especially small and medium-sized enterprises (SMEs) without specialized departments 
for these tasks face new challenges. Future research should therefore examine which specific competencies 
are required for each phase and how these can be provided within the company or externally, for example 
by performing a case study in an SME. Additionally, the described meso phases are to be described in more 
detail separately for each phase to provide companies with a methodological toolbox for each phase. This 
can contribute to a more systematic preparation, development and actual operational implementation of 
climate strategies in manufacturing companies. 
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Abstract 

Due to technological advance, the Additive Manufacturing (AM) technology Powder Bed Fusion of Metal 
with Laser Beam (PBF-LB/M) is in widespread industrial use. PBF-LB/M offers the flexibility to generate 
different geometries in one build job independent of tools. Therefore, exploiting tool-dependent economies 
of scale is not required for efficient manufacturing of various complex geometries in small quantities. 
However, PBF-LB/M production lines are capital intensive and include post-processing steps. Thus, high 
utilization and low work in process must be ensured to minimize costs, but reaching high utilization 
contradicts minimizing work in process and throughput time. In production planning and control (PPC), the 
trade-off between those production logistics key performance indicators (KPIs) is optimized. The advantage 
of flexibility to manufacture various geometries in one build job of PBF-LB/M comes with challenges for 
PPC. In this work, those challenges are analysed to derive implications for improvement, based on interviews 
with experts from the industry. Results show a need for PBF-LB/M specific PPC. The need is higher the 
greater the technological control of PBF-LB/M and the volume of a product program of a company are. 
Unlike for Conventional Manufacturing (CM), nesting and scheduling cannot be addressed separately in 
PPC for PBF-LB/M. Thus, the optimization of production logistics KPIs is more complex due to more 
degrees of freedom. Combined with a typically shorter planning horizon for AM, this requires automated 
optimization software tools for combined nesting and scheduling. Currently, PPC that considers AM 
characteristics does not address CM steps in the post-process adequately, even though they cause a large 
proportion of effort and time. Furthermore, high automatization parallel to heterogenous manual tasks 
require a low number of workers with training in various skills. 
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1. Introduction 

Additive Manufacturing (AM) is defined as a process of joining materials to make parts from 3D model 
data [1]. There are different AM process types, that are characterized by a layer- or unit-wise generation of 
a workpiece [2]. With technological advance, the AM process Powder Bed Fusion of Metals with Laser 
Beam (PBF-LB/M) is in widespread industrial use [3].  PBF-LB/M is an AM process, in which a layer of 
metal powder is distributed on a powder bed. Subsequently, the powder bed is scanned selectively by a laser 
beam to melt and solidify the metal powder according to a digital build plan. Afterwards, another metal 
powder layer is applied and scanned with a laser beam. This cycle consisting of applying a powder layer and 
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scanning is repeated, until the workpiece is fully generated. [1][2] This work principle offers the flexibility 
to generate different geometries in one build job independent of tools. Therefore, exploiting tool-dependent 
economies of scale is not required for efficient manufacturing of various different complex or customized 
geometries. [4][5] 

During the implementation and use of AM, companies face different challenges in the competition. An 
extensive discussion of challenges for the implementation of AM can be found in [6][7][8][9]. These 
challenges can be assigned to the following categories [6]: 

- Production technology (e.g., reliably achieving high quality [10], qualification of materials [11]) 
- Production management (e.g., production planning and control (PPC) [12]) 
- Business strategy (e.g., adaption of business models [13]) 
- Business administration (e.g., adaption of the product development process to AM specifics [14]) 

Mastering challenges of production technology and production management is considered as a directly 
perceptible motivator for customers. Business strategy and administration are regarded as hygiene factors, 
that are a basic requirement for successful implementation of AM. Unlike motivators, hygiene factors are 
only indirectly visible to customers. Until now, challenges regarding the motivator production technology 
such as stable processes, high quality, and material are focused for AM, as they address basic needs of 
customers. Challenges like PPC in the category of motivator production management are addressed 
less. [6][12] 

This work focuses on PBF-LB/M because it is the most common metal AM process and in wide industrial 
use [3]. PBF-LB/M production lines are capital intensive [4] and include post-processing steps [15]. In 
contrast to tool-dependent economies of scale, machine investment-dependent economies of scale exist [4]. 
Thus, high utilization must be ensured to minimize costs. This contradicts minimizing work in process and 
throughput times. In PPC, the trade-off between production logistics performance and costs is 
optimized. [16][17] The advantage of PBF-LB/M to flexibly manufacture various geometries in one build 
job comes with challenges such as joint optimization of nesting and scheduling for PPC in production 
management [6][18]. 

With ongoing advancement in overcoming challenges in the category of production technology to address 
basic customer needs, the question arises, if and how companies in the industry are already facing the 
challenges regarding PPC as they become more important for differentiation. Furthermore, the scientific 
community and practitioners from industry need to know the expected future trajectory of challenges 
concerning PPC for PBF-LB/M for target-oriented development of solutions for PPC. 

With the given considerations, this work aims to: 

- Identify if and which challenges concerning PPC for PBF-LB/M the industry is currently facing 
- Derive implications, which solutions are required now and in the future for successful PPC for 

PBF-LB/M 

For this purpose, relevant state-of-the-art literature regarding PPC for AM and PBF-LB/M is analyzed and 
presented in section 2. Subsequently, seven interviews with experts from the industry are planned, 
conducted, and analyzed. 

2. State-of-the art regarding PPC for PBF-LB/M 

PPC aims for an allocation of orders and resources over time to realize a company’s output and logistics 
performance according to customer demands. This includes for instance planning, initiating, and controlling 
of manufacturing tasks. Decisions like capacity adjustments of personnel or initiating orders from the 
purchasing department to the supply market are other typical tasks. Furthermore, PPC spans monitoring of 
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orders and capacity as well as triggering of adjustments in case of deviation from the production 
plans. [19][20] 

2.1 PBF-LB/M production planning 

2.1.1 Nesting and Scheduling 

Before the physical fabrication of a geometry with PBF-LB/M, nesting and further data preparation in the 
digital pre-process are required. Nesting includes binning, orientation, and positioning of parts. [18] One or 
multiple 3D models are grouped to be processed in a build job (binning) and imported into a data preparation 
software. Using the data preparation software, the rotation angle of the models (orientation) and their position 
in the build space (positioning) are defined. In the next step, support structures are designed, that fixate the 
part at the build plate. During the subsequent step slicing, machine code is computed according to the layer-
wise work principle. [21]  

The data preparation step of nesting is important for PPC. In contrast to Conventional Manufacturing (CM), 
nesting and scheduling problems are interrelated and thus cannot be addressed separately for optimizing the 
trade-off between production logistics cost and performance [18][22]. Decisions like binning parts into one 
build job with urgent due dates for on-time delivery or with similar z-height to increase productivity can 
interfere with scheduling decisions and vice-versa. [18][23] 

The joint nesting and scheduling optimization problem receives high attention in the scientific community. 
In [18] a taxonomy for clustering publications with the topic of nesting and scheduling problems is proposed. 
The taxonomy includes six categories based on the part (multiple), build (single or multiple build jobs) and 
machine (single, multiple identical, multiple different AM machines). [18] 

In [12] an architecture for a PPC system including nesting and scheduling of build jobs during data 
preparation for a multitude of AM plants is presented. It aims at considering requirements for an integration 
into operational enterprise software systems to maximize machine utilization to decrease costs. Therefore, 
different modules of Enterprise Resource Planning (ERP), Product Lifecycle Management (PLM), and 
Manufacturing Execution System (MES) are considered. An implementation of the proposed PPC is not 
demonstrated and validated. Furthermore, nesting and scheduling problems are arranged as separate steps in 
the presented process flow for creation of production orders. [12]  

2.1.2 Process planning 

Before nesting and scheduling, the sequence of operations and processes for manufacturing of a component 
are defined in process planning. The overall physical PBF-LB/M process requires different mandatory and 
optional CM process steps after the finished build job is removed from the machine, like stress relief 
treatment, separation of parts from the build plate, support and powder removal, surface treatment, or other 
heat treatment. [24][25] 

Choosing the best suiting manufacturing steps of a process chain is the task of process planning [26]. AM 
process planning is very complex due to many degrees of freedom with a multitude of manufacturing 
technologies and design options to choose from. Besides the post-process step options, there are alternative 
AM options for the in-process, such as Binder Jetting (BJ) with their own mandatory and optional post-
processing steps. Therefore, process planning also must consider other AM options than PBF-LB/M if they 
are available. Moreover, the choice of manufacturing steps interferes with adjustment of the component 
design. The manufacturability of a design must be considered, depending on the technologies involved in 
the process chain. [24][27][28][29] 
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2.2 PBF-LB/M production control 

2.2.1 Process monitoring 

In PBF-LB/M process monitoring, data is recorded during the process with different sensors and used for 
quality assurance, increasing machine uptime, and ensuring a reliable process. In research, novel process 
sensors are developed, sensing techniques are improved and their fit for specific parts and materials is 
assessed. [10] 

In [10] and [30] literature reviews of possible process defects during the PBF-LB/M process and acoustic, 
optical, tomography, and thermal in-situ sensing approaches to detect those defects are presented. The 
obtainable information with process monitoring is valuable for PPC. For instance, if the data indicates that 
an error is detected during a print job that still requires several days until it is finished, the print job can be 
aborted. With the information from process monitoring, engineers are supported in finding what caused the 
error and can take measures to avoid the error from reoccurring. Taking corrective measures after a process 
is finished or aborted is an open-loop process control approach. [10][30][31][32]. 

Research also pursues the aim of real-time closed loop control of the additive generation of a part with 
PBF-LB/M. Observable and derived signature parameters (e.g., melt pool temperature, melt pool geometry) 
should be used to predict quality measures and adjust controllable process parameters (e.g., laser power and 
scanning speed) before an unwanted deviation of geometric, mechanical, or physical part properties 
occurs. [10][33][34] 

2.2.2 Traceability  

DIN ISO 9000 defines traceability of products as the ability to trace the origin, processing history, and 
distribution and location after delivery [35]. The capability of tracing parts within the production 
environment is essential for successful PPC in volatile circumstances like frequent changes in customer 
orders, incorrect planning or transition times or technical disturbances [36]. Due to the flexibility of 
manufacturing of different geometries independent from tools [4], various parts go through the PBF-LB/M 
process chain during the same time. This makes it challenging to manually identify and trace the state and 
location of various parts in the process chain, but this knowledge is essential for production control [36]. To 
enable traceability in logistics, tagging parts with detectable marks is a pursued solution [37]. In [37] 
requirements and different work principles of tagging of additively manufactured parts like RFID chip and 
embedded geometrical features like QR codes or unique pores, impurities, and other optical markers are 
reviewed. 

3. Methodology 

3.1 Planning and conducting interviews 

To obtain information according to the research aim, industry experts with multiple years of AM experience 
who are currently involved in and/or responsible for AM operations are contacted and interviews are held. 
The used methodology for planning and conducting expert interviews is derived from [38]. The interviews 
are conducted by the authors of this work. Because the data is of qualitative and not quantitative character, 
an in-depth interview using a semi-structured interview guide is chosen for data retrieval. Depending on the 
answers to questions formulated in the interview guide, follow-up questions are possible to go more into 
detail. This enables a relatively free and personal conversation to get deep insights into a topic. The questions 
are formulated in an open way and suggestive questions are avoided. Suggestive questions could influence 
the answers in an unwanted way, for instance asking if a specific challenge for PPC is relevant, instead of 
asking if and which challenges are relevant at all, before going into detail for specific challenges. 
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The questions of the semi-structured interview guide are set up as follows: 

1. How does your AM and PBF-LB/M production look like? 
2. Which components are or will be produced? 
3. How are orders planned and controlled? 
4. How is quality of the components ensured? 
5. Which problems do you encounter regarding planning and controlling? 

Experts for PBF-LB/M of company internal AM providers (CI) and AM service providers (SP) that offer 
parts and services to external customers are determined as interview partners. To enable the interview 
partners to speak freely about sensitive topics like quality issues, names, companies, and the retrieved 
information are anonymized. As conversation media, an online video conference platform is used. 

3.1 Preparation and interpretation of interview results 

For the preparation and interpretation of the interview results, a qualitative content analysis methodology 
with inductive category development based on [39] is applied. First, dimensions for structuring the interview 
results are formulated derived from the research problem. Second, the dimensions for structuring are further 
refined iteratively after assessments of a partition of the documented material. Third, the whole documented 
material is paraphrased, and the resulting statements are ordered to the previously defined dimensions. In 
the fourth step, a summative check of the prepared interview results is performed. For the analysis of the 
prepared results, the production volume, the control of production management and the control of production 
technology of the different companies are ranked. A higher rank means a higher production volume, control 
over production or production management respectively. The built ranks have an ordinal scale and do not 
indicate specific distances between the ranks. Moreover, the highest rank does not imply, that the production 
volume or the degree of control reached a limit without further potential for improvement. Assigning the 
same ranks to more than one company is possible in case the interview results do not indicate a clear 
difference. To ensure objective ranking, the authors of this work define the ranks individually at first. If the 
rank of a company is ambiguous after the individual assessment, it is adjusted by a majority vote afterwards. 
The stated challenges regarding PPC for PBF-LB/M are analysed considering the anonymized company 
profile and strategic focus as well as the defined ranks (production volume, control of production technology, 
control of production management) to fulfil the research aim, stated in section 1. 

4. Results and interpretation 

The interviewed CI set their strategic focus on R&D and company internal supply of AM parts as well as 
services. SP1, SP3 and SP4 have a strategic focus on scaling up the production volume with series 
applications and SP2 to exploit the niche of high-quality and performance AM parts. Table 1 contains a 
summary of the paraphrased statements regarding production volume, production technology, and 
production management. The result of the ranking is depicted in Figure 1. The interviewed CI tend to have 
a smaller production volume and less PBF-LB/M system capacity than SP. Moreover, both control over 
production technology and production management of SP tend to be higher. The results indicate a correlation 
of production volume, control of production technology and control of production management. With 
increasing control of production technology by PBF-LB/M manufacturers, this points to a growing 
importance of PPC in the future. Fulfilling basic customer requirements by control of production technology 
seems to be a barrier for finding more positive AM business cases and investment into more PBF-LB/M 
system capacity.  
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Table 1: Paraphrased statements of the interviews with experts from the PBF-LB/M industry 

Company 
Code 

Production 
volume Production technology Production management 

CI1 

1 medium 
sized system 
and low 
production 
volume 

Metal AM less under control compared to 
polymer AM. Often the first printing trial 
fails. Problems with support generation 
(where, how, what angle). Automation of 
post-processing would be desirable, 
because of currently high manual effort. 

Use of company standard ERP module also for AM, but thoughts about 
switching to an AM specific solution exist. Short horizon for production 
planning of 1 -3 weeks. Production planning for post-processing is based 
on experience. Machine utilization is rather low, therefore no focus on 
increasing build space usage. Traceability is easy because of small 
production volume. Identification of applications for AM is hard because 
in other departments there is no AM knowhow. 

CI2 

1 medium 
sized system 
fully used 
and 1 large 
sized system 
in 
procurement 

Current qualification requirements are in a 
known span and controlled. For new 
requirements, new QM concepts are 
required. Qualification effort is sometimes 
underestimated. Tensile test included in all 
print jobs according to industry 
requirements. Frequent geometrical 
measurements and chemical analysis. 

Standard ERP and planning tool for prioritization from CM is used also 
for AM but does not work properly because of incompatibility of R&D 
and production requirements. High manual effort for nesting and 
scheduling. Errors in data preparation can lead to failed prints. For known 
parts, historic data and knowledge is used for production planning. For 
new parts, the printing time is calculated using the AM system software 
and an estimation by experience for the post-process.  

CI3 

2 large sized 
systems and 
1 medium 
sized system 
of different 
suppliers 

Metal AM with various other AM 
technologies in AM center. Only 
prototypes and jigs/fixtures, no 
production/series parts. Quality measures 
according to customers’ requirements. Part 
identification and failed prints currently 
most important topics. 

Use of AM specific and customized ERP/MES system led to improvement 
in productivity and operations but also customer satisfaction and 
communication. Growing pain points and learning curve during imple-
mentation of new ERP/MES and after 2 years still room for improvement. 
Pricing in metal too complex to use build in auto-quoting function. Short 
planning horizon of 1-2 weeks. Company-wide approval process is used 
but too slow for utilizing AM flexibility for time-sensitive parts.  

SP1 

8 medium 
sized systems 
and ~20000 
parts per year 

Use of materials in combination with 
parameter sets from AM system suppliers 
instead of third-party material suppliers. 
Failed prints occur. Often more parts 
printed than required to have backup 
solutions in case of quality issues. Monthly 
machine inspections. No use of in-situ 
process monitoring. 

Use of a standard ERP and magnetic board for production planning. 
Integration of ERP and MES is perceived as a challenge. MES suppliers 
were screened but no fit for the individual requirements. Physical 
documents on the shopfloor. Intentions for paperless production exist. 
Horizon for production planning from a few days up to two weeks. 
Production planning is very complicated. Currently KPIs are not 
monitored in production management, but machine utilization is assessed. 
Powder is reused but quality requirements can interfere with powder 
efficiency. Big potential for saving manual effort in production planning 
is an MES with automated nesting and scheduling. 

SP2 

12 systems 
of 3 different 
suppliers and 
15-60 parts 
per week 

Statements regarding quality challenges: 
Claim of very high capability and focus on 
quality as well as quality control 
(feedstock, material lab, tactile and optical 
testing, CT and optical measurements, in-
situ process monitoring). Integration of 
conventional technologies with a focus on 
CNC milling. 

Use of ERP system, MES with a strategic software partner is in testing 
phase. AM is the most complex technology for MES integration. Planning 
horizon for PBF-LB/M is shorter than for CM with CNC milling. 
Currently no paperless production, but this is a clear goal. Overall 
Equipment Effectiveness and utilization are not prioritized KPIs because 
of focus on high performance and only result in a part of manufacturing 
cost. Traceability and software environment for joint production planning 
of AM and CM with integrated CAM functions would be beneficial. 

SP3 

10 systems 
and ~1000 
parts per 
moth 

No significant statements regarding 
quality problems. Many different post-
processing technologies in-house. 
Different quality control measures for 
parts and feedstock according to customer 
requirements. Destructive tests only in 
fixed intervals. System calibration only in 
case the optic system is changed or after 
maintenance. 

Use of self-developed MES to fit individual requirements. Use of different 
KPIs (scrap rate, on-time delivery, customer complaints, utilization, build 
space usage). Inquiries via sales and online portal. 2d nesting and 
scheduling complex like a puzzle problem. Nesting and scheduling 
impossible without software support for more than 3 machines. Estimating 
process step duration using experience is hard and inaccurate for post-
processing. Partially paperless production. Quality control via visual 
inspection or with measurement methods as required by customer 
including powder reuse management. 

SP4 

12 systems 
and ~2000 
parts per 
month 

No significant statements regarding 
quality problems. Many different post-
processing technologies in-house. 
Different quality control measures for 
parts including in-situ process monitoring 
and feedstock testing according to 
customer requirements. Different AM and 
CM post-processing technologies 
integrated. 

Very high utilization. OEE ~70-80% achievable, goal is >60-70%. Use of 
other different KPIs (e.g., utilization, throughput times, on-time delivery, 
first time right). Inquiries via AM marketplaces, sales, other business 
segments, MES. Mostly manual and challenging scheduling and nesting. 
Partially paperless production. Use of self-developed MES to fit 
individual requirements with documented traceability of documents, 
machine planning and process monitoring. Estimation of process step 
duration based on experience. Different planning for series and non-series 
parts. Quality control via visual inspection or with measurement methods 
as required by customer including powder reuse management. 
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Figure 1: Ranking of the interviewed companies according to their production volume, control of production 

technology and control of production management 

If the production technology is controlled well, scaling up the production volume is possible but requires 
improved PPC. With increased production volume and control over production technology, the awareness 
for challenges for PPC rises. SP3 and SP4 with the highest ranks regarding both production technology and 
production management use company-own AM specific MES. SP2 is currently testing an AM specific MES 
from a software supplier. In contrast, CI1, CI2 and SP1 with lower ranked control of production technology 
use already available but unsuitable software solutions or find workarounds like a magnetic board. 
Furthermore, highly ranked companies have a stronger focus on optimizing production logistics KPIs like 
utilization and on-time delivery in production management. To achieve good production logistics KPIs 
nesting and scheduling is important but due to the lack of suitable available software solutions it remains a 
challenge. Especially estimating of the post-processing throughput time is challenging but required to plan 
for on-time delivery. Currently, PPC that considers AM characteristics does not address CM steps in the 
post-process adequately as well, even though they cause a large proportion of effort and time. 

SP1, SP3 and SP4 aim for an increased production volume by more series applications. The results indicate 
that the effort for e.g., identifying the application, design for AM, communication with customers, and PPC 
per part variant is significant. Contrary to what is often claimed for AM, this leads to lower costs if economies 
of scale in series production are exploited, although there is no impact of tool dependent economies of scale. 
Thus, the strategy of SP1, SP3 and SP4 is to solve challenges of PPC and acquire orders for series 
applications by exploiting AM benefits while keeping costs low and production logistics performance high. 
SP2 pursues the strategy of high quality and performance by integration of PBF-LB/M and subtractive 
manufacturing instead of focusing on cost and economies of scale. 

For all companies, experience of employees is critical in PPC. For companies with high ranks, long printing 
durations parallel to heterogenous manual tasks in the post-process require adapted personnel planning with 
low number of workers but training in various skills. Pursued solutions are systems with the aim to schedule 
prints so they finish during work hours or flexible planning including the individual preferences and skills. 

5. Summary and outlook 

In this work, an analysis of challenges for PPC for PBF-LB/M based on expert interviews is presented. For 
companies in an early phase of technological adaption of PBF-LB/M production management has only low 
relevance. For companies with larger production volume and control over production technology challenges 
for PPC are highly relevant. With technological advance of PBF-LB/M manufacturers, this points to a 
growing importance of PPC in the future. ERP, MES, and data preparation solutions do not entirely fulfil 
the requirements from the industry. Companies jointly use CM and AM processes, but integrated software 
solutions for PPC for CM and AM are not in use. Thus, an automated solution for nesting and scheduling to 
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optimize production logistics and costs for the whole AM and CM process chain is required. Furthermore, 
companies need software solutions for paperless traceability in production control and to reuse historic data 
in production planning. Further research is needed to derive a catalogue of requirements for PPC of 
PBF-LB/M considering the findings of this work.  
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Abstract 

5G offers the manufacturing industry a wireless, fast and secure transmission technology with high range, 
low latency and the ability to connect a large number of devices. Existing transmission technologies are 
reaching their limits due to the increasing number of networked devices and high demands on reliability, 
data volume, security and latency. 5G fulfils these requirements and combines the potential and use cases of 
previous transmission technologies so that unwanted isolated solutions can be merged. Use cases of 
transmission technologies that previously required a multitude of solutions can now be realized with a single 
technology. However, the general literature often refers to 5G use cases that can also be realized over cables. 
In this paper, a literature review presents the current state of research on the various 5G application scenarios 
in production. Furthermore, concrete characteristics of 5G use cases are identified and assigned to the 
identified application scenarios. The goal is to verify the identified 5G use cases and to work out their 5G 
relevance to be able to concretely differentiate them from already existing Industry 4.0 applications. 

Keywords 

5G-Technology, 5G use case, Industry 4.0, Networked, production 

1. Introduction 

Due to the challenge of digital transformation, the demands on existing transmission technologies are 
continuously increasing [1]. Not only the sharp increase in the number of end devices to be networked, but 
also the exponential growth in the volume of data transferred via data networks are pushing existing 
transmission technologies to their limits. [2] But also higher demands on reliability, security or even latency 
of the transmission pose challenges to established transmission technology [3]. In order to meet the 
increasing requirements, the performance of transmission technologies has also had to evolve significantly 
in the last few years [4]. The mobile communications technology 5G is assigned a special role in this context. 
This transmission technology addresses not only end users as customers, but also industrial applications for 
the first time. [5] In particular, the special performance parameters and characteristics of 5G make it unique 
compared to existing transmission technologies and provide ideal conditions for it to become a key 
technology of the digital transformation [6]. 

Numerous studies demonstrate the great economic relevance of 5G based on similar findings [7–10]. In 
particular, the great value creation potential of 5G in the manufacturing, energy and raw materials industries 
is always emphasized [9,10]. In these industries alone, 5G benefits to gross domestic product (GDP) are 
projected to be as high as 5% in 2030 [9]. This can be attributed not least to the realization of various future-
proof 5G use cases and the associated development of new business areas and services. For example, an 
increase in flexibility in production can be realized by eliminating the need for fixed cabling or by making 
the edge control of robots wireless. Furthermore, there is the possibility of realizing anomaly detection 
systems or comprehensive asset tracking via the connection of large numbers of end devices [11]. In 
summary, machine-based decision-making, dynamic automations, or even visualizations of any kind 
noticeably increase the value creation of companies. But also the development of new business models with 
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the help of additional amounts of data from sensors leads to an optimization in terms of time, costs or even 
quality [12]. 

The use of 5G will have a positive impact on virtually every industrial sector [7]. In this context, the joint 
use of infrastructure elements (infrastructure sharing) harbours great potential. Here, various sharing 
concepts can save costs of up to 25% even with two consortium partners [13]. Industrial parks and 
technology centres can benefit greatly from the joint development of 5G campus networks since the rollout 
phase of 5G is cost-intensive and therefore especially attractive for mergers. 

This paper will lay the foundation for the evaluation of 5G use cases. In this paper, the 5G technology will 
be described and characterized based on relevant features. Based on this, 5G use cases shall be derived based 
on the previously identified characteristics and consequently assigned to the characteristics in the form of 
strong or weak dependency. 

2. Basic terminology  

Industry 4.0: Industry 4.0 (or also called the fourth industrial revolution) represents the consistent further 
development of three preceding industrial revolutions. It is based on historical and technological approaches 
of the intelligent factory and computer-integrated production. The fourth industrial revolution involves the 
beneficial networking of people, machines, products, systems and companies along the value chain and 
across the product life cycle. The aim is to produce more efficiently or more productively and to generate 
more customer benefits. [14] 

Mobile radio: The definition of mobile radio is "radio, radiotelephony or radiotelephone traffic between 
mobile or between mobile and fixed stations" [15]. Mobile communications are therefore understood to mean 
communication between different devices, at least one of which is mobile. Challenges here are addressability 
when changing networks, continuation of communication after interruption, compatibility with other layer 
protocols, scalability and efficiency. [16]  

5G: 5G is the fifth generation of mobile communications, with the associated New Radio (NR) standard. 
The ITU (International Telecommunication Union) has been compiling performance requirements for 5G 
since 2016. These include an increased down/upload rate, lower latencies, and an increased number of 
connected devices per km². Furthermore, both a higher tolerance for the movement speed of the end device 
and lower energy consumption are required. [17,11] 

5G frequencies: In addition to the frequencies already in use today in the range from 0.7 to 2.4 GHz and 5 
GHz, 5G can also use frequencies up to 100 GHz. However, the frequencies are initially envisaged, as well 
as the range between 3.4 and 3.7 GHz, which is intended exclusively for 5G. In addition, the 3.7 to 3.8 GHz 
frequency will not be used for public networks, but will be kept free for companies or organizations to build 
private 5G campus networks. [17,11,18]  

5G campus network: A campus network is an internal service network of an organization or company [19]. 
Typically, a campus network consists of a data centre, the office network, and a connection to the Internet. 
These networks cover specific areas such as a corporate campus or a university campus. The important parts 
of a campus network according to the 3GPP are the radio network, with which terminals are connected via 
base stations to the user plane function and the 5G core control plane. [20] Campus networks can be 
implemented with different levels of integration to the public networks of the mobile network providers. For 
example, campus networks can be completely isolated (self-operation) or based purely on public networks 
with only virtual separation (network slicing). But there are also various intermediate forms (hybrid 
network). 
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3. Research method  

In this study, an exploratory multiple case study was chosen as the research method, while the research 
design follows the phenomenological approach of qualitative research. The study relies on a non-random, 
purposive sample. Diversity was considered in the selection of participating companies to ensure that all 
conflicts of interest described above were addressed. In total, four SMEs, two large companies and two 
telecommunications companies were interviewed, with interviewees mostly from middle and senior 
management. The interviews conducted aimed to identify and validate relevant 5G characteristics as well as 
relevant use fields and use cases for 5G. Based on this, further evaluation of 5G campus networks will be 
conducted. The interviews followed a semi-structured approach with a duration of 60 minutes per interview. 
Due to the vast experience with video calls within the pandemic, only virtual interviews have been conducted 
for the time being. 

A three-step approach was chosen as the basis for the interview structure, in which the 5G technology and 
the description of it were first discussed in an overarching manner. Subsequently, the reference to the 5G 
use cases in production was made and potentials were collected. Finally, the relationships between features 
and use cases were considered and evaluated. This research method was chosen to fully capture the specific 
expert knowledge of the individual subjects and to be able to determine their individual perspectives. The 
differentiated description of features and use scenarios makes it possible to fully capture and outline the 
current situation. 

4. Results 

For the first time, the fifth generation of mobile communications offers the possibility of setting up and 
operating private campus networks for industrial purposes. As a result, the unique performance parameters 
of 5G private campus networks make new application scenarios even conceivable. In the following, the 5G 
performance parameters gathered based on case study research are presented and described in more detail. 
In a second step, the use cases gathered based on the case-hour research are outlined and detailed. Finally, 
the characteristics are assigned to the use cases in the form of strong and weak dependence on each other. 

4.1 5G performance parameters 

In addition to the overriding performance parameters such as low latency, high data rates or high terminal 
density, 5G has many other performance parameters that will allow new innovative application scenarios in 
the future. These performance parameters will make it possible for the first time to improve existing 
applications as well as to run entirely new application scenarios in production. Among other things, the 
possibility of setting up extremely reliable private campus networks means that many existing cable 
connections will no longer be necessary in the future. An overview of 5G performance parameters and 
characteristics and the potentials for industry derived from them is summarized in Table 1. 

Table 1: Overview of 5G performance parameters 

Nr. Performance parameters and 
characteristics of 5G 

Potentials resulting from the performance parameters and 
characteristics of 5G 

1 High Data Rates [4,21,22] Basis for high data rate applications (example AI applications 
with live camera data). 

2 Device Density [23–25] 
Basis for applications with high numbers of devices to be 
connected (e.g. tracing of assembly activities by connecting the 
tools) 

3 Low Latency [26–28] 
Basis for applications with real-time requirements (e.g. 
robotics control/ AR/ ...) 
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Basis for edge computing applications 

4 Motion Support (Low handover 
times) [29–31] 

The basis for moving application scenarios 
Realization of applications with speeds up to 500km/h 

5 
Suitable for large area network 
coverage (indoor and outdoor) [32–
34] 

Implementation of new use cases also beyond the boundaries 
of the factory floor/premises 

6 
Network Slicing (virtual splitting 
of the network and dedicated 
allocation of resources) [35–37] 

Increasing the reliability of data transmission  
Enabling mobile applications despite safety-critical properties 

7 Standalone Campus Network (in a 
licensed frequency band) [38–40] 

Increasing the security of data transmission 
Increasing the reliability of data transmission 
Individualization of the performance parameters of the campus 
network to the requirements of applications to be realized 

8 
Summary of Technologies 
(Includes properties of existing 
technologies) [7,41,42] 

Merging of different technologies like 
• Positioning tracking 
• means of communication (telephone) 
• Data transmission 

Cost reduction by lowering the maintenance effort 

9 
Wireless (lowering of wired 
applications) [9,43,44] 

Increase flexibility 
Reduction of costs (maintenance, cable breakage, etc.) 

10 Improved Energy Efficiency [45–
47] Up to 10 years battery life for low power devices (IoT) 

11 

Possibility of selective 
optimization of a private 5G 
campus network based on the 
selected use cases. [48–50] 

Setting up individual campus networks  
Optimization of the networks to the needs of the respective 
company 

4.2 5G Use cases 

As a result of the unique performance parameters and properties of 5G and the resulting potential, 
various use cases in industry will be enabled or optimized. An excerpt of the application fields enabled 
or optimized by 5G, including exemplary applications, is compiled in Table 2 

Table 2: Use cases enabled by 5G 

Nr. Use cases Description/ Application examples 

1 Remote Control 
[51,52,7,53,54] 

Remote control of industrial equipment. 
Application examples: mobile robots, AGVs; mobile cranes, mobile pumps, 

stationary gantry cranes 

2 Monitoring 
[55,28,56] 

The transmission of real-time data allows for a number of different 
monitoring applications. 
Application examples: Monitoring of various parameters (pressure, 

temperature, ...), process monitoring 

3 Tracing/ 
Positioning [57–59] 

The ability to determine position means that tracking and tracing concepts 
can be realized via 5G in the future.  
Application examples: Traceability of orders, optimization of the flow of 

goods 

4 Quality 
improvement [9,28] 

In general, the use of 5G increases the quality of all processes and 
applications. 
Application examples: robot-assisted surgery; remote monitoring of patients 
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5 
Vehicle-to-Vehicle 
Communication 
[58,60,61] 

Communication between vehicles. 
Application examples: AGVs, Drones 

6 
Process 
Automation 
[62,63,48] 

Control the production and handling of substances such as chemicals, food 
and beverages, etc. 
Application examples: mobile robots, massive wireless sensor networks, 

closed-loop process control, process monitoring, asset inventory 
management 

7 Factory 
Automation [62,48] 

Automated control, monitoring and optimization of processes and workflows. 
Application examples: Motion control, control-to-control (C2C) 

communication, mobile robots, massive wireless sensor networks. 

8 
HMIs and 
production IT 
[62,63,43] 

Various devices for interaction between people and production systems/ IT-
based applications such as Manufacturing Execution Systems (MES) and 
Enterprise Resource Planning (ERP) systems. 
Application examples: mobile control panels, AR applications 

9 
Logistics and 
warehousing 
[54,60] 

Organization and control of the flow and storage of materials and goods 
within the framework of industrial production. 
Application examples: Organization and control of the flow and storage of 

materials and goods within the framework of industrial production. 

10 Maintenance 
[64,58] 

Monitoring of specific processes and/or equipment, but without directly 
intervening in the processes themselves. 
Application examples: mobile robots, massive wireless sensor networks, 

remote access and maintenance, AR applications 

4.3 Merging 5G features into 5G use cases 

For reasons of clarity, strong and weak dependencies have been considered separately. In the following, the 
strong dependencies are presented first, while the weak dependencies are explained in the next step. 

4.3.1 Strong dependencies between use cases and features 

The strong dependencies between use cases and performance parameters are summarized below. This 
quickly shows that the different use cases have very different effects on the respective performance 
parameters. As a result, it becomes clear that the potential of 5G is very diverse due to the strong performance 
parameters. The performance parameter "Point optimization of the 5G network" is particularly striking here, 
since not a single strong dependency could be detected. However, this is due to the higher-level use cases. 
Furthermore, it was noted that two of the three main performance parameters (device density and latency) 
were mentioned very frequently. This is due to the fact that these two performance parameters come together 
in many industry 4.0 use cases. At the same time, some performance parameters were only mentioned once. 
This is due to use cases that have very specific requirements. An overview of the strong dependencies 
between the application scenarios and the performance parameters is summarized in Figure 1. 
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Figure 1: Strong dependencies between use cases and performance features 

4.3.2 Weak dependencies between use cases and performance features 

In addition to clearly strong dependencies between use case and performance parameters, there are also 
other, weak dependencies. A good example of this is the possibility of adapting the private 5G campus 
networks so that they are specifically tailored to the use scenarios. This special performance feature of a 5G 
network could make all the difference in specific use cases. However, the device density involved in the 
implemented use case also plays a major role in very many use cases (often either strong or weak 
dependency). It is noticeable that some performance parameters do not have a weak dependency on the 
performance parameters at all. The reason for this are special performance parameters, which are quite 
specifically directed at individual use cases. An overview of the strong dependencies between the application 
scenarios and the performance parameters is summarized in Figure 2. 
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Figure 2: Weak dependencies between use cases and performance features 

5. Discussion, conclusion, and outlook 

The performance parameters listed here could be linked to different use cases in strong and weak 
dependencies. By clearly linking the performance parameters to the respective use cases, it was possible to 
demonstrate that 5G can realize a wide variety of application scenarios. Thus, it could be proven that 
especially many already existing use scenarios can be significantly improved by 5G. However, the potential 
of 5G cannot only be evaluated in terms of application cases, since this infrastructure not only realizes new 
applications and improves existing applications, but also enables higher-level links that could not have been 
thought of before, especially due to the high number of end devices. Furthermore, it emerged from the 
interviews that it is very difficult to distinguish clearly between a real 5G use case and an already existing 
Industry 4.0 use case. Here, sometimes very minor adjustments turn an already existing Industry 4.0 use case 
into a 5G use case (increasing speed, integrating people (human-machine interactions), etc.). To be able to 
measure the relevance of 5G in a company, use cases must not only be considered as isolated solutions, but 
must always be viewed in a higher-level context. 
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Abstract 

The use of Business Analytics (BA) helps to improve the quality of decisions and reduces reaction latencies, 
especially in uncertain and volatile market situations. This expectation leads a continuously rising number 
of companies to make large investments in BA. The successful use of Business Analytics is increasingly 
becoming a differentiator. At the same time, the use of BA is not trivial, rather, it is subject to high socio-
technical requirements. If these are not addressed, high risks arise that stand in the way of successful use. In 
particular, it is important to consider the risks in relation to the different types of BA in a differentiated way. 
So far, there is a lack of suitable approaches in the literature to consider these type-specific risks with regard 
to the socio-technical dimensions: people, technology, and organization. This paper addresses this gap by 
initially identifying risks in the use of Business Analytics. For this purpose, possible risks are identified 
using a systematic literature review and verified with a Delphi survey with various partners experienced in 
dealing with BA. Subsequently, the identified and validated risks are assigned to three different types of 
Business Analytics (Descriptive, Predictive and Prescriptive Analytics) and assessed in order to 
systematically address and reduce the risks. The result of this paper is an overview of the interactions 
between the socio-technically assigned risks, summarized in a risk catalog, and the different types of 
Business Analytics. 

Keywords 

Sociotechnical; Risks; Risk assessment; Business Analytics; Types 

1. Introduction 

Continuously changing market conditions, the exponential advancement of digital technologies and the 
profound change in customer requirements demand high adaptability and the making of well-founded 
decisions with minimal reaction latencies [1-3]. To meet these developments, companies are using data-
based information and decision systems with advanced statistical methods and functions (analytics), which 
are summarized under the name of Business Analytics (BA) [4]. The use of BA supports companies in 
formulating and achieving strategic, tactical, and operational goals and contributes significantly to data-
driven decision-making [5]. The almost unlimited possibilities induce a paradigm shift for global 
competition and enable maintaining long-term competitiveness [6,7]. 

The expectation has been a major contributor to the continuous increase in investment for several years, with 
an annual average growth rate estimated at 14 percent for 2027 [8]. Despite the high expected potential, 
many companies face major challenges which are induced by the deployment of complex systems and 
technologies that have a great impact on the organization and its employees. In this context, various 
organizational, technical, and human risks arise, which overwhelm the companies [9]. This is reflected in a 
high introduction and implementation failure rate of 65 to 80 percent [3]. To address the high failure rate, it 
is essential to identify, assess and reduce risks in the use of BA. For this purpose, capabilities must be 
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developed in the companies to address the risks and to ensure the successful use of new technologies [10,11]. 
To achieve this goal, this paper identifies type-specific risks in the use of BA and examines their socio-
technical interactions. Thus, an overview of the interactions between the socio-technical assigned risks, 
summarized in a risk catalog, and the different types of BA can be given. 

The remainder of the paper is organized as follows. In section 2, the relevant theoretical background is 
provided. The state of the art is elaborated on in section 3. The research methodology and the study design 
are explained in section 4. In section 5, the results of the paper, the risk catalog, and the type-specific 
relationship matrix are discussed. A conclusion is provided in section 6. 

2. Theoretical Background 

2.1 Business Analytics 

As both information systems and enabling technologies have matured, the prevalence and use of these in 
enterprises have increased dramatically. The cause and result of this development is the ability to generate 
and store an exponentially increasing amount of data, which has found use under the umbrella term "Big 
Data" [1]. The great diversity of application and maturity is reflected in the types Descriptive, Predictive, 
and Prescriptive Analytics. In this paper, the conceptual understanding, description, and typification are 
based on [12]. They characterize BA by nine characteristics with a total of 29 features in a morphological 
box. On this basis, three consistent types are formed and validated [12]. In this understanding, BA as a 
capability can be defined as follows: "application of 'various techniques, technologies, systems, practices, 
methodologies, and applications that analyze critical business data' [...] to enable evidence-based problem-
solving and recognition within the context of business situations [...]" [13].  

2.2 MTO concept  

The socio-technical systems approach was developed in the 1950s by [14]. Working in a British mine, it was 
found that a technological change had a significant impact on the social system [14]. A concept developed 
by [15] within the framework of socio-technical systems is the MTO concept. It is based on the interaction 
between the employees, the technical systems, and the organizational structures and processes. The central 
point of this concept is the work task [15]. The benefits gained by a company using BA depend in particular 
on the ability to use data and information effectively; the interaction between people, technology, and 
organization is of fundamental importance in this respect [16]. The design of the successful use of BA can 
thus be classified in the MTO concept [17]. 

2.3 Risk  

Companies must take risks to seize opportunities [18]. Therefore, responsible handling of these risks must 
be ensured by successful risk management [19]. To this end, a uniform understanding of risk must first be 
created. In this paper, the risk is defined as [20] “any possible deviation from a planned state, which must be 
considered in terms of its cause and effect”. In this context, risk in the narrower sense, the danger of losses, 
and risk in the broader sense, the chance of winning, is considered [21]. In the context of the objective of 
this study, this means that only those risks are considered that stand in the way of the successful use of BA. 
Deviations that have a positive effect on the objective are thus not in focus. Risk management in companies 
includes all organizational processes that allow the risk management process to run [22]. Based on the risk 
strategy, this process consists of risk identification, risk analysis and assessment, risk control and risk 
monitoring, and risk communication [20-23]. Regarding operational information systems and IT security, 
the content of the risk management process must be adapted to the topic area [20,24]. To this end, starting 
from the corporate strategy, the objective of IT risk management, including the risk objects and their 
interactions, is first defined [20]. 
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3. State of the Art  

To summarize the state of the art, a Systematic Literature Review (SLR) is conducted. For this, the process 
by [25] is used. The following search strings were used in the literature review: “Business Analytics”, 
“Business Intelligence”, and “Big Data Analytics”. These were considered in combination with the terms 
“risk”, “introduction” and/or “implementation”. Additionally, related terms such as “success factors” and 
“utilization” were considered. IT security frameworks are considered, but are not the focus of this study, as 
they take less account of the socio-technical contexts in the use of BA. Based on the combinations of the 
different search terms, 732 publications were found using Google Scholar, IEEE Explore, and Scopus. The 
publications found were selected to be relevant based on the title, abstract, and a subsequent reading of the 
full texts. As a result, the following eleven sources were identified: [3,10,26-34].  

The sources found were then analyzed based on the fulfillment of four criteria. The criteria were formed 
based on the objective of this work. The first two criteria represent, to what extent BA-related risks in the 
narrower and broader sense are considered and how they are located in the socio-technical system theory. 
The other criteria reflect whether the models from the literature were developed in a specific context or if 
they can be applied in general. The degree of fulfillment is evaluated on a 5-level scale. These five levels 
are “not considered”, “marginally considered”, “partially considered”, “explicitly considered”, and “focus 
of consideration”. None of the analyzed sources fully consider all aspects. The analysis is not an evaluation 
of the quality of the publications, but rather a consideration of the fulfillment of the individual criteria. The 
result of the analysis is shown in Figure 1. 

  
Figure 1: Overview of investigated literature 

4. Research Methodology 

The Delphi method is an explanatory tool for obtaining a consensus opinion on a topic using interviewing 
experts. The basic assumption is that the validity of the consensus is higher than that of a single opinion [35]. 
A central aspect of this method is the multi-stage questioning of experts to gather information on a specific 
topic [36,37]. The Delphi method begins with the selection of experts, followed by individual rounds of 
questioning, and finally the analysis of the results [37,38]. Depending on the goal of this method, four 
different designs can be typified, which are distinguished by seven criteria [38]. In this paper, the design of 
the Delphi survey is used for idea generation in a qualitative design. The special characteristic of this design 
is not the consensus of several opinions, but the goal to find a set of ideas for a certain problem solution [38]. 
In this research, the survey was modified by replacing the initial qualitative survey with a literature review 
(see chapter 3). The results of the literature review were then presented to the participants as the results of 
the first round of interviews. The experts could then reflect and contribute additional ideas in the second 
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round of interviews. The second round of questioning was conducted using a workshop and several 
interviews. A standardized topic-specific dashboard was used as a tool for the survey. After the second round 
of questioning, the results were collected for the objective of this work and integrated into existing models. 
A total of seven experts were involved in a workshop and interviews from September to October. All 
participants were experienced in the use of BA. 

5. Results 

5.1 Risk catalog 

Based on the literature review in chapter 3, 30 different risks related to the use of BA could be identified. 
With the Delphi survey, all risks could be confirmed. One risk was added during the interviews and was 
additionally approved in the literature. Thus, 31 socio-technical risks in the use of BA can be summarized 
in a risk catalog. In the following, the risks are assigned to the three socio-technical dimensions of people, 
technology, and organization and explained in detail. The result of this step is a risk catalog, see Figure 2. 

5.1.1 People 

The first dimension to be considered is people. In this dimension, a distinction is made between the risks 
associated with the competence of the employees and the risks associated with acceptance by the employees. 
The first category includes the risk of inadequate employee training and education and low IT skills 
[3,10,30,32]. If employees are not sufficiently familiar with BA methods or do not have the skills to analyze 
data correctly, the included data may be insufficient or even incorrect [30]. In addition to this, there is the 
risk that a user without sufficient experience cannot critically scrutinize the results obtained and does not 
recognize possible wrong decisions [32]. Employee acceptance is divided into possible employee resistance 
to culture change, the risk of job loss, the risk of lack of team commitment and involvement in BA methods, 
the risk of change in employees' previous tasks, and employee unwillingness to accept change [10,28,30,33]. 
The aforementioned risks of acceptance by employees are either induced by them or result in them. People 
often find it difficult to accept innovations, so they would often be against a change in an existing system 
[30]. In addition, for the successful implementation of BA, certain roles need to be represented by a team, 
which can change the responsibilities of employees [33]. The permanent risk of job loss for example prevents 
employees from being open to a possible change, so they may be able to prevent it [30]. In addition to these 
aspects, as a consequence of low acceptance by the employee, the risk of lack of commitment and 
involvement by the team must be considered. In addition to resistance to a potential culture change, the risk 
of negative employee attitudes towards change should also be considered in general. This can prevent the 
decision to use a particular tool even before it is introduced [10]. 

5.1.2 Technology  

The second socio-technical dimension is technology. The risks in this dimension are subdivided into risks 
that can be assigned to information technology (IT) and the risks that affect the data as the starting point for 
the BA application. Concerning the risks of information technology, it must be taken into account that, in 
addition to the risks directly affecting the integration of new systems, general risks can also occur when 
using IT systems. Thus, it must be ensured that the systemic conditions are sufficient for the use of BA and, 
at the same time, security risks are taken into account [3,28,31]. This means that integration complexity and 
technical uncertainties must be mitigated by the infrastructure. In addition, scalability risks must be 
considered [10,30,34]. If a system is not sized large enough for data collection, it may not be able to collect 
all relevant data [30]. Finally, it must be considered that innovative methods can lead to risks if they are not 
sufficiently tested [26]. Therefore, the IT risk category consists of the risks of integration complexity, 
technical uncertainties, scalability risks, IT security due to data protection issues and cyber-attacks, and 

420



insufficient IT infrastructure and innovative methods [3,10,26–34]. The risk characteristics of the data 
category are the data source, data quality, and data storage [3,27–30,32–34]. These must be taken into 
account right from the start of the implementation process [29]. If a risk event occurs in these aspects and, 
for example, the data quality requirements are not met, effective decision-making may be significantly 
influenced [32]. The risk concerning the data source and data storage is assumed by the respective medium 
used. This means that successful implementation is fraught with risk if different media are used, especially 
media that are not easily compatible [33,29,30]. 

5.1.3 Organization  

The last dimension considered is organization. Risks found here can be divided into the category of financial 
risks and internal risks. Financial risks can also prevent the implementation of BA, for example, due to the 
lack of an appropriate budget or the deterrent effect of long payback periods with uncertain returns [10,30]. 
Another financial aspect that adds some risk to the use of BA is the fact that there are costs that exist only 
during the application and cannot be estimated beforehand [10]. These hidden costs, when they occur, are 
an aspect that poses a risk in the use of BA. Thus, the category of financial risks includes large investments 
in software and hardware, long and uncertain payback periods as well as uncertainty about involved costs 
[10,30]. The risk characteristics of internal risks are insufficient resources, reassignment of employees, 
quality of business requirements especially the definition of BA deployment objectives, no alignment with 
business strategy, change management, and regulatory and security changes [3,10,27,29,30,32,33]. In 
addition to the resources provided by the organization, the general structures also influence the application 
of BA. For example, a company's change management should be transparent, accountable, and 
communicated accordingly to avoid concerns about the new technology [3,29]. In addition to this, the 
reassignment of employees must be done expeditiously, because delays in this organizational task can also 
be a risk for the integration of BA [30]. Another important aspect is the targeted design of the BA project 
about the business requirements and the strategy. These two points are important as they directly influence 
the BA process [3,29,32]. In addition to these two points, regulatory and security standards must also be 
considered. If such a norm changes, the corresponding tool must also be modified. However, this has for 
example the consequence, that flexible changes are no longer possible [29]. In addition to this, risks such as 
the lack of BA application use, insufficient top management support, and no existing knowledge 
management structure and organizational learning must be considered [3,27,29, 32]. If BA applications are 
not used sufficiently, the full business potential cannot be exploited [29]. As a result, future investments in 
BA will be reduced. Another important risk is the lack of top management support. If the relevance of a 
process is not clearly communicated and the corporate culture is not positively influenced in this direction, 
the project may fail [3,27,29]. The knowledge management structure and organizational learning are 
important success factors for the implementation of BA. They are largely responsible for the acquisition and 
storage of knowledge and thus have a direct impact on the internal data available to BA methods [3]. Lastly, 
a lack of continuous risk monitoring, static project management, and negative experience with previous IT 
projects must be considered as risks [3,30,32]. Continuous risk monitoring must be performed to not only 
be aware of the risks that might arise but also to keep track of them [3]. A lack to identify or address a risk 
can lead to project failure [21]. It is also important that the project management can react in an agile manner 
to different situations, otherwise, it hinders the adaptation [32]. Another risk is about the experience with 
regard to past IT projects. In particular, failed IT projects can lead to the use of a new technology being 
hindered [30]. 

421



 
Figure 2: risk catalog including relationship matrix 

5.2 Relationship matrix 

The objective of this study is to identify the link between the socio-technically addressed risks and the 
different types of BA. For this purpose, the risks are compared with the different BA types against the 
background of the typification according to [12] to determine the correlation. The comparison is based on 
the identified risks in the literature and was confirmed by the experts of the Delphi survey. If there is no 
significant risk between a risk characteristic and the aspects of the BA type, it is characterized by a “-“. 
However, if there is a medium risk, a “+” is used. High risks can be described with a “++”. Based on this 
assessment, a total of 52 interactions could be identified. This corresponds to 55,91 percent significant 
interactions. As a result, the most important socio-technical risks for the individual BA types can be derived 
from Figure 2. 

5.2.1 Descriptive Analytics 

The least mature type of BA is Descriptive Analytics. This is also reflected in the characteristics of the risk 
assessment, in that the fewest significant risks can be assigned here. Aggregated with the risk category level, 

inadequate employee training and education [3, 30, 32] - + ++
low IT skills [10, 30, 32] - + ++
employee resistande to culture change [30] - + ++

change in employees' previous tasks [28, 30, 33] - - +
risk of job loss [30] - - +

lack of team commitment and involvement [30] + ++ ++
unwillingness to accept change [10, 30] + + ++
integration complexity [10, 28, 32, 33, 34] + + ++
technical uncertainties [10, 30, 33] + + ++
scalability risks [30] + + +

IT-security - data protection issues and cyber-attacks 
[10, 26, 28, 30, 31, 32] + ++ ++
insufficient IT-infrastructure [3, 10, 27, 28, 29, 30, 31, 
32, 33] - + ++
innovative methods [26] - + ++
data quality [3, 27, 28, 29, 30, 32, 33, 34] + ++ ++
data source [29, 30, 33] + ++ ++
data storage [30] + ++ ++
large investments for software and hardware [30] - + ++
long and uncertain payback periods [10, 30] - - -
uncertainty about involved costs [10] - + ++
insufficient ressources [3, 29, 30, 33] + ++ ++
reassignment of employees [10, 30, 33] + ++ ++
quality of business requirements - definition of BA 
deployment objectives [29] + + +
no alignment with business strategy [3, 27, 32] - - +
change management [3, 29] + + +
regulatory and security changes [29] - - -
lack of BA application use [29] - + ++
insufficient top management support [3, 27, 31, 32] - + +
no existing knowledge management structure and 
organizational learning [3] + + ++
continuous risk monitoring [3] - + +
static project management [3, 32] - - +
negative experience with previous IT projects [33] - + +
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only Information Technology is affected by risks to a significant extent. This is induced by the risk of 
integration complexity, technical uncertainties, and scalability risks. The evaluation is induced by the value 
proposition and the analysis methodology as typification aspects. If the integration is particularly complex 
or the system is not sufficiently scaled, it may result in an insufficient consideration of the cause-effect 
relationships and thus the goal of descriptive analytics may be missed. Concerning the analysis methodology, 
the risk of technical uncertainties must also be taken into account. If a company does not have the technology 
to enable data visualization or statistical analyses, the use of BA will fail. However, at the level of risk 
characteristics, in addition to information technology risks, internal organizational risks can also occur in 
Descriptive Analytics. They include the risk of insufficient resources, the quality of business requirements, 
and the lack of structure for knowledge management and organizational learning. These risks relate to the 
direct input parameters of the BA technology, such as the type and structure of the data and, as a further 
aspect, the analysis methodology. If the respective risk case occurs, it becomes difficult, for example, to 
provide purely static and structured data. These are mandatory, as Descriptive Analytics methods cannot 
handle higher complexities. The analytics methodology must also be adapted to the objectives of the BA 
deployment to provide added value. 

5.2.2 Predictive Analytics 

The use of Predictive Analytics induces an increase in risks. A relationship can be found between each risk 
category, except for employee acceptance, and the BA type. In contrast to Descriptive Analytics, this BA 
type is more susceptible to risks due to employee competence. This is mainly induced by the 
comprehensibility of the results of the BA method and the analysis methodology. The results of this BA type 
are often only partially comprehensible, so employees who are not sufficiently trained have additional 
problems interpreting them correctly. The analysis methodology, such as data mining, also requires a certain 
level of IT knowledge for successful application. If an employee cannot use this knowledge, the application 
is in danger of failing. The increasing complexity or maturity of this BA type is reflected in many aspects of 
its technical system. In addition to the more complex analysis methods, a larger amount of data is also 
required, and semi-structured data can be used in addition to structured data. Accordingly, this type is also 
more susceptible to the risks from the socio-technical dimension of technology. It is noticeable that the socio-
technical dimension of technology has a medium risk for the BA type in eight out of nine risks. Another 
peculiarity at the level of risk characteristics is the link between the risk of insufficient resources and the BA 
type, this was assessed as high risk and should accordingly be taken into account by the company. Analogous 
to the type Descriptive Analytics, the risk concerns the input parameters of the BA method. The increase in 
the number and strength of the risks is justified by the fact that the complexity of the methods and the 
requirements for the IT infrastructure are increasing. In addition to this, it should be noted that other risk 
characteristics of the organization may have a greater impact on this type. 

5.2.3 Prescriptive Analytics 

The last BA type studied is Prescriptive Analytics. It has the most and highest socio-technical risks. In total, 
28 out of 31 risks are to be considered for this type. Half of the risk categories were identified as medium 
risk and the other half as high risk. All risks related to people need to be considered. Due to the type-specific 
characteristics of the BA method's task, such as automated decision-making or proactive information 
processing, its previous functions, and future tasks are significantly influenced. This means that the risks 
may increase, for example, due to the acceptance of the employees and disrupt the successful use. The 
characteristics of information technology and data must also be fully considered. Seven out of nine risk 
characteristics are classified as a high risk for the BA type. As with Predictive Analytics, this can be justified 
by the higher complexity of this BA type. This is not only caused by the more complex technological aspects, 
but also by the mature task-specific characteristics, for example, automated decision-making. The socio-
technical aspect of the organization has the missing three risk characteristics, these are long and uncertain 
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payback period, change management, as well as regulatory and security change. For these three risks, 
interactions with individual characteristic features can be considered, but the overall BA type is not 
sufficiently influenced. For a decision-maker, this means that he does not necessarily have to focus on these 
aspects when implementing BA. High risk is caused by the characteristics of large investment costs in 
software and hardware, uncertainty about involved costs, insufficient resources, lack of use of BA 
applications, and lack of structure for knowledge management and organizational learning. Similar to the 
remaining risks, these are assessed with a higher risk for Prescriptive Analytics, due to the more extensive 
task-specific and technological aspects.  

6. Conclusion and Outlook 

The categorization of risks and the investigation of their interaction can be presented as the result of this 
paper. Six different risk categories with a total of 31 different risk characteristics were identified in the three 
socio-technical dimensions. From the various interactions, it becomes apparent which socio-technical 
dimensions cause risks in the individual types. Best to our knowledge, this is the first overview in research 
of the socio-technical risks that arise from the use of BA. Overall, it can be concluded that more risks need 
to be considered the higher the maturity level of the Business Analytics type. In the case of Descriptive 
Analytics, few risks need to be taken into account; only the risk category of information technology contains 
a medium risk. These need to be given special consideration. In comparison, in the case of Predictive 
Analytics, almost all risk categories can induce a medium risk. A special focus should be placed here on the 
entire socio-technical dimension of technology. The third BA type, Prescriptive Analytics, has the highest 
risk interference. Accordingly, a comprehensive risk overview and a prior situation analysis should be 
performed for a successful implementation. In the future, it makes sense to develop possible risk avoidance 
strategies and make these available to companies.  
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Abstract 

Pricing is one of the most important, but underestimated tool, to enhance a company’s profitability. 
Especially in the furniture sector, customers place a special interest in cost-efficient products and easy 
processes. Individualised and sustainable furniture can help to create a unique selling point and deliver real 
value to the customers. Therefore, a platform to create designs together is needed and can involve several 
stakeholders in the design and production phase. However, in order to include several stakeholders, the 
pricing and revenue model need to reflect individual needs and be a benefit to all. In this paper, the initial 
situation and potential revenue model options will be presented. Furthermore, multiple scenarios for practical 
use will be discovered and an overview given. 

Keywords 

Revenue models, pricing; value-based pricing; co-creation; platform; do-it-together 

1. Introduction 

Nowadays, the furniture industry mass-produces low-cost furniture, where the products are characterized 
primarily by short life and low quality [1]. High competition is pushing smaller companies out of the market 
and aspects of product individualization to meet different living spaces and lifestyle requirements are 
increasingly taking a back seat. If the desire for an individualized, innovative, and sustainable piece of 
furniture arises, there are currently various suppliers, but they often do not meet all criteria and have long 
delivery times, high prices and low customer involvement [2]. Therefore, there is a need for a platform where 
customized, innovative, and sustainable furniture is produced and traded at a fair price. According to the 
"do-it-together" approach [3], a business ecosystem must be created that creates added value not only for 
customers, but also for designers, suppliers, and manufacturing companies. This new form of collaboration 
also requires rethinking potential revenue models and creating incentives for sharing the platform. The goal 
is to ensure the strategic fit of platform users and suitable revenue models and to optimize the use of the 
platform for all. Therefore, different revenue model types must be evaluated regarding their entry barriers, 
revenue potential, customer loyalty, and transparency. In principle, it is possible to offer different models 
for different stakeholders to ensure the strategic fit and enable the use of the platform. 

To identify the best revenue models three steps are undertaken. First, an extensive literature research is 
conducted to analyse several types of revenue models. These can be categorized into freemium, subscription-
based and revenue-based [4]. Subsequently matching case studies for each of the models are identified and 
a practical example for each of the different revenue models is examined in more detail. Furthermore, it is 
analysed how the respective revenue model can be implemented. Lastly, an expert workshop is conducted, 
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presenting the results of the case analysis, and assessing advantages and disadvantages of the models. As a 
result, the best possible revenue models for general public, designers and manufacturers are identified. 

2. Theoretical background 

2.1 Revenue Models 

The desk research has shown that there are three main revenue models for platforms, which can be further 
divided into different models. The main models are free/freemium, subscription-based, and revenue-based 
and have distinctive characteristics and sub models (Figure 1). 

 
Figure 1: Main revenue models for platforms 

The first revenue model is the freemium model. This model is based on free and paid access. Customers can 
access the basic product for free and must pay a monthly or yearly fee for the extended product. The pricing 
is based on availability and is usually a flat rate. In this model, the inclusion of social features is very 
important, as they influence the willingness to pay for premium content and thus have a strong impact on 
customers [5]. That means, the number of users or amount of blog entries are important attributes [6]. 
Furthermore, users who are more active in the community are also more willing to subscribe [7]. Therefore, 
there should definitely be social features or at least the possibility to integrate social media, as this leads to 
the product being spread and new markets being opened up [5]. However too many free offerings eliminate 
the incentive for users to upgrade to the paid version [7]. Free users should be valued highly as they provide 
feedback on the usability of the product and features, as well as advertise for free [8]. Research shows that 
freemium models fail when a low value is placed on free users. Other aspects that are crucial to the success 
of the freemium model are product bundling and cooperation with powerful and proven market players [5]. 
This is used to further drive awareness and distribution of the products. 

Secondly, the subscription-based model is analysed with a focus on the shift towards an ad-sponsored model. 
In the subscription-based model, customers must commit to a paid subscription to access content on the 
platform, because the platform is financed by these fees [9]. The advertising-based model works slightly 
differently. Customers can access the platform free of charge, but other companies and brands place 
advertisements on the platform and pay the platform operator for this. As a customer, you pay indirectly for 
the platform by viewing the advertisements and possibly being encouraged to buy the products [10]. By 
changing between these revenue models, it is possible to influence life cycle revenues. For example, 
switching from a subscription-based to an ad-based model maximises life cycle revenue under certain market 
conditions. Shifting in the other direction is less effective. It is a challenge to convince customers who have 
free access to the platform in the ad-based model to switch to a subscription-based model. The right incentive 
must be created, as a subscription-based model has high entry barriers due to the obligation to pay. When 
changing the business model to maximise the life cycle revenue, direction and proactive planning are crucial, 
because the optimal pricing tactic differs across strategies [11]. 
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Finally, the revenue-based model is examined. In this model, the platform operator works with independent 
sellers on their platform and receives a percentage of the realised revenues [12]. It is quite common that the 
platform operator sells high-runner items and collaborates with independent sellers on niche products due to 
low volumes and high fixed costs. However, this results in sellers trying to disguise high demand by 
minimising service to reduce early, high sales. Customer reviews can help platform owners to get to know 
the true level of demand. Furthermore, customer reviews counteract poor service, which is detrimental to the 
platform’s reputation. The platform operator must set a fee, depending on the type of the manufacturer. 
Additionally, they try to anticipate whether a manufacturer hides its high demand when setting the level of 
fees. So, if there is a low probability, that the seller’s sales are high then the platform operator should charge 
a low fee. Low fees also mean that manufacturers with all demand types can access the platform, thus 
increasing the platform’s reach [13]. 

3. Research method 

The case study analysis [14] identified different revenue models that are in use that serve to integrate the 
respective stakeholders (Table 1). In this research the focus lies on general public, designers, and 
manufacturers, because they are an integral part of the value creation. Platform providers are not further 
considered, because their role within the co-creation platform is yet to be determined. 

Table 1: Overview of revenue models in-use 

 General public Designers Manufacturers 
Free/Freemium Model eBay, Vinted Pinterest, 

rebuy, momox, quirky 
Spotify, amazon, Joyn 

Behance, Faberin 
Freelance.de, 
workingnotworking, 
Canva, dribble 

Hero, blauarbeit, 
wirsindhandwerk 

Subscription-based 
Model 

 Peopleperhour 
AIGA, kimp 

shopify, Handwerker-
in 

Revenue-based model  fiverr, DesignCrowd, 
Etsy, upwork 

Cratejoy, 
MyHammer, yo!kart 

 

For the general public, platforms with free access and freemium access are analysed. Subscription and 
revenue-based models are not further considered, because they require a payment, and it is intended to keep 
the barriers low for the general public. A very well-known platform with free access for its customers is 
Pinterest. Pinterest is an online pinboard where customers can share photos or graphics. The main 
characteristics are the free use and creation of accounts on the platforms [15]. Therefore, the entry barriers 
for this type of platform are low. However, for a customer there is no possibility to distinguish oneself from 
other customers since every customer gets the same offer. Mostly, the platform is financed through 
advertisements, as no direct income can be generated through the customers. The freemium model is a 
mixture of freely accessible content and premium content for which the general public must pay. A well-
known case for this is amazon. Amazon can be used either as Basic access or Premium access [16]. With 
Basic access, the platform can be used free of charge, but postage costs are charged for orders. Premium 
access eliminates the postage costs and gives access to additional services such as films or music. However, 
there is an annual subscription fee. Subscription payments are made monthly or annual. Often, certain social 
groups, such as students, receive a reduced subscription fee. As with the free access model, the barriers to 
entry are low. The platform can only generate revenue from customers if there are enough incentives for 
them to subscribe. A positive aspect of this model is that the customer is provided with a possibility of 
differentiation through the subscription. 
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For designers, five different platform types are examined, which occur with varying frequency. The revenue-
based business model is most common, such as Etsy [17]. Here, the designers pay a fee to the platform and 
the amount is based on the turnover generated by the respective designer. Access to the platform and the 
creation of accounts is usually free of charge. Only when the offered products are sold costs arise for the 
designers. Depending on the platform, it is sometimes possible to get premium access and thus additional 
services such as workshops. This results in additional monthly costs. The main advantage of the model is 
that payments are only made when the designers generate income and that no advance payments are 
necessary. In addition, the designers benefit from already established platforms and thus reach a wide range 
of customers. A well-known platform for designers with a freemium model is Dribbble. The platform 
Dribbble is both a self-promotion platform and a social network for designers, where designers can offer 
jobs and be recruited by clients [18]. As a basic customer, it is possible to post or accept a job offer at no 
additional cost. However, the possibilities for personalising the account are limited. By taking out a Pro 
subscription, designers can personalise their profiles and sell their own products. The payment of the 
subscription is either monthly or annually. Because the basic use of the platforms is free, the entry barriers 
for designers are low and a high network potential is created. The possibility of a premium account and the 
accompanying personalisation of the user profile makes it possible for designers to distinguish themselves 
from each other. Another business model on platforms for designers is the free access model as shown by 
Faberin [19]. On this platform designers collaborate with manufacturers. The concept of the Faberin platform 
is that designers design furniture that is produced by manufacturers. The designers receive a fee per piece of 
furniture sold. The platform takes care of the sale and production allowing designers to focus completely on 
their creative work. On the platforms with this business model, there are no additional costs for the designers. 
This means that designers can contact manufacturers or private customers for free, depending on the context 
of the platform. However, there is no possibility to customise the user profile according to one's own wishes. 
With this business model, production and sales are often taken over by the platform, which allows the 
designers to focus on the creative work. Another advantage are the low entry barriers because the use and 
creation of a profile are free. For the platform operators, however, this means that they do not receive any 
direct income from the designers. The Kimp platform is showing the contrasting revenue model of a 
subscription-based model [20]. Kimp is a subscription-based unlimited design service where manufacturers, 
start-ups and the like can work with a design team. It is mandatory for the designers to sign up for a 
subscription. The designers can choose between different subscription models, such as video or graphics, 
depending on the focus of their creative work. Subscriptions are paid either monthly or annually. In this 
model, the barriers to entry are higher than in the other business models, but the payments also create a lock-
in effect for the designers. Thus, the exit barriers are comparatively high. The last model found in practice 
for designers is the tier level-based business model. On the platform peopleperhour, access and creation of 
a user profile on the platform is free for all designers [21]. This leads to low barriers to enter. Payments arise 
for designer depending on the number of orders or turnover. Here, the amount of the charges varies and 
depend on the platform. For example, less than 10 orders per month mean the platform is still free of charge. 
The next tier could be 10-20 orders and a corresponding fee is set. This goes then on. 

On the platforms for manufacturers, similar business models are identified as those for the general public or 
designers. At the focus are three forms. These are the business models of freemium access, the mandatory 
subscription, and the revenue-based fees. With the freemium business model, producers can choose between 
free access and premium access. The platform wirsindhandwerk.de is a recommendation platform for the 
manufacturer sector. It is chosen as an example for freemium access for manufacturers on platforms because 
it connects craftsmen with customers. As with other freemium platforms, basic access and account creation 
is for free. Access to exclusive features, such as quality labels or certificates, is possible by taking out a 
subscription. Due to the free use, it creates low entry barriers, which attracts many customers. Premium 
access, however, is based on payments, which are made either monthly or annually. This business model 
stands out due to its transparency, as payments are clearly marked by a subscription and no hidden payments 
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are made, for example, by accepting orders. In the fixed subscription business model, access to the platform 
and its features is only possible through a subscription for which monthly or annual payments are charged. 
A very well-known platform on which manufacturers pay a fixed subscription fee is Shopify. The platform 
provides an e-commerce software, which enables manufacturers to create an online shop to outsource their 
logistics [22]. Manufacturers can choose between different subscriptions, depending on the orientation of 
the company. Due to the reach of the platform, manufacturers do not have to engage in customer acquisition 
and can thus concentrate on the execution of orders. In addition, the platform provides support in creating 
the user profile or shop and in processing payments. Since every user of the platform also must pay 
subscription fees, the revenue potential from this business model is high for the platform operators. Lastly, 
the revenue-based business model on platforms for manufacturers is examined. myhammer is a good 
example of a revenue-based online marketplace for manufacturers [23]. The manufacturers can initially 
create a profile on the platform for free, which is checked by the platform operators. A fee is not charged 
until manufacturers accept an offer. The amount of the fee then depends on the order size and the trade. This 
is characterised by the fact that the payments to the platform are adjusted to the turnover or the number of 
orders of the manufacturers. The amount of the payments varies depending on the platform. Although the 
manufacturers must give up a share of their turnover, there are still important benefits from using the 
platform. For example, the platform makes it easier for customers to contact manufacturers. In addition, the 
manufacturers benefit from the reach of the platform and its already existing customer base. 

4. Revenue models for a co-creation platform 

The results of the case study are presented to experts from the industry in the form of a workshop. The aim 
of the expert workshops is to find the most fitting revenue model for each stakeholder group. Therefore, the 
experts could formulate arguments for and against each of the revenue models. With this methodology, 
experts and stakeholders are invited to participate to create a suitable, stimulating, and constructive discourse 
between the stakeholders. In the transdisciplinary workshops, experts and stakeholders are invited to engage 
in a rule-based and systematic discourse based on their knowledge. Through direct exchange, new 
knowledge is produced. [24] The workshop consisted of twenty-seven experts and stakeholders that involved 
three manufacturers, five designers, two potential platform providers and seventeen representatives of the 
general public. The participants come from eight different European countries. In the end a voting is held on 
which model is most suitable for the general public, designers, and manufacturers. For the voting each of the 
twenty-seven participants had one vote for a revenue model for the general public, designers, and 
manufacturers. It was not possible to vote for multiple revenue models for one stakeholder group. 

4.1 General public 

A free access model, like Pinterest, offers a high potential for adaptation for the co-creation platform. For 
example, potential customers could post their ideas for furniture on the platform and share them with 
designers or manufacturers. In addition, customers could also see ideas from other customers and thus be 
inspired. Furthermore, this type of platform also offers a high network potential. The low entry barriers and 
easy access to the platform speak in favour of this model. This makes it possible for potential customers to 
try out the platform first without being directly bound to it or having to pay money. Furthermore, this model 
promotes the formation of a community and thus facilitates creative exchange. As the platform is free of 
charge, problems may arise. For example, the operators do not generate any direct revenue for the customers 
in the form of a subscription and it remains open how the platform is financed. In addition, the customers 
have no incentive to finish their projects. The community aspect could also be a hindrance to the actual 
production because potential customers may be more interested in the exchange of ideas. Out of twenty-
seven participants, thirteen are in favour of the business model with free access on the platform. 
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The other model for the general public is the freemium model. Regarding the co-creation platform, it would 
also be possible to offer a premium membership, in which customers would receive further support in 
designing furniture. Since access to the platform remains free of charge, the barriers to entry are also low in 
this model. Through the premium membership, however, the platform operators can generate direct revenue 
from the customers, which is the biggest advantage compared to the business model with free access. 
Furthermore, the premium membership offers an opportunity to sell additional services and thus make the 
platform more attractive. Also, subscribing to a premium membership signals the serious intentions of the 
customers, which can be helpful to create attraction for designers and manufacturers. However, 
implementing a subscription model in the furniture sector could be difficult because many people purchase 
furniture only once or only once every few years. It also remains open how customers can be incentivized 
to subscribe to the premium membership, since furniture can also be purchased from other designers or on 
other platforms. Another difficulty is the amount of the subscription fee. This must be set in such a way that 
the platform is financially secure, but customers do not get the impression of overpaying. In total, fourteen 
out of twenty-seven participants voted for this model. 

4.2 Designers 

For designers, five different models are identified in the case study analysis. The free model offers a good 
applicability in the ramp-up phase, as the entry barriers are low and thus the formation of a community is 
enabled. The payment of a commission benefits the platform. However, due to the free access to the platform, 
designers who do not have serious intentions are attracted in addition to professional designers. This could 
have a negative impact on the platform's reputation. One solution to this problem would be to include 
verification on the platform. This, in turn, would involve additional work for the platform operators. The 
low entry barriers could lead to an oversupply of designers, which in turn could have a negative impact on 
the quality of the products. Only one participant out of twenty-seven voted for this model.  

A revenue model for the co-creation platform could also be freemium. For example, designers can establish 
contact with manufacturers or the general public for free, but personalisation of the account is only possible 
with a paid membership. A positive aspect of this model is the revenue is generated through the subscription 
fees and the low entry barriers due to the voluntary aspect of the paid membership. Since the designers' 
profile can be personalised through the subscription and thus the visibility is increased, this is a solution 
where everyone benefits for designers and the platform. Although the designers pay a small fee, they also 
potentially receive more orders, and the platform can finance itself through the subscription fees. It is 
important that the incentive to take out a subscription is great enough because the platform is only generating 
income through the paid members. However, designers need to have a certain customer base before they 
subscribe, as they need to cover their costs. Again, only one of twenty-seven participants voted for this 
model. 

The subscription-based model can also be applied to the co-creation platform. Designers or the general public 
could collaborate with a design team of furniture specialists and elaborate their ideas. For the subscription 
models, it would be possible to distinguish between different furniture styles, such as Scandi, Industrial or 
Modern. A positive aspect of this model is that the platform earns direct revenue from subscription fees. For 
the designers, the subscription also has positive effects, as they can customise their profile and specialise 
additionally. This model is good if a certain customer base has already been built up, but it is difficult to 
implement in the initial phase due to the high entry barriers. The monthly costs put pressure on designers to 
design as many pieces of furniture as possible. This could have a negative impact on quality. Since the 
negative aspects of this model outweigh the positive ones, only one participant voted for this model. 

The tier-level-based subscription is beneficial for the designers because it minimizes their risks. Since the 
cost do not increase proportionally to the orders, but in steps. This enables designers to participate on the 
platform and to populate it in the process. The lowest tier can be for free, thus creating an extremely low 
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entry barrier. However, the different tiers are unclear now and if they should refer to number of orders or 
revenue generated. If it refers to orders, then designers may be incentivized to charge unreasonable prices 
and increase their revenue on each order, but the platform is not generating more income. Also, high 
competition due to low entry barriers could lead to a lack in quality. Eight out of twenty-seven experts voted 
for this revenue model. 

Last, the revenue-based fee offers a fair and transparent payment structure for designers. Therefore, high 
accessibility is guaranteed, and the designers are treated as an equal partner on the platform. Moreover, there 
is no preferential treatment of any designer and non-serious designers may not be willing to engage on the 
platform. Also, the designer only has costs if s/he partakes in a project. However, the designer’s turnover 
must be higher than the fee to make the participation worthwhile. Also, some designers may regard the fee 
as too high. Considering the benefits of this model, eight out of twenty-seven participants voted for this 
model. 

4.3 Manufacturers 

For manufacturers, three different models applicable to co-creation platform are identified. The first model 
is a freemium approach for the manufacturers. Manufacturers can receive orders and ratings from the general 
public and benefit from the platform's reach. The general public would be able to see the performance of the 
individual manufacturers through the ratings of other users and would thus have an assurance of 
performance. A potentially negative aspect of this model is the free access to the platform. This could mean 
that manufacturers who are not trustworthy are also attracted. An examination of the individual 
manufacturers by the platform operators could reduce this aspect. Also, the free access of the manufacturers 
is positive, as many manufacturers are attracted, hence the general public has a large variety to choose from. 
The model favours the formation of a community through the possible exchange among each other and the 
evaluation possibilities. Although there are arguments in favour of this model, it is considered inappropriate 
for the stakeholder group of manufacturers. In the vote, none of the experts supported the freemium model 
for manufacturers. 

Another potential model is the fixed subscription fee. Manufacturers can choose between different 
subscriptions and view their business reports and statistics, which are provided by the platform. Due to the 
obligatory subscription, manufacturers must pay fees even if they have no revenues. This could lead to 
manufacturers leaving the platform if they receive few orders. The barriers to entry are quite high in this 
model and thus the experts consider it to be unfavourable for the introduction phase. Only one of the experts 
voted for this model. 

The last model for manufacturers is the revenue-based model. This is a very fair model, because the payments 
depend on the turnover a manufacturer is generating. Regarding the co-creation platform, it would therefore 
be possible for the general public to publish production orders on the platform and be connected directly to 
the right manufacturer. The manufacturers then pay a fee to the platform. Since the platform assigns the 
order directly to the right manufacturer, the acquisition does not represent a significant effort for the 
manufacturer. This model is very flexible for the stakeholders and fits very well with the platform’s vision 
of producing personal one-off furniture. Due to the positive aspects of this model, eighteen out of twenty-
seven experts voted for this model. For the manufacturers, a revenue-based model should therefore be 
implemented. Figure 2 shows the results of the voting for each stakeholder group. 
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Figure 2: Outcome of the voting for the revenue models 

5. Conclusion and outlook 

The aim of this paper is to develop suitable revenue models, so that the stakeholder on a co-creation platform 
in the furniture sector have the highest possible incentives to use it. For this purpose, different revenue 
models are presented and further analysed by well-known practical examples. During an expert workshop, 
various arguments for and against the models are made. 

For the general public, the free and the freemium model is considered. In the case of the former, a high 
network potential is quickly formed, as customers are given a simple, unproblematic entry point. In the 
freemium model, access also remains free, but the functions and possibilities can only be expanded by a 
premium membership. Since the decision between the free access and freemium access model is close in the 
expert workshop, it is advised to first go to market with a free offer and then offer a freemium model after 
the launch to further develop premium content. These two models build on each other, therefore it is possible 
to first build a community through the free model and then use the experience to add premium content.  

The most difficult model to develop is for the designers. Three models are not further considered due to the 
difficult set-up phase, a previously required customer base or pressure on the designers, which means that 
the quality of the products suffers. The experts voted equally for either a tier-level-based subscription or a 
revenue based free model. Subscription minimizes the risk for designers, which makes the platform more 
popular. Here, the risk lies in the lack of revenue for the platform. The revenue-based free model, on the 
other hand, is characterized by fair payment and transparency, but puts pressure on the designers and might 
discourage them. Therefore, a further analysis or a focus group study with designers must be done. 

In contrast, the desire for a revenue-based model is clear for the manufacturers. In this model, the 
manufacturer starts with a free profile and only pays a fee once an order is received. This fee depends on the 
size of the project and the trade. Hence, this model should be implemented. 

The co-creation platform must consist of at least two different revenue models: a free/freemium and a 
revenue-based one to cater to the needs of the different stakeholder groups. By conducting literature analysis, 
case study research and an expert workshop a comprehensive and differentiated view on revenue models is 
achieved. Further research is necessary for the designers and the financial structure of the platform needs to 
be analysed to assess the profitability of the platform. 
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Abstract 

The quarrying industry, which largely consists of less digitized SMEs, is an integral part of the German 
economy. More than 95% of the primary raw materials produced are used by the domestic construction 
industry. Quarrying companies operate demand-oriented with short planning horizons at several locations 
simultaneously. Due to the low level of digitization and the reluctance to share data, untapped efficiency 
potential in data-based demand forecasting and capacity planning arises. The situation is aggravated by the 
fact that SMEs have a heterogeneous mobile machinery so as not to become dependent on individual 
suppliers, and that transport distances of over 50 kilometers are uneconomical due to high transport costs 
and low material values. Within the research project PROmining a data-centric platform which improves 
demand forecast accuracy and multi-site capacity utilization is developed. One of the core functionalities of 
this platform is an industry-specific demand forecasting model. Against this background, this paper presents 
a methodology for establishing this forecasting model. To this end, expected demands of secondary industry 
sectors will be analyzed to improve mid-term volume-forecasting accuracy for the local quarrying industry. 
The data-centric platform will connect demand forecasting data with relevant key performance indicators of 
multi-site asset utilization. Following this methodology, operational planning horizons can be extended 
while significantly improving overall production efficiency. Thus, quarrying businesses are enabled to 
respond to fluctuating demand volumes effectively and can increase their personnel and machine utilization 
across multiple quarry sites. 

Keywords 

Demand Forecasting; Data-Centric Platform; Capacity Utilization; Quarrying Industry; Digitization of 
SMEs 

1. Introduction  
 

The German quarrying industry consists largely of SMEs (small and medium-sized enterprises) with fewer 
than 10 employees [1]. Quarrying companies operate demand-oriented with short planning horizons at 
several locations simultaneously. Storing quarry mass products, such as limestone, sandstone, etc., is not 
economically viable, as large storage areas are required and the material properties can deteriorate due to 
weathering. Companies that actively focus on digital transformation and automation are still the exception 
in the industry today [2]. In almost all SMEs within this industry, software support is currently rather 
rudimentary. Most equipment and process data is recorded in analog form and only analyzed when required 
[3]. However, the shift towards Industry 4.0 is also affecting the mining and quarrying industry. Large 
international corporations are already using digital technologies on a grand scale [4]. Referred to by the term 
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“Mining 4.0” or “Smart Mining”, this development focuses on connecting physical mining assets and 
external data sources within an Industrial Internet of Things (IIoT) [5]. Due to high investment costs, many 
SMEs shy away from setting up a comprehensive IIoT infrastructure. Yet there is great efficiency potential 
for quarrying companies if multi-site operations can be controlled remotely [6]. A data-centric platform, 
which consolidates and evaluates site-specific data to optimize overall capacity utilization can lead to 
significant cost savings in the long term [7]. However, capacity utilization is subject to fluctuations caused 
by regional, seasonal and conjunctural demand dynamics [8]. Demand forecasting therefore relies heavily 
on extensive external datasets. Due to SME’s heterogeneous machinery with incompatible sensor 
technology, platform solutions from major equipment suppliers are unsuitable [3]. Therefore, multi-site 
SMEs need a customized digital platform solution to monitor site-specific KPIs and adjust capacity planning 
to demand development. This platform can help SMEs leverage large efficiency potentials through improved 
forecasting capabilities and capacity planning [3].  
 
While a data-centric platform design and a corresponding operator model have been detailed in previous 
publications a demand forecasting model that fits the requirements for SMEs of the German quarrying 
industry is yet to be published [3]. Therefore, this paper aims at establishing a methodology to create a 
regional demand forecasting model. In conjunction with recording current utilization metrics on the platform, 
demand-driven capacity planning can be improved. The forecasting model follows the methodology of 
Kosow and Gaßner [9] and is based on trend extrapolation of downstream industry demands. It breaks down 
Germany-wide demand volumes into regional and site-specific production outputs. Matched with site-
specific capacity data, the forecasting model provides a decision-making basis for demand-oriented 
production planning. It can support SMEs with increasing production efficiency, reducing energy 
consumption and optimizing equipment maintenance schedules [10]. 

2. Theoretical background 

2.1 Data-centric platforms and their application in the quarrying industry 

Data sets generated, collected, structured, and stored by machines, form the basis of data-centric (B2B) 
platforms [11]. Data-centric platforms therefore represent a combination of interoperable, scalable, and 
modular technologies, that work together to meet an organization's entire data needs [12]. To this end, the 
connections between machines, sensors and software applications are critical to ensure effective data 
collection and transmission [13]. In a manufacturing environment, they form the Industrial Internet of Things 
(IIoT), which encompasses the integration and connection of machines, products, and processes in data-
centric platforms [6]. The IIoT creates an automized interaction between machines and operating processes 
which can be used to increase efficiency throughout the value chain. This improves productions logistics as 
well as inventory management or the business processes in general [14].  

The importance of developing data-centric platforms is increasing across the economy [15]. Data-centric 
platforms offer companies the opportunity to create new markets or tap into new customer segments. 
Companies also benefit from automated information exchange and services between two or more parties and  
gain insights from production data [16]. 

Data-centric platforms are already applied in the quarrying industry by large mining corporations. These 
platform solutions are offered by major equipment manufacturers as fleet management system for the 
manufacturer's own machinery [2]. Platforms that are utilizable for SMEs are not yet marketable as their 
heterogeneous fleets are not compatible with the software solutions and sensors [3]. Although existing 
platforms can provide real-time data on capacity utilization, forecasting functionalities have not yet been 
included. Quarrying companies incur high operating and maintenance costs. At the same time the storage of 
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most quarry products is uneconomical. Therefore, it is important to forecast the development of demand to 
plan capacity utilization accordingly [17]. 

2.2 Demand forecasting in the quarrying industry 

The German quarrying industry is characterized by a high regionality of sales markets. The material value 
of quarry products is very low compared to the transport costs. Thus, transport distances of more than 50 
kilometers are usually uneconomical. The production volumes of the quarrying companies are therefore 
directly dependent on local demand [18]. Relevant external data that enables a company to forecast demand 
include information about consumers and market dynamics [19]. The construction sector is the largest 
consumer of quarry products, accounting for up to 95% of the downstream sector [1]. Seasonal effects are 
prevalent in the construction sector, with weather-related production declines of up to 70% during the winter 
months. This has a direct impact on companies in the quarrying sector, which are demand-driven and 
therefore have to adjust their production volumes accordingly [20]. 

The greatest potential of demand forecasting lies in the increase in operating efficiency and the reduction of 
production and maintenance costs [21]. Maintenance intervals of the machines can be calculated 
predictively, and personnel can be deployed in a targeted manner to ultimately reduce costs and improve 
production efficiency [14]. Realizing the highest possible capacity utilization with the given operating 
resources is essential to achieve a high economic added value [22]. Demand forecasts help with production 
planning and can thus contribute significantly to this. 

2.3 Capacity utilization in the quarrying industry 

Capacity planning is an important tool in business management, where operating resources are allocated 
according to the order situation and demand [17]. Modern quarrying assets are equipped with IoT sensors. 
They can collect a wide range of data, which is stored on the manufacturer's platform [23]. The data is then 
analyzed to gain information on capacity utilization. Important Key Performance Indicators (KPI's) for 
measuring capacity utilization comprise operating hours, fuel consumption, idle time, and production output 
[23]. 

Optimizing capacity utilization of multi-site quarry operations holds significant economic potential. Due to 
the regional dependency of the industry, it is important for companies to orchestrate production volumes 
across all sites. However, due to the low level of digitalization, the exchange of information functions only 
inadequately, and site data is not shared effectively. Further, there is hardly any data exchange with other 
operators in the industry [3]. These factors lead to over- or under-utilization of production with consequences 
for response time, capacity, budget, efficiency, strategy, staffing levels and maintenance. [24,25].  

3. Related research and innovation contribution 

Within the PROmining research project a data-centric platform concept has been developed previously [3].   
The platform aims to visualize both current capacity utilization and estimate future demands to enable 
quarrying SMEs to monitor and plan their capacity utilization in an efficient and digitized way. Capacity 
planning is based on two key functionalities offered by the platform:  

1)  A KPI-dashboard, visualizing cross-cite capacity utilization by analyzing site-specific internal data 
regarding mobile assets, working hours of personnel, utility consumption and production volume.   

2) A regional demand forecasting model based on trend extrapolation of downstream industry 
demands, which breaks down Germany-wide demand volumes into regional and site-specific 
production volumes.  
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The interplay of internal data on capacity utilization and external data feeding the demand forecasting model 
on the platform is shown schematically in Figure 1. 

 
Figure 1: The data-centric platform merges internal capacity data with external demand forecast 

The KPI-dashboard has been previously developed and integrated into the platform (see Figure 2).  

 
Figure 2: Cross-site KPI-dashboard of the platform  

It visualizes production data of quarrying sites in the region “Aachen” as well as different KPIs, e. g.  
“Throughput crusher [t/h]”, “Fuel consumption [l/h]”, “Productivity per person-hour [t/ph]” or “Capacity of 
mobile operating equipment [t/h]”. These indicators are used to calculate and visualize relevant KPIs, such 
as the production efficiency of each site, the machine utilization rate of individual production assets and 
machine availability. These can be used to identify unused capacities, such as conveying equipment that is 
not being optimally utilized.  

The second key component, the regional demand forecasting model has not been implemented yet. This 
paper presents a methodology to create a regional demand forecasting model. Combined with current 
capacity utilization KPIs on the platform, this can improve future demand-oriented capacity planning for 
SMEs in the German quarrying industry. 
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4. Methodology and Study Design 

To create a regional demand forecasting model to improve overall capacity utilization of German SMEs in 
the quarrying industry, a scenario-based analysis is conducted. This is built on a quantitative trend analysis 
(TIA) [9]. A scenario is defined as a presentation of possible situations in the future while trends are defined 
as certain developments in a specific period of time [9]. The basis of the analysis is trend monitoring, which 
requires extensive data collection. Identified trends and their predicted developments are being calculated 
with statistical methods to estimate possible future outcomes. It must be noted that a trend analysis, based 
solely on quantitative trend extrapolation might lack the reference to realistic future states described by 
qualitative factors [26]. Nonetheless, a quantitative TIA provides a practical methodology for predicting the 
most likely scenarios with quantifiable probabilities of occurrence [9]. Trend extrapolation requires mapping 
a general trend or a reference scenario [26]. Therefore, data on a series of possible future events is gathered 
via expert surveys or market analyses. The identified events are then projected onto the base trend in terms 
of their occurring probability and impact strength. Thus, individual key factors can be varied and combined 
with constant factors. This results in alternative progressions of the trends [9]. Figure 3 illustrates the 
application of a TIA based on a trend extrapolation and maps different trend developments. Up to time t0, 
historical data is considered for the construction of the extrapolation. Between t0 and the time of the scenario 
analysis, a continuation of the determined base trend (trend a) is generated. Furthermore, during this period, 
the TIA data is projected onto the base trendline, resulting in different trend developments (trend 
development b, c). 

 
Figure 3: Schematic representation of a trend impact analysis [9] 

5. Results 

5.1 Methodology for establishing a regional demand forecasting model 

In the light of the increasing uncertainty of societal and natural circumstances, future-oriented decisions and 
capacity planning are becoming more and more important [9]. As database for the demand forecasting model, 
external data of the downstream construction industry was used. The development of the regional demand 
forecasting model follows the methodology of Kosow and Gaßner and can be divided into five steps which 
are shown in Figure 4. 
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Figure 4. Methodology for establishing the forecasting model 

The downstream construction industry is the most important customer segment of the quarry industry, 
accounting for 95% of the purchase volume. The working hypothesis is, that fluctuations in demand in the 
construction sector lead directly to comparable changes in production volumes in the quarrying industry. 
Further it is assumed that construction sector sales figures act as an indicator of quarrying industry 
production volumes. Thus, it is possible to draw conclusions about the regional demand for quarry products 
based on the turnover of regional construction companies.  

The following step is the delimitation of the site-specific catchment area of a company. Due to high transport 
costs, the relevant radius of deliveries is limited to a maximum of 50 kilometers. Aachen, Germany was 
studied as an example region. 10 municipalities border the Aachen region that meet this requirement.  

After that, the turnover of the construction industry in the above-mentioned area was examined and a trend 
extrapolation was carried out. The total sales revenues of the regional construction sector were examined on 
a monthly and yearly basis and projected onto the regional quarrying industry. A regular drop in demand of 
up to 70% during the winter months is noticeable. This is due to the difficult weather conditions that the 
construction industry faces during this period [20]. In a year-on-year comparison, however, this temporary 
decline was negligible due to its regularity. The possible development trends in the construction industry 
were analyzed separately by the BBS-Study [27]. The analysis distinguishes four main areas of activity in 
the construction industry (see Table 1), which can be mapped separately for the scenarios: 

Table 1: Scenarios for the four areas in the construction industry 

Calculation of the two scenarios according to BBS (change 
compared to 2020) 

Upper variant 
2025 

Lower variant 
2025 

Construction volume in new residential construction 9.10% 5.70% 

Volume of new non-residential construction 13.90% 5.80% 

Construction volume in existing buildings 18.30% 13.00% 

Construction volume in civil engineering 15.50% 11.80% 

Mean value of the percentage change in the construction volume 14.20% 9.08% 

Economic developments in the four fields of activity mentioned above are estimated using leading indicators 
for overall economic and demographic development [27]. In line with the different underlying data, a 
distinction is made between a lower and an upper variant which is shown in Table 1. These variants are 
applied to the overall revenue of 2020 to represent an upper and lower boundary in 2025. The various 
scenarios form a funnel in which a range of possible trend developments is mapped so that companies can 
adjust their capacity planning to the probable change in demand. 

In the fourth step the predicted trend is offset by an adjustment factor which is based on a study by the 
German “Bundesverband Baustoffe – Steine und Erden e.V.”: “In order to take into account, the described 
changes in the demand for raw materials in the construction industry and the relevant economic sectors, an 
adjustment factor of -1.75 percentage points per year is applied when estimating the future demand for 
quarry products in Germany. This includes the difference in the change in the real production value or the 
production quantity (tonnage). ” [27] 
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In the following, the trend extrapolation result is shown for the region Aachen resulting from the steps 
described above. The turnover of the construction industry from 2012 to 2021 was analyzed for the ten 
different municipalities in the transport radius of Aachen. Based on the data, a trend extrapolation was carried 
out up to the year 2025, whereby the sum of the turnover of the 10 locations was extrapolated. The resulting 
value of 6,507,904.47 TEUR was reassessed with an adjustment factor of -1.75 percentage points. The 
predicted price-adjusted construction-related turnover for a quarrying company in Aachen 2025 amounted 
to 6.297.871,32 TEUR. To consider additional scenarios the upper and lower variants of the expected change 
for 2025 in the four areas of the construction industry (see Table 1) were offset against the overall 
construction turnover in 2020. The result of the upper variant is 6.394.016,15 TEUR and of the lower variant 
is 6.015.239,18 TEUR. All three scenarios are shown below in Figure 5. 

 
Figure 5: Trend extrapolation and scenarios for the development of demand in the quarrying industry 

The different scenarios form a result funnel encompassing a range of possible trend developments. These 
regional scenarios, in combination with the recording of internal capacity utilization, offer quarrying 
companies in Aachen the possibility of carrying out improved future-oriented capacity planning. 

6. Conclusion 

A methodology for developing a regional demand forecasting model was explained using the example of the 
quarrying industry in Aachen. The approach of developing a regional demand forecasting model provides a 
five-step process for SMEs in the quarrying industry. As one of the main functionalities of the presented 
data-centric platform the regional demand forecasting model can help SME improve their decision-making 
on capacity utilization.  

Studies show that the industry is subject to strong fluctuations due to regional, seasonal and conjunctural 
demand dynamics and still has some efficiency potential open due to the low level of digitalization. While 
the methodology for building a regional forecasting model can provide guidance, concrete input data is 
essential for improving the accuracy of the resulting model. With this in mind, it is necessary to understand 
what factors the four construction industry sectors studied are directly dependent on and how. In addition, it 
would be interesting to analyze how regional demand differs with respect to specific categories of quarry 
products, as price differences and production volumes can vary significantly. With additional data sources, 
more accurate multivariate forecasting methods can certainly be applied. However, since demand forecasting 
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is hardly used within this industry, even a linear regression method considering only the most important 
influencing factors, could offer great practical benefit. 

It can be assumed that this methodology can be transferred to structurally comparable industries with a low 
level of digitization as well. However, the underlying hypotheses for demand forecasting rely on the heavy 
dependency of the regional quarrying industry and construction sector. Therefore, the forecasting 
methodology needs to be validated and tested within the quarrying industry first before being adopted in 
other industry sectors. 
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Abstract 

The European Commission set out the goal of carbon neutrality by 2050, which shall be achieved by 
fostering the twin transition – sustainability through digitalization. A keystone in this transition is the 
implementation of a prospering Circular Economy (CE). However, product information required to establish 
a flourishing CE is hardly available or even accessible. The Digital Product Passport (DPP) offers a solution 
to that problem but in the current discussion, two separate topics are focused on: its architecture and its 
application on batteries. The content of the DPP has not been an essential part of the discussion, although 
access to high-quality data about a product’s state, composition and ecological footprint is required to enable 
sustainable decision-making. Therefore, this paper presents a classification of product data for circularity in 
the manufacturing industry to emphasize the discussion about the DPP’s content. Developed through a 
systematic literature review combined with a case-study-research based on common operational information 
systems, the classification comprises three levels with 62 data points in four main categories: (1) Product 
information, (2) Utilization information, (3) Value chain information and (4) Sustainability information. In 
this paper, the potential content structure of a DPP is demonstrated for a use case in the machinery sector. 
The contribution to the science and operations community is twofold: Building a guideline for DPP 
developers that require scientific input from available real-world data points as well as motivating 
manufacturers to share the presented data points enabling a circular product information management. 

Keywords 

Circular Economy; Circular Ecosystems; Digital Product Passport; Information modeling; Circular product 
management; Information systems 

1. Introduction  

Europe is considered to be a frontrunner in the Circular Economy (CE) with a dedicated Circular Economy 
Action Plan [1]. However, the development of CE is still in its infancy. Only about 13% of the materials 
used in the EU are secondary materials [2]. This comes at a time when the economy is faced with the 
challenge of handling disrupted supply chains while managing further import and export restrictions. 
Organizations are in the process of transforming their traditionally linear-oriented business models into 
closed resource cycles to secure the prosperity of our society in the long term. In that approach, the use of 
digital technologies will be central in enabling a fully developed CE [3]. They will provide crucial support 
in building a CE by disclosing relevant information about materials, substances and product components in 
a product’s life cycle to relevant stakeholders [5,4]. However, this end-to-end transparency on product data 
is not sufficiently fulfilled today [7,6,5]. In the Circular Economy Action Plan, EU policy mentions digital 
solutions without being able to provide detailed information on their content and scope [1]. The success of 
a functioning CE, especially for complex and digitized machinery and equipment, depends on the joint 
optimization of a cross-company provision of data and the establishment of circular strategies. A potential 
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solution is presented by the Digital Product Passport (DPP) [8]. The DPP is a configurable, digital record of 
an individual product with the objective to enable a circular product lifecycle [9]. Ensuring the 
implementation of a DPP, several conceptual steps are still required [8]. The first step on this journey is the 
presented classification of product data which helps in conceptualizing a comprehensive DPP.  

2. Theoretical background  

2.1 Circular Economy  

The CE is a concept keeping products in a value-adding life cycle as long as possible [10,11]. It can be traced 
back to the approach of Industrial Ecology in the 1990s before modern definitions broadened its scope 
[13,12]. Modern concepts of the CE have expanded the scope to the complete product life cycle [15,14]. 
Although no universally accepted definition is known to the author, in practice, a common understanding 
has been established. According to KIRCHHERR ET AL., CE replaces the existing end-of-life concept by 
reducing, reusing, recycling and recovering materials in production and consumption processes [15]. Its 
objective is to preserve and recover as much of the economic and ecological value as possible to reduce the 
use of naturally limited resources [4,17,16]. Projections estimate that the CE has the potential to save 80-90 
percent of raw materials and energy consumption leading to a 25-30 percent reduction in product prices [18].  

2.2 Digital Product Passport 

The idea of the DPP as a central, product-specific information tool has already been discussed for several 
years and integrated into the discussion of various instruments such as the digital twin, material passport or 
life cycle record file [8,9,19]. GÖTZ ET AL. define the DPP as an instrument that provides product information 
on energy consumption, emissions, production, repair or handling at the end of the utilization cycle [9]. For 
this purpose, all stakeholders are served in order to facilitate reporting obligations for companies, to enable 
customers to make sustainable consumption decisions, and to provide repair companies with the necessary 
instructions [9]. In contrary to GÖTZ ET AL., the DPP aims at supplying information at the end of a utilization 
cycle but also during its utilization. Nevertheless, the high degree of data transparency and openness required 
is seen controversial in the scientific community [20]. At the current point in time, the political measures 
strongly encourage the use of a DPP while the industrial digital capabilities enable an economically viable 
introduction of the DPP. Especially in the machining industry, connectivity and data processing of industrial 
equipment have reached a maturity level that supports the implementation of a DPP.  

However, despite a lively scientific and political debate, the DPP is not beyond a pre-conceptual phase yet 
[8,21]. To develop the required input for its content and implementation, a large portion of the challenge 
remains within the research community. So far, political and industrial players have only defined 
requirements for the DPP on a basic level [9]. However, there are several digital technologies and industrial 
standards such as blockchain, the reference architecture model 4.0 (RAMI 4.0) or the Asset Administration 
Shell (AAS) that are available but have not prevailed yet. Complementing these requirements to ensure the 
DPP’s usability and database summarizes the motivation for this paper. Especially, the manufacturing sector 
has been chosen due to its unique characteristics of high-value, complex and long-lasting products.  

3. Research approach and method 

This paper aims at providing a classification for users that are in the process of developing a specific DPP 
for its industrial equipment. Therefore, the applied methods are practice-oriented to ensure the applicability 
of this paper’s results. The final classification is derived by defining general characteristics in a requirement 
analysis through a systematic literature review and matching these with existing information attributes that 
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have been derived from a Data Analysis (see figure 1). Apart from a classification, the approach presents a 
Gap analysis of information that are theoretically existent and that are still not available.  

 
Figure 1 Research method applied in this paper 

3.1 Classification  

In computational science, classification systems are used as common method to share knowledge and 
develop a common terminology [22]. Presenting a common starting point for the content of a DPP, the 
classification method is chosen to reduce complexity and systematically research relevant circular 
information attributes. In general, classifications are describe by BAILEY as one of the most central 
conceptualization techniques to reduce complexity and characterize elements [23]. They are defined as the 
ordering of entities into groups or class on the basis of their similarity [23,24]. Therefore, a classification 
must be exhaustive and mutually exclusive, meaning that there must be a class for each element and no 
element can fit into two classes [23]. According to VESSEY ET AL., the classification process in computer 
science requires a purpose of the classification, criteria for classification and a method for classification 
[22].  Regarding the purpose, the authors developed a specific classification that primarily classifies relevant 
information of a DPP. The criteria of the classification are derived using a requirement analysis which is 
detailed in the next section. Regarding the method, this paper focuses on a qualitative classification with 
discrete and exhaustive categories.  

3.2 Content requirements and systematic literature review 

Identifying the content requirements of DPPs, the authors use the requirement approach outlined by the IEEE 
Computer Society [25]. The authors propose a four-step method containing of elicitation, analysis, 
specification and validation to perform a thorough requirement process [25]. Within this part of research, a 
specification and validation iterations have not been in the scope. 

3.2.1 Elicitation 

The requirements elicitation is concerned with the origins of software requirements and how the software 
engineer can collect them [25]. In this paper, the authors apply a systematic literature review to identify the 
passport’s requirements scientifically accurately. The research discipline of literature review has established 
itself and is considered an essential step in the implementation of research projects [26]. It discloses existing 
research knowledge and established processes in order to gain new insights [26]. The literature search faces 
the challenge of accurately representing the field of inquiry that the researcher is trying to cover [26]. For 
this research paper, the PRISMA method (Pre-ferred reporting items for systematic reviews and meta-
analyses) is chosen for the literature review process [27,28]. It consists of the four phases identification, pre-
selection, suitability, and final selection [27]. Structuring the literature search through the appropriate 
selection of keywords in selected databases and using forward and backward search, relevant articles are 
efficiently identified [26]. After removing duplicates, the pre-selection is performed by evaluating title and 
abstract regarding the underlying topic [27]. Subsequently, the suitability of the articles is verified by an 
analysis of the full text and included in the final selection of the literature review [27].  

Content requirements of the Digital 
Product Passport using a systematic 

literature review (section 3.2)

Data Analysis of existing 
information attributes in business 
information systems (section 3.3)

Classification of information 
attributes required for the Digital 

Product Passport (section 3.1)
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Figure 2 Systematic literature review for the content requirements (own visualization) 

Figure 2 shows the literature review process used to identify the relevant literature. Eliminating publications 
before 2018 and duplicates, 10 articles were initially selected for an in-depth analysis. During this analysis, 
the forward-backward analysis disclosed additional four papers and it became apparent that the political 
environment expressed further demands. Therefore, a total of 20 articles were included into the requirement 
analysis.  

3.2.2 Analysis 

The requirement analysis traditionally concerns the classification of requirements into a structure that can 
be implemented [25]. Scanning the identified articles for political and practical expectations regarding the 
DPP, the requirements have been classified and listed. In total, 19 requirements were identified in table 1. 

Table 1: Content requirements for the DPP in the machinery sector 

Requirement  Description of requirement Source 
Production method Ensure availability of components and parts by disclosing 

production method and technique 

[9,29] 

Product design Enable repair and (de-)assembly by making design information 

public 

[8,21,30,9,31,29] 

Material composition Enable recycling by delivering detail information about a 

product’s material composition 

[33,9,31,32,29,20] 

Product identification Ensure unique identification of products by integrating 

individual recognition features 

[8,34,29] 

Standardization Disclose information on applied standards and norms [9,35] 

General information Make available universal product information  [31,35,20] 

Storage and transport  Ensure a product’s mobility by releasing storage and transport 

information 

[29] 

Utilization 

characteristics 

Enable product-specific R-strategies by analyzing utilization 

data  

[29,35,19] 

Status assessment Enable transparency of a product’s status and “health” by 

gathering relevant status information 

[7,21,34,9,32,29,19,20] 

Performance history Measure the product performance to derive a product’s 

performance history 

[21,29] 

Value analysis Enable information basis to analyze a product’s value  [29,20] 

Trustworthiness Ensure reliability of information by including security measures [7,20] 

Compliance Ensure compliance of Europe-wide and national regulations by 

including value-chain information 

[20] 
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Location Map the current and historical locations of a product [19,20] 

Traceability Ensure tracking and tracing of products and components 

through different lifecycles 

[8,34,30,35,19,20] 

End-of-Life Make available important information on the End-of-Life 

options 

[8,33,30,32,29] 

Ecological impact Make transparent the ecological impact of a product through 

data transparency 

[21,9,31,20] 

Social impact Make transparent the social impact of a product by gathering the 

relevant information 

[20] 

3.3 Data Analysis selecting existing information attributes 

Within the requirement analysis, it was highlighted that the DPP should be built upon existing information 
that is easily accessible in organizations. Therefore, a Data Analysis has been applied to identify the content 
and information baseline of current organizational information systems. Applying a case study research 
approach, a selection of information systems to scan for data points was made based on the list created by 
BOOS AND ZANCUL [36,37]. The selection of the information systems is featured in figure 3. Subsequently, 
a longlist of data points that can be tracked by these systems was derived and summed up to 1.128 data 
points. Focussing the longlist on a data analysis, two criteria for the selection were established: the 
abstraction level of information must be met and the data point must be product-related. In total, 51 
information attributes were selected (see figure 3). 

  
Figure 3 Qualitative data analysis of information systems (own visualization) 

4. Classification of Product Data for a Digital Product Passport  

Having detailed the research methodology, the classification of Product Data for a DPP of industrial 
equipment is presented. In total, the classification contains 62 information attributes in 21 sub-categories 
and 4 main categories. 51 information attributes can be met by current information systems while 11 still 
need to be developed to meet the DPP’s demand. In total, the classification consists of 3 category-levels that 
are presented in the following. With this classification, software developers have a starting point to build the 
content architecture of the DPP.  

4.1 Categories of the classification 

Especially the four main categories and its 21 sub-categories give an indication of the scope of the DPP. This 
classification allows any user to obtain an overview of relevant content areas when implementing its specific 
DPP. The four main categories are adapted from BERGER ET AL. and contain Product information, Utilization 
information, Value chain information and Sustainability information [21]. The Product Information describe 
master information about the product itself that is mostly non-changeable and known after designing or 
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manufacturing. In contrast, the Utilization Information are configurable data that can dynamically be 
adjusted during its lifecycle and largely consist of usage and service data. The Value chain Information 
contain adjustable data of a product’s supply chain to increase transparency along its stakeholders. This 
especially focuses on its supply chain actors. The Sustainability Information contain data to generate a digital 
twin of ecological, social, and circular information. Figure 4 presents the main and sub-category. 

 
Figure 4 Main categories and sub-categories for the content of a DPP in the manufacturing industry 

4.2 Information attributes of the classification of Product Data for a Digital Product Passport in 
the manufacturing industry  

In the following, each sub-category and their information attributes are presented in detail.  

 
Figure 5 Information attributes of the main category “Product information” 

The main category of Product information holds 9 sub-categories. The sub-category of Geometric 
information focuses on digital three-dimensional models of a product’s components and their grouping. The 
sub-category Material information contains data about the material composition and surface structure of a 
component. Master information consists of identifying and additional data about a product’s characteristics. 
Design information provides data about the (de-)assembly and components of a product and industrial 
equipment. System information characterizes a product’s digital and software capabilities. Production 
information presents further data about manufacturing processes and applied methods. Application 
information is the category providing further information on how to use and operate the machinery 
efficiently. Logistic information contains all data required to store and transport a product or its components. 
Standards comprises data to achieve test specifications and standards that have been used for the product.   
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Figure 6 Information attributes of the main categories “Utilization information” 

The main category of Utilization information has 5 sub-categories. Value information is a dynamic figure 
that stores the current valuation and book value of the industrial equipment. Status information describes 
data of the current and historical condition of the machine storing logs and the warning history. Service 
information stores data about maintenance and service from manuals to service history. Process information 
includes information about the production processes that can be utilized to analyze a machine’s physical 
condition and performance. Machine information contains information about the historical performance and 
energy consumption that can support in a machine’s condition monitoring.  

 
Figure 7 Information attributes of the main categories “Value chain information” and “Sustainability information” 

The main category of Value chain information comprises 4 sub-categories. Customer information includes 
information about previous users and customers including their specific requirements and usage history. 
Origin stores information about the machine’s origin including location of manufacturing. Location contains 
information about the GPS data and the current location of the machine. Compliance describes a class that 
stores information about interfaces and security measures to comply with public regulations. 

The main category of Sustainability information comprises the 3 sub-categories of ecological, social and 
circular information. These sub-categories contain all information that is required to generate a 
comprehensive sustainable picture of the machine.  

5. Conclusion and future research  

The developed content classification of a DPP in the manufacturing industry is a significant step forward in 
order to enable organizations to benefit from the potentials of a digital CE. This paper should be seen as 
opportunity starting a scientific discussion about what information is necessarily required and what is 
optional. The four categories of Product Information, Utilization Information, Value chain Information and 
Sustainability Information give an indication of the information types and areas that are required. The 21 
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sub-categories enable a comprehensive scope of required information types, that still offer a configurable 
space depending on the specific use case. In contrast, the 62 information attributes should be seen as initial 
proposition of relevant material to enable the objective of a digitally enabled CE. It is beneficial that 51 
attributes are, in theory, already existing and accessible. However, there is still the challenge to specify 11 
attributes that are demanded but not existent in current information systems.  

Still undefined is the question of detailing the level of a product-based or component-based DPP. Ideally, 
component-based DPPs consolidate into a product-based DPP but further research is required to detail the 
approach. In addition, the classification still requires a validation to review if further information is missing. 
A validation with software and industry experts should be aimed for to ensure full applicability and integrity. 
The high abstraction level of the presented classification also necessitates a more detailed data model before 
implementation. Therefore, future research should focus on connecting the presented information attributes 
to explicit information software systems and derive a strategy of how to implement common interfaces. This 
also applies to the information accessibility between different stakeholders in the lifecycle of a machine. 
This element will be addressed in further research by the authors enabling a digital ecosystem. From an 
industrial perspective, the industrial players should start building trusted ecosystems in which they can 
deploy a basic version of the DPP using the identified main categories and gather firsthand experience. 
Fundamental questions such as a centralized or decentralized architecture can be tested under real-world 
conditions.  
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Abstract 

The continuously increasing amount of production data and the advancing development of digitization 
solutions promote advanced data analytics as a promising approach for failure management. Beyond the 
consideration of single units, examining the end-to-end value chain, including development, production, and 
usage, offers potential for failure in management-related investigations. Nonetheless, challenges regarding 
data integration from different entities along the value creation process, data volume and formats handling, 
effective analytics, and decision support arise. The CRISP-DM approach has become a widely established 
reference as a conceptual framework for data-driven solutions. However, the linkage between existing failure 
management procedures and the subsequent development of data-driven solutions needs to be specified. 
Accordingly, this paper presents a cross-value chain Data Enabled Failure Management Process (DEFMP). 
The central element is a process model to implement a cross-value chain data-enabled failure management, 
considering established quality management and data analytics approaches. Based on available failure, 
product, and process knowledge along the value chain, a path towards developing a comprehensive decision 
support system is shown. DEFMP combines a reactive failure process with a data-driven approach to 
incorporate data analytics for proactive improvements. Using DEFMP, the failure management process of a 
commercial vehicle manufacturer is adapted. With this, partial automation of failure management is made 
possible. In addition, the potential for improvements is identified and prioritized. 

Keywords 

Data Analytics; Data Management; Decision Support; Data Enabled Failure Management Process; 
Production; Value Chain 

1. Introduction 

Failure management deals with the systematic detection, analysis and correction of failures while pursuing 
proactive measures to obtain quality knowledge and prevent failures before occurrence [1, 2]. Currently, 
data utilization across the entire value chain is limited and complex structures and interrelations within the 
value chain cannot be uncovered [3, 4]. Applied to use cases of the commercial vehicle industry, which is 
characterized by complex production and distribution networks, the potentials of data-enabled failure 
management across the value chain are explored. A prerequisite for fully exploiting the potential of failure 
management is the horizontal integration of value-creation networks [5]. Integrating data sources and 
collaborative data use along the value chain enables the uncovering of far-reaching interrelations between 
involved partners and divisions [6]. 
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Deploying data-based methods, particularly their embedding into existing failure management procedures, 
is still a significant challenge for companies. This can be explained by the need for a precise analysis strategy 
or a deficit of methodological knowledge [7]. Several reference models already intend to standardize the 
data analytics approach. Particularly worth highlighting is the Cross-industry Standard Process for Data 
Mining (CRISP-DM), which has become quite established for industrial applications [8]. Even though this 
process already guides data analysis projects, transferability to challenges of failure management is not trivial 
since specific requirements of the discipline are not considered. Furthermore, integrating data-based 
solutions into existing improvement procedures is not further specified. Expanding the focus beyond the 
company's boundaries further enhances the complexity of data-driven approaches. In addition to increasing 
data preparation and processing requirements, systematic mechanisms for integrating various data sources 
are necessary. It becomes apparent that the procedure requires further development to create a suitable 
framework for use cases of cross-value chain failure management. 

Accordingly, this paper aims to outline and specify a methodology concept for cross-value chain failure 
analysis in the use case of the commercial vehicle industry. The standard procedure of the CRISP-DM is 
extended according to the specific requirements of the target area. Furthermore, a direct connection to 
existing failure management procedures is shown. Challenges and potentials of cross-site data exploitation 
enable comprehensive decision support for reactive and proactive handling of failures. The paper is 
structured as follows: Chapter 2 shows relevant reference models of adjacent fields. Subsequently, the 
requirements and objectives of cross-value chain failure management are discussed (chapter 3). Chapter 4 
describes the structure of the DEFMP in detail. The evaluation of the methodology is carried out in chapter 
5. Finally, the reflection on the results and the following work are presented in chapter 6. 

2. Foundations 

2.1 Failure Management Processes for Production Environments 

To improve the company's overall performance, the efficient identification and elimination of failures is a 
primary objective [9]. A holistic failure management approach is essential to elaborate adequate measures 
for achieving quality goals, for example, preventing failures before their occurrence. [10]. The tasks of 
failure management include the recording, evaluation, and elimination of failures as well as failure 
prevention in following products through a corresponding analysis of the failure causes. The central aspect 
is the purposeful provision and processing of relevant information. This is crucial for building a knowledge 
base of previously solved failures [11]. In the literature, various reference processes are dedicated to failure 
identification, processing, and avoidance.  

The earliest relevant approach that deals comprehensively with failure elimination in production is the phase 
model, according to HOFMANN. Starting with failure detection, the model shows five phases for failure 
elimination [12]. The SAFE model offers a comprehensive concept for the design of failure management in 
manufacturing environments. The process model consists of eight steps that derive preventive and reactive 
measures for failure avoidance or elimination. The importance of systematic archiving of failure knowledge 
is emphasized. In addition to prioritizing failure cases, selecting suitable measures is facilitated to 
continuously improve the decision process in the event of failures [13]. The Complaint and Failure 
Management Model (CFM) describes a data-oriented reference process. The CFM is a sub-process of the 
Aachen Quality Management Model, which represents the company's interaction of quality-creating 
processes, management, and support services. In this regulatory framework, CFM can map process-based 
and data-supported quality control loops and report failure knowledge to companies in a targeted manner. 
The CFM thus forms a regulatory framework but remains at a high level of abstraction despite the precise 
design of the individual elements [14]. Therefore, recent research is expanding the CFM model by 
considering data quality aspects. Focusing on manual assembly, mechanisms for standardizing the failure 
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type and object description are discussed. A consistent description of the failure information improves the 
data quality and simplifies the failure analysis [15]. 

 The approaches considered present a distinct development in the failure management process. In many 
cases, generic reference processes are derived and described, which must be run through for a successful 
failure correction. The contents of the individual process steps show some similarities. It can be determined 
that the topic of data organization receives special attention in most approaches. For example, ORENDI and 
CFM provide the first possible solutions without going into more detail about possible data analytics 
methodologies. In particular, the interaction across the product value chain is not considered. 

2.2 Data Analytics Methodologies 

Standard processes to enable data-driven decisions are already well established. Common process models 
are CRISP-DM (Cross Industry Standard Process for Data Mining), KDD (Knowledge Discovery in 
Databases), and SEMMA (Sample, Explore, Modify, Model, Assess) [15]. Many of the individual sub-steps 
are comparable or identical between the three approaches. Especially the CRISP-DM methodology has 
established itself as a standard methodology as it provides a structured approach for data mining projects. 
The phases of business understanding, data understanding, data preparation, modelling, evaluation and 
deployment are distinguished [16]. The steps are carried out sequentially. However, different iterations 
between the steps are recommended. In recent years, different adaptions have been suggested to address 
case-specific requirements [17]. Especially with a strong focus on machine learning applications, multiple 
extensions of CRISP-DM regarding data preparation and modelling have been developed [18].  

Regarding quality management, approaches to harmonize existing quality management standards with data 
analytics methods already exist. SCHÄFER ET AL. combine quality management methods of the DMAIC 
cycle with corresponding steps of the CRISP-DM. The result forms the integrated QM-CRISP-DM cycle 
[19]. HUBER ET AL. pursue a similar approach and consider specific engineering requirements [20]. In 
particular, the increased complexity in engineering assessment and implementation plays a leading role. The 
resulting data mining methodology for engineering (DMME) adds the phase of technical understanding 
before data understanding. The addition of the process step allows for evaluating the technical problem and 
implementing necessary technical adjustments to extract relevant data. Additionally, they add a phase for 
technical implementation prior to the implementation phase, as the solution deployment likely requires 
technology changes. 

2.3 Reflection 

CFM and CRISP-DM are widely accepted approaches. However, these are unsuitable for implementing a 
cross-value chain failure management approach due to the absence of essential process steps and, in 
particular, a need for more linkage between the two areas of failure management and data analytics. The 
reference models in failure management provide different frameworks for standardized (reactive and 
prospective) failure investigation and strategies for continuous improvement. Knowledge transfer as 
structured documentation is already discussed, and, in some cases, analysis methods are implied. However, 
the approaches merely address internal improvement processes. Furthermore, appropriate data analytics 
methodologies and practical strategies for their deployment are not provided.  

Data analytics approaches enable a structured deployment of data-based solutions. Nevertheless, the CRISP-
DM and related extensions show deficits for immediate application in commercial vehicle production 
networks. Even if quality orientation becomes more important in data analytics, the specific failure 
management requirements still need to be addressed, for example, by defining a link between existing failure 
management initiatives and the deployment of advanced analytics. Additional challenges arise from 
broadening the investigation focus to additional data from various stakeholders. This challenge requires 
introducing an extra step of data integration to enable the use of quality knowledge and process and product 

461



   
 

   
 

data from different phases along the value chain. This reveals a need for a structured methodology that meets 
the challenges of cross-value chain data exploration and seamlessly connects to existing failure management 
procedures – building on existing quality knowledge. 

3. Objective and requirements for a cross-value chain failure management 

According to chapter 2.3, there is a need for further development of existing data analytics and failure 
management approaches. Through additional design workshops at companies in the commercial vehicle 
industry, relevant gaps and potentials for failure management were identified. The main aspects being 
addressed in this regard are the following: 

Failure identification and handling need to incorporate both internal failures during production and external 
failures and associated data beyond a company’s boundaries. This requires the development of rule-based 
failure identification methods and advanced analytics to identify trends and provide forecasts. Mechanisms 
are required that allow efficient handling of failure events and foster knowledge management for continuous 
improvement. 

Data integration and valorization are essential components of cross-value chain failure management. 
Collecting and interconnecting process data from relevant product lifecycle phases (deployment, production, 
usage, recycling) is needed to generate meaningful data-driven insights and optimizations. Technical 
challenges, e.g., providing sufficiently detailed data, are to consider. Existing expert knowledge on 
processes, failure patterns, process and product characteristics must also be made available because many 
characteristics are not, or only insufficiently, contained in measured data points. Furthermore, information 
security is of central importance. Requirements towards confidentiality (restrict access appropriately), 
integrity (data validity), and availability (service functionality) are to apply. 

Data-enabled services provide decision support to stakeholders across the value chain. These need to 
complement existing failure management mechanisms and allow advanced insight generation. The failure 
management-related deployment objectives, process optimizations, availability optimizations, and 
performance optimizations are considered [21]. Process optimizations aim to identify failure sources, 
implement predictive quality control in the manufacturing process, and evaluate associated failure costs, 
risks, and proactive measures. Availability and performance optimization provides extensive condition 
information and maintenance and usage recommendations for customers. The benefits provided to 
manufacturers are advanced failure knowledge regarding costs, time in service, and quality decline, 
including failure forecasting. To address different stakeholders from development, production, quality 
management, and usage, different areas of improvement are considered: 

• Process optimization 
Field level: Employees receive advanced information on the production order, including failure risks 
for the product and measures for failure avoidance and resolution. 
Control and operation level: For daily and intraday reviews, advanced failure information is 
aggregated in terms of cost, time, and patterns. This serves an early identification of trends and 
anomalies, derivation of actions at an early stage and the support of failure control working and 
planning groups. 

• Availability & performance optimization 
Customer level: Product users receive information on current system states (e.g., for health 
monitoring) and optimized recommendations for maintenance (regarding minimal costs and 
downtime) to prevent malfunctions and failures. 
Operation level: In addition to the advanced failure information mentioned above, indications of 
possible failure causes are relevant for the availability extension. The availability of spare parts or 
maintenance initiatives can be initiated on time. 
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4. Data-Enabled Failure Management Process (DEFMP) 

Fig. 1 shows the approach of the Data-Enabled Failure Management Process (DEFMP). Two interconnected 
sub-control loops are distinguished. The inner loop describes the failure management process for the reactive 
and proactive handling of failure cases and the corresponding accumulation of quality knowledge. The outer 
control loop presents the procedure for developing extended analysis methods. Both sub-control loops rely 
on continuous monitoring and diagnosis. Established procedures and software applications are necessary to 
acquire relevant data along the entire product life cycle. The inner and outer control loop and the principle 
of their interaction are explained below. 

 
Fig. 1: Data Enabled Failure Management Process across the Product Value Chain 

4.1 Inner control loop - Building Quality Knowledge 

The failure management process presented in the inner control loop of the DEFMP is based on the previously 
presented CFM model (see chapter 2.1). Compared to the reference model, the failure management process 
is built as a loop. This considers the continuous learning process, and necessary feedback loops during the 
resolution process are represented. Starting with the phase of Failure and Business Understanding serves to 
investigate the problem prior to the failure handling itself. In addition, an initial assessment of significant 
influencing factors and relevant information is included. For manual assembly, the employee in charge 
carries out the initial assessment of the problem and the initiation of further action. This phase can also 
include comprehensive project management, which defines responsibilities and allocates resources and 
capacities in case of more complex issues. An important part is the failure identification along all considered 
processes. For this purpose, several quality sensors must be available, which, on the one hand, support the 
continuous process monitoring and diagnosis and, on the other hand, identify occurring or occurred failures 
as early as possible. Quality Knowledge forms the centrepiece of failure handling. It reflects the expertise in 
dealing with quality-oriented issues. The existing quality knowledge is used to process failures. In addition, 
the knowledge base is supplemented or updated according to the results gained during the loop. Findings on 
cause-effect correlations and effective and ineffective measures are incorporated following failure 
processing. Therefore, several data sources must be considered. Proper information management for 
structured and comprehensive Data Organization benefits this context. Targeted documentation and 
provision of relevant information for the considered case is thus a critical business resource. A well-
structured and systematically implemented failure database provides fast access to existing failure 
knowledge. Identified failures are described or coded according to predefined rules and supplemented with 
further information. By comparing the data with explicit failure descriptions or codes, documented 
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knowledge can be accessed easily. Particularly when recurring failures or similarities occur, problems that 
have already been solved provide essential assistance in identifying root causes and deriving suitable 
measures. 

The Failure Valuation is carried out with the help of already documented failure information. This step can 
be described as pre-analysis and evaluates the failure's severity and relevance. It is beneficial in the case of 
many failure events to be processed. Based on the relevance, prioritization can be performed. By comparing 
detected characteristics with the existing quality knowledge, it is possible to derive indications for problem-
solving. Based on the existing quality knowledge, measures declared successful are selected to resolve the 
failure rapidly. If there is no documentation of measures, a solution-finding process is needed; for example, 
within the project team defined at the beginning. The actual failure handling takes place within the Failure 
Elimination and Prevention. Following the elaboration, measures are initiated. A distinction can be made 
between immediate and long-term measures. The former address failure symptoms and are intended to 
prevent further failure consequences. In addition, long-term measures address the root cause for preventing 
failure repetition. Initiated countermeasures must be checked with an Effectiveness Review. If a measure has 
not led to the expected success, the failure case must be re-evaluated, and further initiatives must be 
developed. If the measure is successful, the information is made usable for future failure processes. For this 
purpose, a Knowledge Transfer is included, which incorporates the findings of the failure management 
process into the quality knowledge. According to the step of data organization, a systemic, structured 
recording is beneficial as a supplement to the failure description. 

Established failure management is a prerequisite for initiating extended, data-based analysis tools. The 
process step Failure and Business Understanding interconnect both control loops. The expertise gained 
during historical failure processing and the resulting quality knowledge is incorporated into developing data-
based decision support. Insights from data analyses and permanently applicable solutions supplement 
established failure management routines, see chapter 4.2 and 4.3. 

4.2 Outer control loop – Evolution through Data Integration 

The outer loop of the DEFMP likewise begins with Failure and Business Understanding. The digitization 
potential of a failure management use case is evaluated during the failure process's initiation by the project 
team in charge. The resources and capabilities required, the objectives pursued, and the associated analysis 
strategy must be defined. After this initial assessment, the outer control loop can be triggered by the group 
of process and data experts. The next phase is Data Integration, which is not part of the CRISP-DM 
approach. However, it plays an essential role in cross-value chain failure management, as data from different 
sources must be included in the decision-making process. Accordingly, a stand-alone process phase is 
introduced in DEFMP to address this challenge. In industrial practice, products are usually assigned by 
identification numbers to enable mapping to captured data (entity matching). It is usually sufficient to create 
an assignment logic for simple problems in an industrial context. For more complex matching problems, 
sophisticated automatic or rule-based approaches must be developed [22]. Another crucial aspect is the 
selection of a suitable digital infrastructure. Established databases and platforms rely on data integration in 
a single, trusted source. Recent research approaches investigate data ecosystems based on decentralized data 
sources combined with a management system to provide semantics and access controls (cf. [23]). Both 
architectures are subject to precise data security requirements to restrict access to authorized individuals, 
protect data from tampering, and ensure accessibility. 

Already during the integration phase, data quality is of high importance [24]. Therefore, steps of Data 
Preparation and Data Integration are iterated when beneficial. An example is the preliminary data reduction 
to reduce the storage requirements throughout data integration. Following the additional data integration 
phase, the established phases of CRISP-DM are likewise relevant in failure management. Regarding Data 
Preparation and Modeling, typical challenges of failure management are the classification of process success 
(good / not good), regression models to predict points of failure and anomaly detection, classification models 
to predict failure causes and suitable measures or clustering to identify unknown failures. For Evaluation, 
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using model accuracy as a performance metric is often insufficient. Many cases in the failure management 
context contain a relatively small ratio of failures, consisting of imbalanced datasets. Recall, MCC and F1 
score are relevant metrics in such cases.  

Deployment in DEFMP needs to be suited to provide decision support regarding specific actions after failure 
recognition and to uncover areas for improvement. For this purpose, suitable options for displaying 
anomalies and incidents and key figures for assessing criticality must be established as part of the 
deployment. The realization of such a decision support system requires close communication with experts 
from different departments. For this purpose, communication mechanisms that enable an immediate 
valuation of the generated recommendations for action must be included. On this basis, a knowledge 
management system is implemented that enriches the quality knowledge and cleans it of erroneous 
correlations. The step-by-step data optimization increases the performance of the models. 

4.3 Interaction of the control loops – The Data-enabled Failure Management 

DEFMP comprises the two control loops to combine knowledge and data-driven approaches to failure 
management. Focusing on efficient actions for problem solving, the inner loop requires rapid technical 
understanding of the failure and expertise-driven actions. The outer circle utilizes existing quality knowledge 
and supplements it with expanded data from relevant value chain stages. Using data analysis methods, failure 
management-related decision-making processes are systemized. Despite the different approaches, the two 
control loops are highly codependent and can enable one another. The inner loop of DEFMP benefits from 
data-enabled failure information. A quantified failure analysis facilitates the prioritization of failures and the 
definition of fast and decisive actions. This is particularly important if security concerns or high-quality costs 
are associated with a specific failure. Quantified transparency regarding the number of potentially affected 
products can aid in the initial assessment.  

As product complexity increases, cause-and-effect relationships of failures are difficult to distinguish. 
Especially machine learning models need to be equipped to uncover if two events are correlated or caused 
by one another. Therefore, expert and domain knowledge are necessary to use machine learning in failure 
management effectively. Likewise, the outer loop in DEFMP is enabled. Hence, the inclusion of quality 
knowledge and domain expertise is required to develop effective data-enabled decision support systems. 

5. Evaluation 

DEFMP is implemented and tested on use cases in the logistics and commercial vehicle industry for cross-
value chain assessment. One use case deals with expertise- and data-based failure warning systems based on 
existing failure handling processes. The goal is to identify relevant failure accumulations that occur in the 
utilization phase of trailers at an early stage. Currently, the identification of relevant failure accumulations 
is primarily based on the experience and subjective assessment of employees in quality management. The 
preparation of quality data is carried out manually and on request. Each analysis requires a particular dataset 
and time-consuming pre-processing. In addition, resulting reports are static, therefore preventing further 
investigations on-the-fly. Anomalies are communicated in weekly steering committees for failure 
management. In these panels, results of root-cause analyses for specific failure patterns are discussed, and 
appropriate measures for their elimination are defined. Furthermore, already implemented measures are 
evaluated, and a knowledge database is used to document the collected findings. In conclusion, current 
activities in failure management are limited to the inner loop displayed in Fig. 1 and, therefore, heavily rely 
on quality knowledge stored in employees' minds.  

DEFMP now offers an approach to extend the existing failure management process with data-driven 
analytics to accelerate the identification of relevant failure accumulations. As an intermediate result, a web-
based dashboard was developed, providing data insights to employees in quality management. After 
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uploading a data sample, initial analytical processes are automatically performed, and their results are 
presented to the user, thus allowing for quick insights on key metrics. Furthermore, dynamic filter options 
were implemented to enable on-the-fly analysis as a basis for steering committee discussions and explorative 
data analytics. Besides, rule-based valuation of failure criticality and standardized data processing algorithms 
provide increased objectiveness.  

A key challenge is integrating data from multiple sources along the value chain. Here, the iterative nature of 
DEFMP allows for the gradual implementation of these sources one by one. This helps break down the 
complexity of data integration into smaller, more manageable tasks while enabling learning from experience. 
The focus is on ensuring a uniform structure of failure data and its enrichment with further information 
required for developing AI models. In this case, the primary data source is customer complaints with a 
corresponding service contract. Using an existing tool, failures are documented by service workshops. 
Standardized selection masks are used to describe the location and type of failure. All information is mapped 
to a specific vehicle via the vehicle identification number. This way, further information from different data 
sources can easily be added. As of now, it is already possible to observe failure frequencies and costs.  

Following the guideline provided by DEFMP, future efforts will focus on implementing advanced machine 
learning algorithms for automated anomaly detection and trend evaluation. In addition, appropriate alert 
mechanisms must be defined, allowing for effective communication that provides a user-oriented indication 
of failure accumulations. For such instances, the inner loop focusing on expert-driven actions and developing 
new solutions for problems remains indispensable. With inner and outer control loop operating alongside 
the existing failure management process is enhanced by a data-driven decision support system enabling 
increased quality and speed of failure assessment. 

6. Conclusion 

The DEFMP represents a framework that enables the initiation of data-based analyses for cross-value chain 
failure management. A logical linkage with existing procedures, including the quality knowledge of a 
company, was explicitly highlighted. The inner circle of the process model contains the activities to quantify 
and resolve a failure through immediate actions. Likewise, data-enabled methods in the outer loop are 
incorporated to expand the quality knowledge and provide decisions to solve quality issues. Integrating data 
from different value chain stages require additional measures to ensure data security, especially with 
increasing parties involved. For this reason, data-oriented reference models were expanded to include data 
integration as a fundamental activity. Applied in the commercial vehicle industry, the cross-value chain data 
integration approach for failure management enables the quantified linkage of failures with production data.  

In future activities, data integration approaches, including aspects of data security, must be explored further 
to handle different use cases. Subsequent studies will focus on deriving a standardized procedure for 
evaluating existing systems and data structures. The goal is to gain insight into existing interdependencies, 
data types, and data quality. Based on an ideal reference process, existing structures and data streams will 
be identified, and gaps in information availability will be revealed. This approach prepares the further 
development of decision support by identifying stakeholders within the processes requiring systemic 
support. In addition, the focus is on developing standardized data architecture models for the operational 
implementation of data integration. Furthermore, methods of the modelling phase are to be applied that make 
the data volume processable for comprehensive decision support. 
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Abstract 

Current megatrends such as globalisation and digitalisation are increasing complexity, making systems for 
well-founded and short-term decision support indispensable. A necessary condition for reliable decision-
making is high data quality. In practice, it is repeatedly shown that data quality is insufficient, especially in 
master and transaction data. Moreover, upcoming approaches for data-based decisions consistently raise the 
required level of data quality. Hence, the importance of handling insufficient data quality is currently and 
will remain elementary. Since the literature does not systematically consider the possibilities in the case of 
insufficient data quality, this paper presents a general model and systematic approach for handling those 
cases in real-world scenarios. The model developed here presents the various possibilities of handling 
insufficient data quality in a process-based approach as a framework for decision support. The individual 
aspects of the model are examined in more detail along the process chain from data acquisition to final data 
processing. Subsequently, the systematic approach is applied and contextualised for production planning 
and supply chain event management. Due to their general validity, the results enable companies to manage 
insufficient data quality systematically.  

Keywords 

Data Quality; Insufficient Data; Production Planning; Supply chain event management; SCEM 

1. Introduction 

Efficient execution of business processes in increasingly complex value chains is based on data-driven and 
automated decision making. A key success factor here is suitable data quality as a basis. While companies 
are increasingly collecting data in large volumes and increasing the number of data-based decisions, 
problems with data quality often lead to reduced acceptance among decision-makers. This is not surprising, 
since these very decision makers are regularly not involved in the process of data collection or at least not 
responsible for it. In order to counteract this decoupling of the decision-making basis (data) and the decision-
makers, we develop in this paper a structured approach to consider data quality relevant aspects in relation 
to the decision to be made. The model provides a descriptive basis for improving decision quality and 
acceptance. 

2. State-of-the-art 

Data quality is commonly defined as data being fit for use by the data consumer [1] following the commonly 
used definition from quality management [2]. In the context of data-based decision-making, the data 
consumer relates to the model using the data as an input. Fitness for use therefore relates to the suitability 
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of the data for the model to work as intended. Although the definition clearly states that data quality can 
only be measured for a specific intended application, most research follows a data-centric generic approach 
not considering the respective application. 

Extensive research has been conducted on describing data quality and its aspects, usually referred to as data 
quality dimensions [1]. However, this research is not suitable from a decision-maker’s perspective as the 
dimensions are receivable at most, but not directly to be influenced. In the domain of production planning 
and control, Günther et. al propose a method to assess data quality [3] but without a specific focus on the 
improvement. Therefore, a more process based seems to be reasonable. Miller and Mork present a value 
chain for big data [4] which provides a framework for the life cycle of data for decision making but lacks 
the data quality aspect. 

Multiple models for managing data quality in companies have been developed. English presents a method 
for Total Data Quality Management consisting of data definition quality, an information quality assessment, 
nonquality information costs and reengineering and improvement aspects [5]. Some work has been 
conducted on applying the concepts of quality function deployment (QFD) in the domain of data quality. 
Wang et. al. [6] use the house of quality to correlate a desired quality with data engineering aspects. Pinto 
[7] describes the application of QFD concepts in database planning. Vaismann develops an approach 
specifically for designing databases for decision support systems [8]. However, all approaches assume a 
desired data quality can be defined a priori and all approaches remain data-centric. 

Overall, a research gap was identified in data quality research from a decision-maker’s perspective. Models 
for a process-oriented view on the quality of input data for decision making can contribute to better decisions 
and a better acceptance of decisions. 

3. Research questions and approach 

This work aims to provide decision-makers with a universally applicable structured approach to handle the 
fact of data being insufficient in real world scenarios. We formulate the main research question for this 
paper as follows: How can the quality of input data be considered in data-based decision-making? 

We follow a research approach in three steps. First, we conduct a systematic literature review [9] and 
examine strategies for handling insufficient data quality. In a second step, we develop a model based on the 
extracted handling strategies. Finally, we present two cases from the domain of supply chain event 
management and production planning, in which we apply the structured approach of handling insufficient 
data quality in decision-making. 

4. Examining strategies for handling of insufficient data quality 

The initial search within scopus results in 63 articles. After scanning the title and abstract of the results, 45 
remain. Relevant work in the context of this paper should be defined as those containing at least one specific 
approach to deal with insufficient data in decision-making. Therefore, results with a mere focus on the 
measurement of data quality were not ranked as relevant. Applying these criteria yields a total of 13 relevant 
articles we examined in detail. We structured those articles in three different categories: Data source and 
accessibility, Data manipulation and Data usage and model (table 1). Following this, we describe our 
findings from the studies and extract the relevant aspects for handling the insufficient data quality. 
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 Table 1: Structured literature 

4.1 Data source and accessibility 

Arnold et al. highlight the relevance of correct data from production, which are still regularly based on 
manual data capture [10]. They propose a combined approach of using new sensor technologies such as 
Bluetooth Low Energy for location or Near Field Communication and applying data fusion concepts to 
improve the data quality of the target dimensions. Another approach focuses on the accessibility of data. In 
some cases data are available locally or databases are not connected. In this case connecting actual data 
sources to consumers can be a reasonable approach. Brauer et al. propose a Virtual Scheduling and 
Transportation Model to connect production scheduling and logistics tasks [14]. Büscher et al. present a 
similar data integration approach for the domain of production and factory planning [18]. Messner et al. 
propose a closed-loop approach to overcome integration issues and the factor of potential human errors [22]. 
Gustavsson studies the effects of organisational integration on data quality and shows, that a higher level of 
integration leads to less quality deficiencies [20]. 

4.2 Data manipulation 

Data manipulation means taking the data as it is and no improvement of the data source. Reuter et al. present 
an approach based on data mining to deal with missing information and known inconsistencies in databases 
[11,12]. This provides improved data for the data-consuming decision model. Lingitz et al. use a simulation 
based evolutionary approach to predict expected values from historical data, which is a typical problem in 
production planning models like MRP [15,16]. 

4.3 Data usage and model 

Altendorfer [13] shows the effect of information quality in terms of customer orders. While in theory a more 
detailed knowledge is preferrable, the overall costs in the examined model are only marginally influenced 
by data quality according to their findings. Another study shows a similar effect for demand information in 
pull production control systems [21]. While the integration of demand integration shows a significant 
impact, the actual quality of this data (i.e. variance) only has a marginal impact on system performance. If 
specific knowledge about the actual quality of data is available, Busert et al. suggest to model uncertainties 
by applying fuzzy logic [17]. However, this approach requires specific decision models, and it needs to be 
determined how fuzzy data leads to decisions. Another approach focuses just on the model by suggesting a 
model that is less data intensive. Therefore, it mitigates data quality issues by bypassing the nonquality data 
[19]. 

Data source and accessibility Data manipulation Data usage and model 

Arnold et al. [10] Reuter et al. [11,12] Altendorfer [13] 

Brauer et al. [14] Lingitz et al. [15,16] Busert et al. [17] 

Büscher et al. [18]  Herold [19] 

Gustavsson [20]  Krishnamurthy [21] 

Messner et al. [22]   
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5. Conversion into a systematisation model 

The necessary data quality for data-based decision-making is always application-specific. To determine this, 
a distinction can be made between two perspectives. The first perspective deals with the necessary data 
quality for decision-making (data quality requirement). This perspective is closely connected to the benefit 
of data quality, which continuously decreases with increasing data quality. In contrast to the data quality 
requirement, the second perspective looks at the available data and its quality (data quality availability). In 
the cost-benefit analogy, this reflects the cost side since the costs increase exponentially as the available 
data quality increases. Even if, ideally, the required and available data quality match, this is not 
automatically the case in practice. Accordingly, the goal of data-driven decision-making is to close the gap 
between data quality needs and availability. To enable this systematically, the following model illustrates 
the different strategies based on the data value chain from data collection to use. 

The data value chain begins in the data source area with the process step gathering, which describes the 
recording and collection of the data. The next three process steps are in the integration area and are often 
described as the ETL process [23]. In the first step of the ETL process, the data is extracted from various 
sources and temporarily stored in a workspace (extract). In the second step, this temporary intermediate 
storage enables the necessary transformation of the data into uniform data formats and structures 
(transform). Finally, the data is loaded into the target system and the temporary storage is deleted again 
(load). Following the ETL process, the data is used so that decisions can be made based on analyses and 
evaluations (use). [24,4] 

This value chain can now be used to classify the different approaches to dealing with insufficient data 
quality. These in turn can be categorised into four strategies (see Figure 1).  

 
Figure 1: Strategies for handling insufficient data quality 

The strategy "Improving data sources" can be assigned to the transition between gathering and extraction. 
This includes all approaches that improve data gathering from data sources. This may mean, for example, 
installing new sensors for data collection or recalibrating or reconfiguring the existing sensors. Another 
possibility is that the data collection processes are changed in such a way that the quality of the collected 
data is significantly improved. Unlike the other strategies, however, the focus here is not on the symptoms 
(insufficient data quality), but on tackling the causes (e.g., errors in data collection). This in turn means that 
the strategy only leads to improvements for future data sets and the insufficient data quality of the previous 
data sets remains.  

Extract Transform Load

1 32 4

Gather Use

1. Improving 
data sources
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the database
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4. Working with 
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The next two strategies can be assigned to the transformation step. Part of the transformation of the data 
stock into the standard data formats and structures is to check and improve the data quality. This means that 
if data with insufficient data quality is found during the transformation, the strategy "Cleaning up the 
database" can be applied, for example. Here, data records with insufficient data quality are filtered out of 
the data flow and not processed further. The remaining data flow then only contains corresponding data 
records with sufficient data quality.  

The "Improving the database" strategy also filters out the records with insufficient data quality in the first 
step, but with a different goal. In contrast to the "do not consider further" in the previous strategy, the records 
with insufficient data quality are improved here. There are various methods for this improvement (excerpt) 

• Replacement with other data: An improvement is possible by replacing data from other sources 
(e.g., reference data sets). External databases or internal sources can be used for the reference data. 
In addition, it is also possible to determine corresponding reference values from previous data sets. 

• Derivation from other data: Furthermore, corrections for erroneous data can be derived from other 
data of the same data record or previous data records. In contrast to replacement, here values are 
determined by dedicated models and not simply taken over.  

• Use of default values: In some cases, incorrect values can be replaced by default values. The 
condition is that a "meaningful" default value can be defined in advance for each situation. 

• Removal of duplicates: Another method to clean up redundant data is to remove duplicates. Before 
removal, however, the redundant data must be consolidated. It should be noted that it would be 
wrong to use only the record with the most correct data and ignore the others. 

• Splitting erroneous summaries: The opposite of the method "Removal of duplicates" is "Splitting 
erroneous summaries". Records that contain data on different real objects are split. The data set is 
thus split into two different data sets during the improvement. 

Just like the selection of the right strategy, the selection of the methods presented here is also very dependent 
on the use case and the corresponding data. 

The strategy "Working with insufficient data quality" can be placed in the transition to the process step 
use and describes the possibilities to consciously continue working with insufficient data quality. To make 
this possible, it is necessary to change the application context so that the existing data quality is sufficient 
for the necessary decision. This means that the requirements for the data quality are changed so that it is 
sufficient. For example, this can mean that the uncertainty regarding the data quality and the associated 
decisions is consciously dealt with for the use case and communicated accordingly. Another example would 
be that for specific use cases, robust algorithms are used in the decision-making process, which has lower 
data quality requirements. 

It can be summarised that different approaches can be used to reduce the gap between required and available 
data quality. The strategies "Improving data sources", "Cleaning up the database" and "Improving the 
database" deal with improving the available data quality. In contrast, the strategy "Working with insufficient 
data quality" focuses on reducing the required data quality and thus closing the gap. The selection of the 
right strategy depends fundamentally on the use case and the associated decision-making process. 
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6. Case Studies 

To evaluate the introduced model, we have examined two exemplary case studies from different fields of 
application following the Design Science Research Methodology [25]. First, the use case was briefly 
described before the different strategies of the model were applied and analysed. 

6.1 Supply Chain Event Management 

Event-based systems such as supply chain event management are used to reduce the complexity of our 
supply chains and support decision-making for the planning of production and the associated processes [26]. 
The data basis for supply chain event management are events, which describe every physical status change 
of objects in a standardised way (cf. EPCIS events) [27]. Based on this, supply chain event management 
comprises five core functions: The monitoring function tracks events across the supply chain and collects 
them in an event repository. The second function, reporting, describes the notification of critical deviations. 
The consequences of the deviations identified by the notification as well as possible reactions are analysed 
in the third function. The fourth function, Control, then selects and implements the best possible alternative 
course of action. The last function, measure, evaluates the reactions to improve the previous functional steps 
for future deviations. By reacting only to critical deviations, this is a management-by-exception concept. To 
ensure the functionality of event-based systems, special attention must be paid to data quality. [28,29] In 
practice, it turns out that the data quality of event data can vary greatly, so that a precise analysis of data 
quality availability and data quality needs is necessary [30,31]. 

For a systematic approach to improving the difference between data quality needs and data quality 
availability, the four main strategies can now be considered in detail: 

• Improving data sources: In this use case, the event data is recorded by the various actors in the 
supply chain (e.g., 2nd tier supplier, 1st tier supplier, forwarder, etc.). In practice, it has been shown 
that this is precisely where the cause of poor data quality often can be found. In concrete terms, this 
can be, for example, an incorrectly set RFID gate or typing errors during manual recording. [30] 
The strategy of improving the data source is helpful in theory, but difficult to implement in practice. 
The reason for this is that the actors (e.g., manufacturers) who criticise the available data quality 
are not the same actors (e.g., suppliers) who record the data. Often the power relations are not such 
that the manufacturer can force the supplier to improve the data recording. 

• Cleaning up the database: Cleansing the database of data records with insufficient data quality is a 
possible strategy in this case. This can avoid erroneous automatic reactions by the simulate and 
control functions, which in turn eliminates some overreactions and waste. The challenge here lies 
in determining the events with insufficient data quality in comparison to critical exception events, 
since the occurrences of the events are often similar, especially regarding the content-related data 
quality. According to the use case, it is particularly important to ensure that no critical exception 
events are sorted out, as otherwise the purpose of the overall system is not achieved. 

• Improving the database: If events with insufficient data quality have been identified, they can also 
be improved depending on their appearance. Specifically, the approaches of Replacement with other 
Data can be used particularly well. On the one hand, data fields can be validated or completed by 
other IT systems. Another possibility is the correction of event data with the help of historical event 
data of the same or similar objects. 

• Working with insufficient data quality: In contrast to data quality availability, when considering 
data quality requirements, the possible reactions must be considered, especially for the functions of 
simulating and controlling. The data quality requirement decreases for a system that is less sensitive 
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- regardless of whether the lower sensitivity results from the system modelling or the simulation 
algorithms used. However, if the system is too insensitive, it will no longer react to critical 
exceptional events, which is contrary to the concept.  

The concrete consideration of the case study shows that the model with its systematisation approach of the 
strategies can be applied. 

6.2 Production Planning 

Production planning and control in companies has been supported for decades by data-based models in 
systems such as Enterprise Resource Planning, Manufacturing Execution Systems or Advanced Planning 
and Scheduling Systems. However, the underlying algorithms and model assumptions there are often based 
on very simplified assumptions, and the models are deterministic. This automatically results in a large 
number of potential data quality problems, as the studies analyzed have already shown. 

In this case, the focus is on a company that uses detailed planning in production control and regularly fails 
to adhere to the specified order operation sequences and thus reschedules manually. According to the model, 
the following options for dealing with insufficient data arise: 

• Improving data sources: In this case, detailed planning is system-supported, but the data basis is 
based on manual feedback from production. For reasons of cost and effort, this feedback is not 
carried out individually for each operation today; instead, standard times serve as the basis for 
planning. There is potential here to pursue this strategy and to develop a more detailed and 
qualitatively better data basis by means of detailed and automated recording of feedback data. 
However, this requires the introduction of new systems, which is time-consuming and associated 
with high costs. In this case, linking with further production data does not make sense, since new 
sensor technology would have to be purchased for this purpose and known and basic measures have 
not yet been exhausted. Even without the improved acquisition of live data, however, static 
optimization is conceivable. Since today's data are already default times, a check of the actuality is 
possible with a small effort and thus has the potential to improve the decision quality in the short 
term. 

• Cleaning up the database: The quality of the data in the planning system is based on standard times, 
the data volumes are thus rather small. Individual data records are not expected to have a significant 
influence on the planning result. Nevertheless, a review of the input data and a correction of outliers 
can be implemented with little effort. 

• Improving the database: Without a detailed collection of feedback data, the data basis for improving 
the data is not available. This strategy is therefore not very promising 

• Working with insufficient data quality: The further the assumed data and models used deviate from 
reality, the less they contribute to good decision quality. Particularly in detailed planning with low 
granularity of the feedback data, less data-intensive alternatives thus present themselves. Following 
the lean concept, procedures such as Kanban can also be used here, depending on the concrete order 
and product structure. Here, significantly less information is required, and disadvantages such as 
supposedly larger inventories are not relevant in practice, because inadequate detailed planning 
regularly causes shortfalls. Other procedures in production control can also be suitable and achieve 
production with fewer exceptional situations due to lower complexity with lower data requirements. 
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7. Conclusion 

In practice, it is evident that dealing with insufficient data quality for decision-making repeatedly leads to 
problems. Accordingly, this paper is the first to present an integrated approach for decision-making that 
takes a complete look at data quality from the data source to data use. In particular, the two perspectives of 
data quality needs and data quality availability were examined. A concretisation based on two use cases 
shows the basic usability of the model. However, there is a need for further research in the details, the further 
structuring, and the transfer to individual domains. It should be investigated how the individual strategies 
affect the individual domains, which strategies are the most promising and how they can be implemented in 
the best possible way.  

Appendix 

The structured literature search was conducted using the following search terms in scopus: TITLE-ABS-
KEY ( ( "data quality"  OR  "information quality" )  AND  ( "production planning"  OR  "production control"  
OR  "manufacturing planning"  OR  "manufacturing control" OR "supply chain event management") ) 
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Abstract 

Hydrogen is critical for the transition to an environmentally sound and reliable energy supply. This transition 
requires large capacities of performant and cost-effective electrolysers. Although performant electrolysers 
already exist, they cannot yet be manufactured at a high rate in series production. The project H2Giga-FRHY 
is researching a reference factory for large-scale production of electrolysers, developing new production and 
testing modules. As an essential building block of the reference factory, a research group at Fraunhofer IPA 
is designing and implementing a comprehensive software-defined manufacturing system (SDMS), which 
supports the decentralized high-rate production of electrolysers and allows for far-reaching insights 
regarding high-rate capability, quality, and cost of products, processes, and technologies involved. For the 
SDMS implementation, different enterprise architecture (EA) approaches are considered and evaluated in 
the scope of a structured literature review with respect to criteria arising from the project context and related 
research questions. In this paper, an approach to designing a software-defined manufacturing system is 
described, and its necessity is based on the use case-specific criteria discussed. 

 

Keywords 

Software-Defined Manufacturing; Enterprise IT Architecture; High-Rate Production; Decentralised 
Manufacturing; Greenfield; Electrolyser Production 

1. Introduction 

With the European Green Deal and the associated goal of climate neutrality for the EU by 2050, hydrogen 
is expected to play an important role [1]. The demand for hydrogen can only be estimated as of today, but 
many current estimations point to an increasing demand. In its hydrogen roadmap, Fraunhofer ISE forecasts 
a hydrogen demand in Europe of 800 TWh in a low scenario and 2,250 TWh in a high scenario. These 
hydrogen needs translate into a corresponding increase in electrolysers that can produce it [2]. To satisfy this 
upcoming market necessity, high-rate production is needed. In order to keep up with the changing demands 
that electrolysers need to meet in the current environment, PEM electrolysers are particularly well-suited 
[3]. The use of this clean electrolyser production is not widely prevalent in Europe. Furthermore, it will need 
a lot of efficient and affordable electrolysers with high capacities to meet Germany's demand for green 
hydrogen. Although efficient electrolysers are on the market now, they are often still made by hand in small 
quantities [4]. 
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In order to research high-rate production of high-performance electrolysers, the H2Giga-FRHY project 
brings together the expertise of various Fraunhofer institutes. The resulting distributed reference factory for 
large-scale production of electrolysers is to be linked using information and communication technologies to 
form a coherent virtual production line. This will be realized through a SDMS. SDMSs leverage Industry 
4.0 technologies and paradigms such as the Industrial Internet of Things or cloud-based manufacturing to 
provide flexible, adaptive, and scalable manufacturing systems [5]. Rauch et al. describe distributed 
manufacturing systems as logical consequence of cooperating manufacturing companies and the resulting 
production networks, which further strengthen the characteristics of distributed manufacturing systems 
[6].To address the resulting challenges and its increasing complexity, we present an approach for the design 
and development of a SDMS for distributed high-rate electrolyser production in a greenfield environment. 

H2Giga-FRHY is a Fraunhofer-overarching project funded by the German Federal Ministry of Education 
and Research. The aim of the project is to design a reference factory as a flexible, multidirectional, 
technologically advanced solution for the large-scale production of electrolysers. New types of production 
and testing modules are being developed. The production is distributed across five locations in addition to 
the main IT site. The envisioned SDMS in the Fraunhofer IPA subproject is based primarily on the three 
pillars of a digital representation concept, an edge cloud platform-based manufacturing operation 
management, and an evaluation system to support product improvement decision-making. 

2. Method and data 

This work aims to identify suitable architectures for a SDMS in the context of the H2Giga-FRHY project. 
A systematic literature review, following the guidelines of Kitchenham [7], was conducted to identify 
potentially suitable architectural approaches for a SDMS for distributed high-rate electrolyser production in 
a greenfield environment. Based on the use case of the H2Giga-FRHY project, criteria were defined to select 
and evaluate architectural approaches. The first research question (RQ) arises here: 

• RQ1: Which architectures for distributed SDMSs do exist? 

RQ1 aims to identify existing SDMS architectures. RQ2 - RQ6 evaluate the identified architectures against 
criteria, which are relevant in the context of the H2Giga-FRHY project. The criteria are derived from 
stakeholder requirements, elicited from stakeholders through expert interviews guided by predefined 
categories for functional and non-functional requirements. Phrase templates ensure that the requirements are 
well-structured, prioritized, uniform, and unambiguous [8]. As a result, 135 functional requirements, 25 non-
functional requirements, and 7 constraints are elicited. In section 2.2, a criterion is established for each RQ. 
The papers are examined regarding the occurrence of the respective criterion in order to assess the extent to 
which they address dimensions that are relevant in the context of the H2Giga-FRHY project.  

• RQ2: Which SDMS architectures are suitable for a scalable high-rate production? 
• RQ3: Which SDMS architectures can give distributed production sites access to coherent digital 

production functionalities? 
• RQ4: Which SDMS architectures are particularly suitable in a greenfield environment? 
• RQ5: Which SDMS architectures are service-oriented architectures? 
• RQ6: Which SDMS architectures enable a central provision of relevant information and 

functionalities of distributed production assets? 

2.1 Search process and selection criteria 

In the first stage of the literature search, the umbrella term "Enterprise Architecture" was searched in the five 
selected databases following the results as seen in Table 1. EA is a more common term than SDMS, since the 
latter is used domain-specific mostly and would decrease possible results. Therefore, the literature search 
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looked for EAs that can be used as SDMS. Due to their importance in scientific research, the chosen 
databases are frequently utilized for literature reviews. Despite their similarities, the databases are not 
entirely the same and can cover various literature [9–11]. 

Table 1: Results of the Literature Query, searching “Enterprise Architecture” in five databases (January 2023) 

 
 

As these results are too broad and comprehensive, the search query has been specified as: 

(Distributed Manufacturing" OR "Value added network" OR "Distributed Manufacturing Systems" 
OR "cloud*manufacturing") AND ("Manufacturing" OR "Production") AND ("Architecture" OR 
"Enterprise Architecture" OR "Software defined" OR "enterprise architecture framework" OR "IT 
framework") AND ("Industr* 4.0" OR "Digital Manufacturing" OR "Digitali*ation" OR "Digital 
Twin") AND NOT ("logistic*"). 

The Query is divided into five parts. The first specifies the type of manufacturing that the architecture model 
should be created for, as the given use case addresses distributed manufacturing. The first search queries 
showed an overwhelming amount of education and governmental EA. Therefore, use case-specific criteria 
for production or manufacturing were added. The next criteria section shows the targeted information that 
are researched: an enterprise architecture framework. In order for the results to meet the current standards of 
a digital greenfield production, criteria on the topic of digitalisation are added. Since it is about production 
with its value-adding processes, logistic results were excluded. Due to the search terms, the resulting papers 
are all written in English. Therefore, there is no filtering by language necessary. Subsequently, the results 
are filtered as seen in Figure 1. Resulting in the following seven papers: Newman [12]; Guo [13]; Hung [14]; 
Roque Rolo [15]; Novak [16]; Shao [17]; and Sreedhanya [18].  

 
Figure 1: Filtering the papers through the criteria in the first column and the five selected databases (January 2023) 

2.2 Quality assessment and data analysis 

The resulting papers are evaluated according to the criteria extracted in chapter 2. This evaluation is shown 
in Table 2. The evaluating criteria answer the previously identified Research questions (RQ2 to RQ6) and 
arise from the requirements of the reference-factory. The rating of these criteria uses a system of circles, 
with empty circles (○) indicating that the criterion is not addressed, half-filled circles (◑) indicating partial 
coverage, and full circles (●) indicate that the criterion is comprehensively addressed in the proposed 
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architecture. All in all, the papers provide insights but do not provide a suitable SDMS architecture for high-
rate production with distributed locations in a greenfield environment. Therefore, methods to create an 
appropriate EA are examined in the next chapter. 

Table 2: Evaluation of the papers against the use case specific criteria. Evaluation in 3 levels 

 

2.3 Enterprise Architecture Methodologies  

Yesilyurt's TOGAF ADM-based approach is used to create an EA design in a greenfield environment which 
is successful in battery cell manufacturing and recommended for electrolyser production but does not cover 
the challenges of distributed systems [19]. Other studies have found that agile EA in distributed 
environments faces obstacles, and have proposed lightweight TOGAF-based methodologies for digital 
transformation, but need to address production and manufacturing [20,21]. The systematic literature review 
of Ansyori [22] shows that most EA frameworks and methodologies are used in the public or educational 
sector outside of Europe [23–26] As the five most relevant Enterprise Architecture frameworks Zachman 
methodology, TOGAF, FEA(F), DoDAF, and Gartner Framework are listed [27–29]. Nonetheless, TOGAF 
is the only of these frameworks suitable for designing, planning, implementing and managing Software-
Defined Manufacturing systems [22].  

3. Solution Proposal 

This chapter presents an approach for designing a SDMS using the TOGAF ADM cycle while addressing 
domain-specific challenges and proposing additional architecture assets. It focuses on the system design 
phases of the ADM, specifically the Architecture Vision, Business Architecture, Information Systems 
Architecture and Requirements Management phases (see Figure 2). The approach by Yesilyurt described in 
[19] is therefore adjusted. The Requirements Management phase is emphasized throughout the entire ADM 
cycle to ensure relevant requirements are continuously identified and managed. The proposed requirement 
engineering process is iterative and recursive [30,31].  

 
Figure 2: Simplified Mapping between ArchiMate and the TOGAF ADM, according to [32]  
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3.1 Architecture Vision 

The Architecture Vision phase of TOGAF ADM aims to establish the scope and goals of an architecture, 
and create a high-level vision of the capabilities and business value it will deliver. This is demonstrated 
through the electrolyser reference factory use case of H2Giga-FRHY. The target architecture vision is 
presented in Figure 3. It illustrates shopfloors of different operating locations using a digital representation 
concept using the AAS standard to ensure continuous control and adaptation of products during 
manufacturing. This standard is currently under development in International Electrotechnical Commission 
project 63278-1, to ensure interoperability of heterogeneous production assets [36]. Shopfloor, testing sites, 
and IT headquarters have their own platform on local server hardware, connected through the digitalization 
platform and the AAS for cross-location communications and services. Suppliers, customers and partners 
can connect through a partner portal.  

 
Figure 3: Architecture vision for the Software-Defined Manufacturing System based on the use case of a distributed 

electrolyser production 

3.2 Business Architecture 

This chapter describes the business architecture of the use case, including the value stream mapping and the 
gap analysis. It is divided into three steps: rough documentation; deepening per sub-product; and verification 
with review. The rough documentation includes important production processes sorted by sub-products and 
their relation. To design the business architecture the open and standardized modelling language ArchiMate 
based on the ISO/IEC/IEEE 42010:2011 standard [33] is used. Its modelling layers were used in the business 
architecture and the information systems architecture according to the mapping in Figure 3. The business 
architecture is developed through expert surveys by defining processes for each sub-product using a single 
business model and representing the relation between production and process through assignment 
relationships. The processes were described using EU harmonized terminology [34] to ensure uniform 
understanding and were reviewed by process experts. Interviews were held with experts in subpart-specific 
groups to obtain detailed process models, and with all experts to capture relationships and identify potential 
overall process failures. 

The H2Giga-FRHY project includes six process steps for electrolyser production divided among five 
locations, with a focus on the subparts bipolar plate (BPP), porous transport layer (PTL), and catalyst-coated 
membrane (CCM) as it aims for a connected distributed production. Each process step is assigned to a 
production site and various design possibilities are presented as different processes are not completely clear 
at the beginning of greenfield manufacturing design. 
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3.3 Information Systems Architecture 

The information system architecture aims to identify and describe data and application building blocks that 
support the business architecture and overall architecture vision, as well as identify gaps between the current 
and target architecture [31]. The previously elicited set of requirements is transformed into a high-level 
functional view of the SDMS. Requirements are grouped into application functions (AF) that represent 
automated behaviour and are clustered into cohesive, interrelated application components (AC), resulting in 
a high-level description of the target information system architecture, consisting of seven high-level ACs. 
This includes key ACs such as manufacturing operation management (MOM), digital twin (DT) and 
evaluation ACs. 

3.3.1 Manufacturing Operation Management Application Component 

The IEC 62264 standard provides terminology as well as information and activity models for MOM [35]. 
This makes it a valuable architecture asset for the design of the MOM AC. Our approach is based on 
combining the TOGAF ADM and IEC 62264 [18]. The manufacturing operation models defined in [35] 
provide support in defining the scope of the MOM AC. The detailed activity models defined in [36] provide 
guidance and support for transforming and aggregating stakeholder requirements to well defined AFs in the 
area of MOM as well as identifying additional AFs. The information flows described in the activity models 
in [36] support the definition of the interaction between different AFs. We report that combining TOGAF 
ADM and IEC 62264 as proposed by [19] is an effective approach for identifying AFs for the design of a 
MOM in the context of distributed high-rate electrolyser production. However, this approach does not take 
into consideration the proposed target architecture, which allows for a holistic and integrated planning, 
scheduling and dispatching of the distributed manufacturing processes as well as a for an overarching 
tracking and tracing of the electrolysers. Moreover, each module must be able to function autonomously in 
case of errors or downtime of a single module. Therefore, multiple connected MOM ACs at each production 
module, with proper integration and synchronization are required. This aligns with the findings of current 
design challenges in MOM in [37].  

3.3.2 Digital Twin Application Component 

The AAS provides uniform access to information and services of assets and forms the basis of our digital 
representation concept to ensure a continuous control and adaptation of relevant products during 
manufacturing. The AAS is based on the Reference Architecture Model Industry 4.0 (RAMI 4.0), whose 
hierarchy levels to classify assets within an Industry 4.0 environment are based on the models and 
terminology provided in IEC 62264 [38]. This common foundation enables the design of a coherent 
architecture with complementary MOM and DT ACs. A DT is a general concept that can be tailored for a 
particular problem and domain. This domain-dependence results in a huge variety of theoretical and practical 
models for designing and implementing DTs [39]. ISO 23247 series defines international standards for 
making and maintaining DT in manufacturing [40]. Consequently, the reference architecture defined in ISO 
23247 provides guidance for implementing DT in manufacturing. Additionally, the guidelines for the digital 
representation of manufacturing elements provided in ISO 23247 are based on the information models 
defined in ISO 62264. Therefore, the combination of the AAS and ISO 23247 form the foundation of the 
future design and research activities regarding the DT AC throughout the subsequent TOGAF phases. 

3.3.3 Evaluation Application Component 

The evaluation system shall support strategic decision-making in product improvement. It is based on the 
captured requirements and provides capabilities for product error evaluation, process evaluation, product 
performance evaluation, and cost evaluation. These align with use cases described in literature for data 
analysis in product planning. However, it does not include use cases that use product data to assess product 
performance or that support decision-making in development by assessing costs [41]. Moreover, Lindner's 
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doctoral thesis also focuses on improving products based on the analysis of usage data. It explicitly describes 
the lack of data models that enable the integrated management of data from product development and product 
usage [42]. This challenge is to be met with the DT based on the Asset Administration Shell (AAS) that 
covers and administrates product-related data over the entire lifecycle of an asset [38].  

To support in product development, decision-making should be based on concrete values by specifying the 
extent to which a requirement is met. If descriptive statistics are not sufficient, key performance indicators 
(KPIs) must be defined. Here, one can fall back on already established KPIs that describe the economic 
productivity or the technical operation of a product. If there is a need for further measurement, a system of 
KPIs can be developed [42]. To provide decision support, digital services are being developed that make use 
of analytical methods. For this purpose, the use cases specific to the application are modelled at the beginning 
in order to derive the submodels of the AAS on the basis of the modelling. This is to ensure the provision of 
data for the evaluation services. 

4. Discussion 

Several SDMS architectures are described in the literature review above but they do not fulfill the defined 
criteria completely. As an alternative to these existing SDMS architectures (due to results reached the 
umbrella term EA), EA methods for developing new architectures were investigated. From both the partially 
matching EA and the partially matching methodologies, appropriate standards were put together to develop 
a proposal to fill the scientific gap. TOGAF combined with domain specific standards provides guidance to 
design a suitable SDMS architecture for the H2Giga-FRHY project. It is presumable that the method is 
transferable to use cases with similar domain specific challenges, including high-rate production, greenfield, 
and highly monitored manufacturing. A comprehensive verification of this statement is pending and would 
be desirable. However, in the project it shows that the proposed methodology can provide functioning 
subsystems of the SDMS. Including the architecture vision that provided a good foundation for the following 
TOGAF phases and it is recommended to have a similar detail-level in the strategy. Furthermore, ArchiMate 
functioned well as modelling language for its wide scope and conformance to TOGAF. As predicted in [19], 
IEC62264 worked well with the TOGAF steps. This corresponds with the authors of [37] who suggest that 
new design challenges for next generation MOM arise in the era of industry 4.0. This includes 
standardization, interoperability, software customization, modularity and an increasing need for 
decentralization of MOM solutions.  

5. Conclusion and Future Work 

This paper explored the design of a software-defined manufacturing system to enable the enterprise 
architecture of a benchmark factory for electrolysers. The H2Giga-FRHY project focuses on a greenfield, 
decentralised and digitalised high-rate production of electrolyses that concentrates on the technology sub-
parts. A research gap in the area of design frameworks for distributed greenfield productions was identified 
through a systematic literature review. 

The literature review showed missing potential for enterprise architecture and software-defined 
manufacturing systems for high-rate manufacturing that are highly monitored like the electrolyser 
production. A design method was developed to address the found research gap. The method uses TOGAF, 
requirements engineering standards, AAS, and IEC 62264 to identify and design the necessary services and 
submodels for the use case. It is based on ArchiMate's layer models. The design method used in the project 
works well as a software-defined manufacturing system in the use case, and it can be adopted by similar 
domains. Apart from these use cases, a verification of the methods used on the basis of further production 
use cases would be interesting and desirable.  
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Abstract 

Global crises pose major challenges for production companies: Rising material and energy costs, supply 
bottlenecks and the lack of planning certainty due to the dynamics of a pandemic or war weaken the planning 
stability. In this volatile, uncertain, complex and ambivalent environment (VUCA world), companies need 
responsible employees who recognise the individual need for action and initiate concrete measures early to 
increase a company’s resilience. These measures affect multiple divisions. For example, disruptions in the 
supply chain are mitigated by various configuration elements such as expanding the supplier network or 
increasing stock in the company's own production. Therefore, measures encompass every element of the 
value network, whether in production or logistics. The example also shows that measures to increase 
resilience can influence other target characteristics of a company: Inventory increases can buy resilience at 
the expense of resource efficiency. Thus, measures must be defined for each design element depending on 
individual requirements in terms of resilience and must consider the scope for action of the respective 
company. This poses a great challenge, especially for small and medium-sized enterprises (SMEs). Here, 
decision-making is done by generalists who often do not have the detailed knowledge for this specific 
problem or the capacity for this additional task. The danger is that SMEs will take insufficient measures that 
do not secure their future viability in a VUCA world. In this paper, a solution approach for a methodology 
is presented, that allows to derive influences on production companies from the developments in a VUCA 
world and measures to increase resilience can be identified depending on individual company characteristics. 
Furthermore, a possible conceptualisation of the methodology in an AI-based software product is presented, 
which supports SMEs in the outlined complex problem by enabling them to apply the methodology. Both 
will be realised in a research project. 

Keywords 

VUCA, Resilience, Resilience Measurements, Future Viability, SME 

1. Introduction and need for research 

The times when companies could still plan under stable and thus calculable environmental conditions have 
been over since the 1980s at the latest. Technical progress, especially in logistics, and the introduction of the 
internet enabled the globalisation of goods and information flows and led to the interconnection of 
production in networks [1]. This was not only accompanied by opportunities for companies. The global 
economy, the environment, politics, society and technology have always had an influence on companies that 
must be taken into account in order to continue to do business in a future viable manner [1]. Due to advancing 
globalisation, the influencing factors listed above are also subject to permanent change. Due to this 
increasingly rapid, short-cycle and erratic change in environmental conditions, the predictability of 
influences on companies became more and more challenging - a trend that continues today [2,3]. The 
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business environment is therefore now described as volatile, uncertain, complex and ambivalent and referred 
to as a VUCA world [4]. Examples from the last two years, such as the crises caused by COVID-19 or the 
war in Ukraine, as well as singular events such as the blockade of the Suez Canal, illustrate this [5–8]. In 
addition to crises or singular events, a VUCA world is shaped by the consequences of climate change, which 
companies increasingly have to deal with as they already have an impact on production systems [9,10]. For 
example, an increasing frequency of extreme climate events leads to the destruction of production facilities 
and transport routes or a shortage of raw materials and intermediate products required for production. In 
addition, there is a demand from politics and society that companies produce in an ecologically sustainable 
manner in order to contain the consequences of climate change and make the global economy climate-
friendly [5,6,11]. With these changing influences on companies, their strategies for dealing with them have 
also changed. While flexibility, reconfigurability or adaptability were still considered success factors for 
future competitiveness a short time ago [1,12], they are no longer sufficient today [10]. In order to be 
prepared for the diverse and disruptive influences described above, resilience is the solution approach to 
design companies in a future viable manner (prerequisite 1) [13]. Resilience is the ability of a system to 
maintain the functionality necessary for its existence when disruptive events occur and to recover its 
operation as quickly as possible by implementing appropriate measures [14].  

To increase the resilience of manufacturing companies, it is the task of factory planners to adapt factory 
operations to current requirements of a VUCA world. Factory operations tasks include operating, steering, 
controlling and maintaining as well as other services [1,15]. This is becoming increasingly challenging for 
companies [16]. Measures to ensure future viability through resilience cannot be limited to one area of 
consideration within the company. For example, disruptions in the supply chain can be countered by various 
design objects such as expanding the supplier network or increasing inventory in the company's own 
production. Measures can therefore encompass every element of the entire value network, whether in 
production or logistics (prerequisite 2). The example also shows that measures often contradict themselves: 
With the help of inventory increases, resilience can be bought at the expense of resource efficiency and vice 
versa. Factory planners therefore need a precise understanding of their company's system in order to define 
measures according to their individual requirements. In conclusion, the selected measures must be aligned 
with the company's characteristics, which depend, for example, on the strategic company goals or the 
possibilities for action (prerequisite 3). In order for companies to be able to apply the measures to their 
system as easily as possible, measures must be described in concrete and practical terms (prerequisite 4). 
This task has become a demanding ongoing task for factory planners due to the increasing and challenging 
influences on manufacturing companies in a VUCA world, which force a permanent adaptation of the factory 
and factory operations [15]. 

In large companies, measures defined in factory planning projects are developed by an interdisciplinary 
project team with a wealth of experience and knowledge [1]. These are often accompanied by comprehensive 
changes, which are usually decided by the management. In large companies, the management is thus 
comprehensively supported by specialist planners in the definition of measures. This is not possible in SMEs, 
for example, due to fewer personnel resources and a lack of expertise. Another complicating factor is that 
the management of SMEs is usually busy with day-to-day business and not only lacks the detailed knowledge 
for these additional tasks, but also does not have the capacity to deal with them sufficiently [17]. As a result, 
there is a danger that SMEs will not recognise the influences from a VUCA world. Therefore, they will not 
correctly assess the consequences and resulting demands on their own company, or will not be able to adapt 
to the requirements in a targeted manner with the help of suitable measures. Consequently, this means that 
SMEs are not able to position themselves future viable in a VUCA world. However, for Germany as a 
production location dependent on SMEs, this is of great relevance [18]. It follows that SMEs need decision 
support for this task that can be applied at a low-threshold level, e.g. by implementation through a software 
product (prerequisite 5). In summary, the following requirements apply to decision support for SMEs to 
ensure their future viability in a VUCA world: 
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1. Increasing entrepreneurial resilience 

2. Taking into account the design fields of production and logistics 

3. Consideration of individual company characteristics 

4. Definition of concrete and practice-oriented measures for action 

5. Low-threshold applicability  

A literature review identified approaches that enable companies to become more resilient [6,19–25] in the 
face of influences from a VUCA world. Above all, the approaches to increasing resilience primarily describe 
organisational recommendations that are aimed at a strategic orientation of the companies and are 
consequently not very concrete. The table below compares approaches that include methods for increasing 
resilience not only at the organisational level and examines them with regard to the prerequisites listed above. 

Table 1: Overview of existing research approaches 

Research Approach Prerequisite 
1 2 3 4 5 

Triple R-Supply-Chain-Modell [6] x x   (x)   
World Class Manufacturing performance measurement [26] (x)   x (x)   
BEVUCA [27] (x)     (x)   
Resilience and Relocalisation [28] x (x)  (x)   
Measurement-Resilience Roadmap [29] x (x) (x)   
ERUC [30] (x) (x) x x x 
      

x fulfils 
(x) with restrictions 

 

The Triple R supply chain model [6] is a method for increasing the resilience of primarily the supply chain. 
Furthermore, although the model provides options for action, these are not concrete and are not geared to 
individual company characteristics, so that this must be done by the user. The World Class Manufacturing 
performance measurement [26] provides an approach for companies to strategically select best management 
practices depending on their specific needs in a VUCA world. However, it does not explicitly address 
resilience and the management practices are not concrete. BEVUCA [27] provides an approach to business 
excellence in a VUCA world by identifying success factors that can serve as orientation for companies. 
Though, concrete measures for action are not given and the requirements of resilience is not explicitly 
addressed. The approaches presented are management approaches with only little reference to practice. 
Moreover, none of the approaches offers a low-threshold application, e. g. through software or other support. 
In the study "Resilience and Relocalisation" [28], resilience in SMEs is analysed and recommendations for 
action are based on this. However, these are not described in a concrete and practice-oriented enough manner 
and do not take into account company-specific characteristics. In addition, although the area of logistics is 
examined immediately but production and the measures that can be taken here are not. The Measurement-
Resilience Roadmap [29] is a five-step procedure that supports companies in increasing the resilience of the 
supply chain according to their individual requirements; aspects of production are not taken into account. 
Concrete measures are not described, but are still to be developed by the SMEs themselves. ERUC [30] is a 
software-based decision support tool for selecting measures with which companies can increase their 
resilience according to their individual requirements. However, the tool can only be used to support ramp-
up management, which means that no measures are given in production and logistics over the entire factory 
life cycle. Measures for the preventive design of the production system against future-critical influences of 
a VUCA world are therefore not possible through ERUC and measures for improving entrepreneurial 
resilience are limited to the specific use case of a production ramp-up. 
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It becomes clear that so far, no approach exists that fulfils all the requirements identified and listed above. 
Above all, most approaches do not take into account the individual company characteristics and the low-
threshold application of the approaches, e. g. through software. In this context, low-threshold means that no 
prior knowledge is required for the application and no high time capacities are needed. SMEs in particular, 
as already explained, do not have the personnel capacities to derive concrete measures from the standardised 
approaches and to work out a future viable solution. 

2. Idea to close the research gap 

In order to close the research gap and provide SMEs with the necessary support in a VUCA world, a 
methodological approach is to be developed that fulfils prerequisites one to four. The procedure for this is 
described below in section 2.1. To ensure that prerequisite five is met, the method is to be made available to 
SMEs via a low-threshold AI-based software tool. The development of the software support is described in 
Section 2.2. Thus, an approach is presented below that closes the previously described research gap. 

2.1 Methodological approach 

Figure 1 illustrates the methodological approach that fulfils prerequisites one to four and forms the basis for 
the software solution. The approach is described in more detail in the following section. 

  
Figure 1: Methodological approach 

In order to meet the needs of a large number of SMEs with the approach, they should be able to model their 
production systems and individual system behaviour realistically through multi-method modelling in the 
subsequent software application. In order for this to be taken into account in the subsequent development of 
the software, the first step is to identify the elementary elements and effect relationships as components of 
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production systems. The smallest elements of a production system are located at the workplace level, such 
as operating resources or manual workplaces. This level of consideration is too detailed for the methodology 
to be applicable at a low level. A meaningful level of consideration for the project is the sub-area level with 
exemplary elements such as work systems. In order for the production system to be considered as part of the 
value network in a VUCA world, additional elements and effect relationships outside the system boundary 
must be added, such as suppliers or customers. To be able to model the behaviour of the production system 
realistically, the elements and effect relationships must also be parameterised. Relevant parameters for work 
systems are, for example, the scope of work or the number of operating resources. Additional information 
that is relevant for characterising the element or the effect relationships must also be acquired and 
parameterised, such as location information of the production system under consideration or its suppliers 
and customers. Anonymised data from industry partners are used to identify and parameterise the elements 
and effect relationships. 

Building on this, the next step is to outline the relevant development scenarios of a VUCA world with the 
help of scenario management in order to determine the resulting critical influences on the previously 
identified elements and effect relationships. For this purpose, the scenario fields to be analysed in the further 
project must first be defined and limited. Therefore, the value creation networks and the general political 
and social environment of SMEs are systematised as areas of influence that allow a structured search for 
influencing factors. Selected sectors in which SMEs are particularly strongly represented will be focussed 
on to achieve this. In the long term, however, the aim is to further develop the methodology so that it can be 
applied to production systems in all sectors. To subsequently determine the influencing factors, expert 
interviews will be conducted with industry representatives and SMEs. These are to be supplemented by a 
literature search. In order to reduce the number of influencing factors to be investigated to a manageable 
number, the critical factors for the future viability of an SME in a VUCA world are identified. For these, 
possible and realistic development scenarios are formed using historical data and supplementary expert 
interviews, which represent the critical influences on SMEs in a VUCA world.  

Determining the influences is a necessary step in order to be able to define ideal conditions for each element 
and each effect relationship. This must be done depending on possible company-specific configurations, 
such as economic, social or ecological company goals. For an element or effect relationship under 
consideration, several ideal states can therefore result for each influence. Requirements for the future viable 
design of the elements and effect relationships are then derived from the ideal states, for which specific 
measures can then be defined. For some requirements, measures already exist that can be compiled from the 
experience of past industrial projects and a supplementary literature research. All measures must be 
described in concrete terms. This means that the measure must include a concrete guideline for action as 
well as the required methodological knowledge. The measure "supplier management", for example, includes 
the procedure and relevant criteria for supplier evaluation as well as strategies for dealing with suppliers 
based on the evaluation results. The measures should also be systematised in a comparable way. This makes 
it possible to filter the generic catalogue of measures according to certain criteria, e.g. the scenario to be 
considered, the sector and the company goals. These filtered measures represent the recommendations for 
action tailored to the SMEs.  

2.2 Development of AI-based software tool 

In order to make this methodological approach available to SMEs in a low-threshold manner, it is to be 
transferred into an intuitively operated and on narrow AI-based software tool after conceptualisation. The 
software tool is composed of various self-learning algorithms, which each assume partial functionalities. 
Three basic requirements must be met for this: One, data describing the partial problems must be defined, 
provided and prepared. These are then also used to train and validate the AI. Two, the algorithms for the 
individual software functionalities must be programmed and three, these must be transferred into a software 
architecture. 
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Data is fundamental to the project and must be appropriately defined, provided and prepared for further use. 
The different requirements, e.g. in terms of scope or level of detail, for the data sets are to be defined 
depending on the individual partial problems of the research project. A data set consists of several data 
instances that are described by attributes. The individual attributes make it possible to describe the 
circumstances to be investigated with the software tool. For example, the development of the electricity price 
is to be forecast as a possible factor influencing companies in the VUCA world. For this purpose, all 
identified development-determining characteristics, such as gas price, concession fees or grid charges, must 
be combined as attributes into data instances. The decision on the number and relevance of the attributes is 
already relevant for the quality of the results of the later software tool. On the one hand, it is important to 
limit the attributes so that the algorithm does not become unnecessarily complex. On the other hand, no 
relevant attributes should be excluded in order to avoid exclusion bias. For the respective partial problems, 
different data are provided in each case. With the help of past geopolitical and economic data, the 
developments of the influencing factors can be described. In combination with anonymised industrial data, 
the influencing factors can be identified as future-critical and assigned to the relevant elements and effect 
relationships of the production systems. The historical geopolitical and economic data are available in 
sufficient quantity through public news agencies or authorities and the industrial data can be obtained from 
cooperating SMEs. Depending on the data quality, the facts to be described and the outcome, the data must 
be prepared differently. In any case, this includes data cleansing and evaluation, and in the case of self-
learning algorithms, standardisation and labelling depending on the type of training. 

The algorithms to be programmed should apply the methodology described in section 2.1 applicable for 
SMEs through functionalities in a software. In particular, the three functionalities of scenario building in a 
VUCA world, trouble shooting of the production systems and filtering of the action catalogues are to be 
realised. Scenario building from developments in a VUCA world serves to predict the relevant future-critical 
influences on the respective SMEs. The influencing factors identified during the creation of the methodology 
serve as the basis for scenario building. A forecasting algorithm, modelled on scenario management and 
based on current geopolitical and -economic information, describes the realistic future developments of the 
influencing factors. Since the algorithm works numerically, the influences must be parameterised. The 
developments of the influencing factors are grouped into influences affecting SMEs with the help of a 
grouping algorithm. A classifying algorithm is used to identify the influences that are critical for the future. 
During the software application, influences can become relevant with which the algorithm has not been 
trained. To ensure that these are nevertheless recognised and that scenario building remains applicable as a 
software functionality, this functionality is to be realised by a self-learning algorithm. Trouble shooting is 
used to allow the future-critical influences identified through scenario building to affect elements and effect 
relationships of the production systems and to identify resulting vulnerabilities. With the help of a classifying 
algorithm, the future-critical influences are assigned to the respective elements and effect relationships, 
which are defined as classes. This algorithm must also be self-learning so that it can still assign the influences 
to the correct elements and effect relationships during the software application that were not yet taken into 
account in the training phase. The model of the production system created by the user can be supplemented 
with the influence parameters on this basis. The prerequisite for this is that the model modules allow this 
addition through appropriate design and that the influencing parameters are systematised in a compatible 
manner. The vulnerabilities are then identified by simulation. They are valid for individual companies 
because the company-specific characteristics are taken into account through modelling and parameterisation 
of the production systems. The filtering of the measure catalogues serves to filter specific measures for the 
company-specific vulnerabilities of the elements and effect relationships from the previously defined 
generally valid and already defined measure catalogues. The filtering is to be realised with the help of a 
classifying self-learning algorithm that assigns the identified weak points to the specific measures, i.e. the 
classes, taking into account the filter criteria. Criteria to be considered in the filtering process include not 
only the design requirements for the elements and effect relationships, but also, for example, the economic, 
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social or ecological corporate goals. The algorithm must be self-learning so that specific measures in the 
software application can be identified even for vulnerabilities not taken into account during the training 
phase. The algorithms can be based on different techniques, e.g. k-Nearest-Neighbour or Support Vector 
Machine in order of classification. Depending on the data, the techniques that describe the respective 
circumstances realistically and generate the smallest possible bias must be determined. A decision on the 
technique to be used is therefore not meaningful in advance, but must be precisely selected during the 
implementation. 

The purpose of the software architecture is to develop the back- and frontend of the software. Development 
task of the backend is to integrate the previously described algorithms as software functionalities. During 
software application, it must be ensured that the algorithms are constantly fed with the latest data on 
developments in a VUCA world. Therefore, interfaces to data mining-based monitoring services such as 
Google Alerts, Awario or Mention have to be considered in the software architecture. Development of the 
frontend must succeed in making the software low-threshold to use. For this purpose, the user interfaces are 
to be designed intuitively according to the mock-up visualized in Figure 2 as a reference. For example, the 
elements and interdependencies required to describe the system behaviour must be transferred to a System 
Dynamics model in which the users can map their individual company structure via drag & drop. 

  
Figure 2: Mock-up of the possible front end of the software solution 

3. Challenges and action strategies 

For the project to be successful, the methodology described in section 2.1 must be valid and the development 
of the AI-based software support described in section 2.2 must be successful. The difficulty in developing 
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the methodology is to summarise all elements and effect relationships of different production systems in a 
generally valid way without neglecting relevant features. This is also relevant for the algorithms to be 
subsequently programmed in order to avoid over- or underfitting of the AI. By successively testing the 
defined elements and effect relationships for applicability, this potential source of error can be prevented as 
early as possible. The acquisition and preparation of reliable data is the greatest challenge for the realisation 
of AI-based software support. Section 2.2 describes in detail which data must be used and prepared in order 
to train the respective algorithms. The procurement of historical data is unproblematic due to their easy 
availability. The systematic processing and labelling of the data for the various algorithms, on the other hand, 
is time-consuming. Particularly the labelling of the data requires great care, as this determines the solution 
spaces of the classifying algorithms and has a corresponding influence on the recommended measures for 
SMEs. The labels must therefore be validated before training. Obtaining the industry data, on the other hand, 
is more challenging. Data sets of several SMEs per area of the production system are needed, which have 
been identified as elementary elements and effect relationships to describe the system behaviour. It is to be 
expected that the data quality as well as the quantitative availability of the required data sets is not sufficient 
in all SMEs for the project. For each of the data sets, data requirements lists are therefore to be defined, with 
which the quantitative and qualitative availability of the data in the SMEs is to be checked in advance. If 
individual data sets cannot be procured in sufficient quantity or quality, these areas of the production system 
are excluded from the horizon of consideration for the time being. As soon as data availability can also be 
ensured for these data sets, the methodology for the respective areas of the production system is to be further 
developed. The consideration of all design fields of production and logistics is an advantage of the project 
compared to other approaches and is therefore a unique characteristic that should not be neglected. One 
challenge in the application is that SMEs are comparatively sceptical about AI-based solutions. In order to 
counteract this, cooperating SMEs are involved in the project as early as possible, both through data 
procurement and through the validation of the interim results. On the one hand, this ensures the applicability 
of the methodology as well as the software tool in SMEs and, on the other hand, increases the willingness of 
SMEs to use it. 

4. Summary and outlook 

So far, there is no approach that offers companies adequate support to adapt to the influences of a VUCA 
world in a future-oriented way. This is a major challenge for SMEs in particular, which they find difficult to 
overcome due to a lack of resources and expertise. The method outlined above not only enables companies 
to recognise the requirements arising from a VUCA world, but also provides specific recommendations for 
action, for the future viable design of the respective production system. Future research activities of the 
Institute of Production Systems and Logistics (IFA) and GREAN GmbH will develop the valid methodology 
and transfer it into a low-threshold and AI-based software tool so that it can be ensured that the methodology 
is applicable for SMEs. 
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Abstract 

Numerous research papers have already demonstrated the theoretical benefits of matrix-structured assembly 
systems. Nevertheless, such assembly systems have hardly been used in practice so far. The main reason for 
this, apart from the technical integration, is the complexity of controlling matrix-structured assembly 
systems. In theory, decentralized, agent-based control architectures have proven to be particularly suitable. 
However, order release has been largely neglected so far. Accordingly, the authors' previous work includes 
a conceptual approach for capacity-oriented order release in matrix-structured assembly systems. This 
previous approach calculates possible sequences of an order and their capacity requirements on operation 
and system level considering both routing and sequence flexibility. Furthermore, by combining the possible 
sequences of released orders with orders to be released and comparing them with the available capacity, the 
previously suggested approach can systematically carry out capacity-oriented release decisions. However, 
the NP-hard problem arising from the consideration of all possible sequences in the capacity analysis limits 
the scalability and real-time capability of the former approach. The present paper aims to extend the 
previously developed approach. For this, before analysing any capacity implications in order release, a most 
likely sequence is selected. This is done by deriving possible paths of an order through the assembly system 
using the given sequences of operations from the assembly precedence graph. Selecting the path and that 
leads the shortest transportation time, the number of sequences for capacity analysis can be drastically 
reduced. Doing so, the NP-hardness of the previously developed approach can be circumvented. The paper 
describes the logic of path prediction in detail and evaluates its impact on order release. This work contributes 
to the practical realization and economic operation of matrix-structured assembly systems.  

Keywords 

Matrix-structured assembly systems; assembly control; multi-agent system; order release; simulation  

1. Introduction  

Matrix-structured assembly systems promise to reduce line balancing efforts in assembly planning and to 
facilitate the rapid integration of new products into existing production environments. For this purpose, the 
rigid linkage of assembly stations, as it is common in assembly line production, is eliminated in favour of 
assembly stations arranged in matrix form. This allows orders to take individual paths through the assembly 
system depending on their configuration features or the availability of assembly stations. Irrelevant or 
occupied assembly stations can be skipped. [1] The coordination and assignment of orders to assembly 
stations is handled by an assembly control system. [2] In general, assembly control refers to all actions and 
activities that directly affect the assembly system during its operation. The objectives of assembly control 
are the management of a proper flow of resources and materials, the optimization of capacity utilization, and 
the monitoring of assembly processes. [3,4]  
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In matrix-structured assembly systems, assembly control presents a particular challenge. This is caused by 
the consideration of flexibility of the assembly precedence graph as well as the redundancy and 
multifunctionality of assembly stations. The assembly control has to react to events such as malfunctions at 
short notice and is consequently dependent on real-time data from the assembly system. Literature suggests 
two architectures for the design of assembly control in matrix-structured assembly systems: centralized and 
decentralized. [4] The latter, which can be modelled with the help of multi-agent systems (MAS) [5–7], has 
been found to be more suitable in the present context [8] For example, BURGGRÄF et al., MAY et al. and 
MAYER et al. present agent-based assembly control systems for matrix-structured assembly systems. [2,9,10]  

One task of the assembly control is order release. Order release changes the status of an order from proposed 
to released and thus triggers the production process. [11] According to SCHÖNSLEBEN, this includes an 
evaluation of necessary and available capacities to process an order [11]. This capacity evaluation is a 
complex task in matrix-structured assembly systems. [12,13] Orders are reactively assigned to assembly 
stations while orders can take various different paths through the assembly system. Consequently, a 
deterministic prediction of a specific path and thus a general valid capacity evaluation is not possible. 
Instead, the capacity evaluation must anticipate and combine all possible sequences of orders already 
released with the possible sequences of orders yet to be released. [13] Based on this motivation, the authors 
presented a method for capacity-based order release in matrix-structured assembly systems in a previous 
paper. This former approach describes a capacity evaluation considering all possible operation sequences of 
released as well as to be released orders. However, this approach shows to NP-hardness (NP: non-
deterministic polynomial-time) and thus limitations in terms of scalability for larger problem instances. 
Accordingly, a suitable approach has to be found to address this deficit. [13] To this end, the present paper 
extends previous work on capacity-oriented order release in matrix-structured assembly systems. It suggests 
an approach to limit the sequences used in the capacity evaluation by processing possible paths and related 
transportation times. For this purpose, the preliminary work in the area of order release in matrix-structured 
assembly systems is first described and the shortcomings are shown. This is followed by a derivation, 
description and simulative evaluation of the solution approach. Hence, a concrete test case will be 
introduced. The paper concludes with a discussion as well as a summary of the results.  

2. Order release in matrix-structured assembly systems  

2.1 Shortcomings of agent-based assembly controls in multi-agent systems  

The known research work on assembly control has so far focused in particular on the core function of 
assembly control, i.e. assigning orders to the available assembly stations and triggering specific assembly 
operations at assembly stations. However, other essential functions of assembly control also include material 
supply, coordination of assembly personnel and order release. [13] Material supply in matrix-structured 
assembly systems has already been the subject of a wide range of research activities. [14–19] 

The coordination of the assembly personnel should be based on the assembly object and thus on the value 
creation process. Before taking a deeper look at the coordination of assembly personnel, it is therefore first 
necessary to examine assembly control with regard to order release. For the previous simulation studies, 
simplified approaches were used. For example, SCHÖNEMANN et al. provided a ConWIP-control, where 
orders are released in random order from an order pool to limit the number of orders in an assembly 
system.[20] BOCHMANN implemented an order release with Linear Programming, where orders are sorted 
by completion date. [21] MAYER et al. also present a ConWIP-control. [10,22] MAYER & ENDISCH use 
periodic order release [23], as do GÖPPERT et al. and HÜTTEMANN which both model order release as a 
stochastic process [24,25]. None of the known studies offers a detailed elaboration of order release to take 
into account short-term changes in capacity availability within the assembly system or the changes in the 
order pool. Nevertheless, different authors point out the relevance of order release. For example, MAYER et 

500



al. expect that by improving order release, more stable lead times can be achieved while reducing deadlocks 
of orders in the assembly system. [22] GRESCHKE also points out the necessity to consider order release as 
a part of assembly control and to design it in a combined way. [4] Only SCHUKAT et al. propose a conceptual 
approach for order release in matrix-structured assembly systems, hence it is detailed below. [13] 

2.2 Capacity-based order release in matrix-structured assembly systems  

In their previous work, the authors presented a methodology for order release for matrix-structured assembly 
systems. It is implemented as part of an agent-based assembly control by BURGGRÄF et al. [8] as separate 
order release agent (ORA) that specifically takes control of order release. To do so, the ORA communicates 
with a manager agent, which triggers the ORA. The ORA retrieves information from the environment and 
evaluates the system based on the available capacity. Once the capacity situation is evaluated, it 
communicates in case a suitable order for release was found.  

To evaluate the capacity situation of the assembly system and take release decisions, the ORA creates 
capacity profiles for each order already released and for each possible release candidate. A capacity profile 
describes the time-specific demand for assembly operations of an order. These are represented as a matrix, 
where each column represents a unit of time and each row represents the demand for an assembly operation 
as a binary variable. The number of columns covers the entire time horizon until the completion of an order. 
The sequence of assembly operations is based on the assembly precedence graph. A widely branched 
precedence graph offers more possibilities for different assembly sequences resulting in a higher number of 
capacity profiles per order. Thus, one capacity profile is created for every valid sequence of assembly 
operations for each order. Capacity profiles also present the current state of the job. Accordingly, orders with 
completed assembly operations have less capacity profiles than unprocessed orders while also having fever 
filled columns as the time horizon until completion is shorter. In order to keep calculations between matrices 
possible, the size of every capacity profile is stretched to the longest possible sequence in the system and 
filled with zeroes in time steps that exceed the actual demand for assembly operations.  

Each capacity profile thus reflects a possible load of the assembly system by an order. Since all assembly 
sequences and thus all capacity profiles can occur in reactive assembly control, all capacity profiles are still 
taken into account. In order to map the current capacity load of the assembly system, all combinations of the 
capacity profiles of the orders currently being processed are added up. This results in an operation- and time-
specific prediction of the system load. All these combinations are then extended with capacity profiles of 
unprocessed orders. Those so-called matched capacity profiles must be compared with the available 
processing capacity of the assembly system. The available processing capacity of one assembly station is 
described with a vector containing the operation-specific capability. By summing of those vectors, the 
overall processing capacity of the system can be described. The resulting vector describes the system supply. 
Now, for each time unit, the overall system supply can be compared column-wise with the matched capacity 
profiles. If the demand for a certain operation exceeds the available processing capacity, the matched 
capacity profiles is rejected. Nevertheless, a different matched capacity profile of the same order may be 
accepted. 

The non-rejected profiles or rather their unprocessed orders are then evaluated in terms of best capacity fit. 
For this purpose, these orders are initially distinguished exclusively by the assembly operations they contain. 
Identical assembly operations of an order are interpreted as identical products. Thus, these orders are equated 
at first. The capacity fit is the sum the free capacity of the system for all operations, calculated by subtracting 
the matched capacity profile from the available processing capacity over all time steps. The product which 
utilizes the system the most is then selected for further evaluation on order specific level. Here, a scored-
based decision considering due dates or expected profit is used to select a specific job for release. When no 
order was selected due to the overload constraint, no order is dispatched and the agent goes into standby.  
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2.3 Limitations of capacity evaluation regarding path planning 

The presented ORA as part of the assembly control provides a framework to perform release decisions based 
on current system information. Therefore, all released and waiting orders are considered with their potential 
sequences and capacity implications by the ORA. However, this leads to NP-hardness. If an additional order 
is considered, not only one further capacity profile is calculated. Instead, the matched capacity profiles are 
multiplied by the factor of the possible capacity profiles of the additional order. Thus, this profile 
combination scales exponentially when adding orders, but also operations or assembly stations. 
Consequently, it is expected that the approach fails for large problem instances. In order to circumvent the 
NP-hardness, SCHUKAT et al. suggested to reduce the number of capacity profiles e.g. by taking a limited 
number of randomly selected capacity profiles instead of calculating all capacity profiles. [13] However, this 
can lead to matching orders being excluded at random. Likewise, no linear scaling is achieved. In the 
following, a different approach will be introduced. To reduce the number of created and evaluated (matched) 
capacity profiles, possible operation sequences of orders are analyzed with respect to the resulting path 
through the assembly system. To do so, the transport times are estimated based on current routing algorithms 
of the order agent using the given sequences. This approach is further detailed in the next chapter. 

3. Approach 

3.1 Correlation of sequences and lead time 

Although it seems evident that the assembly sequence impacts the lead time, a statistical analysis was 
performed to prove the correlation between those. In a matrix-structured assembly system, a product can 
have multiple assembly sequences. Consequently, completed orders containing the same product may show 
different assembly sequences after being processed. Same applies for the paths that describe the actual route 
an order takes through an assembly system. If several assembly station offer the same operation, orders with 
the same sequences might face different paths through the system and visit different assembly stations.  

The lead time consists of three elements: working time, transport time and waiting time. The working time 
is the sum of all operation processing times at all stations that an order passes through. The transport time is 
the time that an order takes moving from one destination to another. The waiting time is the time an order 
spends waiting in queues at stations. While the working time for similar products remain the same, the 
waiting and transport time can vary depending on the chosen sequence and resulting path. The selection of 
the next assembly station is carried out by an order agent, considering real-time factors such as the estimated 
transport time to the available assembly stations. Besides the estimated transport time, the current waiting 
time at possible next assembly stations are taken into account. Depending on the strategy of an order agent, 
a shorter route to the next work station can be prioritized. However, to avoid long queues, longer routes 
might be accepted nevertheless. This lead to varying assembly sequences, depending on the current 
occupation and availability of the assembly stations. 

To conduct the analysis, a basic test case was simulated matrix-structured assembly system. The test case 
consists of 16 stations, one product type and 1000 orders. The product requires four operations that can result 
in 12 different sequences total. The simulation environment is a MAS containing an assembly control system 
based on the proposed model by BURGGRÄF et al. [8] While 12 sequences are theoretically possible for the 
given product, only 8 actually occurred in the simulation run. The frequency of occurrence of the sequences 
followed the Pareto principle with 20% of the sequences accounting for 80% of the jobs. It also has the 
lowest minimal transport time and generally the lowest quartile of all sequences and the lowest median 
transport time. Furthermore it has the lowest estimated impact on the transport time. This finding correlates 
with the logic of the assembly job agents as they try to choose operations in such a way that optimizes the 
potential transport time, while considering other factors as well. 
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These results highlight that the transport time and related path depends on the chosen sequence. Furthermore, 
the frequency of an individual assembly sequence correlates with the average transport time that results from 
a sequence. That means that an assembly sequence appears more frequent if it results in a lower average 
transport time. This matches the intuitive thought that the assembly sequence directly impacts the 
transportation time of a job. These findings can be used to develop a method to limit the sequences that are 
used to calculate the capacity profiles of the ORA. 

3.2 Approach for capacity profile limitation  

This work proposes selecting only one sequence for every job in the capacity profile generation by 
anticipating the estimated transport times. Selecting only one sequence means that no matter how many jobs 
are released in the system or how many different sequences are possible, it will always result in one capacity 
profile per product and order, and thus only one matched capacity profile being calculated for the release 
decision. Within this paper, the estimation of the transport time will be done using the routing algorithms of 
the agents. The routing algorithms already include the planning of a trajectory that an order can take to be 
transported between to assembly stations without crossing another assembly station directly. For every 
operation in a sequence, there is a certain number of assembly stations that can process that operation. Using 
the current location of the assembly job agent, the distance and resulting transport time to these stations can 
be calculated. One station will be selected according to a selection criterion and it will act as the origin 
coordinate for the next assembly operation. This process repeats for every assembly operation in a given 
sequence. The process can be summarized with the following steps: 

1. Retrieve all capable assembly stations for the first operation in the assembly sequence 
2. Take the current position of the job and calculate the transport time to all capable stations 
3. Select a station according to a selection criterion and use its position in the system as the next position of the 

job 
4. Add the transport time of the selected station to the sequence’s total transport time estimate 
5. Retrieve all capable assembly stations for the next operation  
6. Calculate the transport time to all capable stations using the updated position of the job and repeat the process 

until all operations of a sequence are accounted for 

This process is done for every job’s possible sequence. Once the transport time estimate has been calculated 
for every sequence, the algorithm selects the sequence with the lowest transport time estimate and passes it 
to the capacity profile generation. 

3.3 Transport time estimation 

Similar to branch and bound algorithms, the shortest path to complete an order does not necessarily result 
from always taking the shortest route to the next available assembly station. Thus, the criterion used to 
estimate the overall transport time is a crucial aspect. It should be noted that finding the shortest path in 
graph theory is called shortest path problem. To solve basic variation of this problem, there are multiple 
established algorithms such as Dijkstra’s algorithm. [26] In a dynamic environment, with additional 
constraints this problem becomes NP-hard and additional computational resources are required to solve this 
issue. As the matrix-structured assembly is a dynamic environment and additional constraints other than the 
transport time are considered in the routing of the agents, finding the actual smallest transport time becomes 
another NP-hard optimization problem. As the main goal of this approach is to circumvent the NP-hardness 
of the capacity profile creation and selection, creating another NP-hard problem contradicts the goal. 
Because of this, an estimation is chosen that doesn’t result in an NP-hard solution.  

The selection criterion consists of four calculated paths to avoid the issue that may result when only choosing 
the next assembly station showing the lowest transport time. The calculated paths are created with the help 
of all possible operation sequences from the assembly precedence graph, which are related to the assembly 
stations and layout of the assembly system. Accordingly, the capabilities of assembly stations are taken into 
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account. The first path is calculated by always choosing the station with the lowest transport time. The second 
path is calculated by always choosing the station with the highest transport time. The third and fourth paths 
are alternating between lowest and highest transport times. The third path starts with the station that has the 
shortest transport time and continues to alternate from there. The fourth path starts with the station that has 
the highest transport time and continues to alternate from there. This results in four calculated transport times 
for each sequence. These times are then added up for every sequence and then compared with each other. 
Afterwards, the sequence with the lowest sum of its four paths is used for the capacity profile calculation. 
Due to the dynamic behavior of the assembly system, it is crucial to consider the paths with potential higher 
transport times as they might become relevant in case of malfunctions and station breakdowns. In these 
situations, job agents may decide to take longer routes to avoid unnecessary waiting times. 

4. Evaluation  

4.1 Framework and Test case 

To evaluate the functionality of the proposed approach, a simulation-based comparison with the random 
profile selection was conducted. For this, the ORA was implemented in an evaluation environment. In 
general, an evaluation environment is defined as a technology platform that serves the purpose of validating 
methodologies, models and theories developed in innovation projects. By integrating these into a common 
environment, the acceptance of new approaches can be increased. An evaluation environment allows 
multiple stakeholders to gain a common understanding of a program and the evaluation process. [27,28] In 
the present context, an evaluation environment must include an agent-based assembly control for matrix-
structured assembly systems, provide an order pool, simulate the assembly processes, and also record all 
results and make them available for output. Such an evaluation environment was developed accordingly 
based on the logic for assembly control suggested by BURGGRÄF et al. [8] The evaluation environment was 
coded in TypeScript. It allows users to set specific production programs, assembly system configuration as 
well as export key figures after simulation.  

 
Figure 1: Assembly precedence graphs of Product A and Product B 

For this paper, the production program contains two fictional product namely Product A and Product B, each 
having its individual precedence graph. A total of 30 products is assembled per simulation run: 10 of 
Product A and 20 of Product B. Product A was also used for the statistical analysis of the transport times in 
Chapter 3.1. Product A requires operations 1, 2, 3 and 4 while Product B requires operations 1, 2 and 5. This 
results in a total processing time of 120 seconds for Product A and 100 seconds for Product B.  

 
Figure 2: Station layout 
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The assembly system configuration is defined by the layout, assembly stations as well as their capabilities. 
The layout shows a total of 16 stations, which are all arranged in a matrix form leaving space for 
transportation between the assembly stations. The distances in x and y direction are all equal for each 
neighboring station. The stations are fitted to carry out multiple operations with 8 stations being able to 
perform three different operations and the other 8 stations being able to carry out two operations. When a 
station switches between operations it requires a certain setup time to change the tools required. 

The key figure system was defined to quantitatively evaluate the behavior and impact of the ORA for each 
simulation run. The following key indicators for the test case were defined: 

§ Total assembly run time [s] 
§ Average lead time [s] 
§ Average transport time [s] 
§ Average waiting time [s] 

§ Total utilization rate [%] 
§ Percentage of waiting time [%] 
§ Percentage of processing time [%] 

4.2 Results 

To test the suggested approach, it was implemented and compared to the former approach for capacity-based 
order release in matrix-structured assembly systems. To circumvent the known shortcoming of the former 
approach, the generation of matched capacity profiles was limited using a threshold while creating capacity 
profiles randomly. In total, four simulation runs were analyzed. The used thresholds for the generation of 
matched capacity profiles were 1 (ORA-1), 50 (ORA-50) and 100(ORA-100). The newly suggested 
approach is referred to as ORA-P. The simulations were carried out on an Intel® Core™ i5-8600 6 core 
CPU at a base clock of 3.1 GHz and 8GB of RAM. The results are summarized in figure 3.  

 
Figure 3: Testing results 

The total assembly run time to process all orders for ORAP was slightly less compared to ORA-1 (~8%) and 
ORA-50 (~3%). For ORA-100, no effect can be seen. Using ORAP leads to decrease of average lead time 
per job by 9 seconds. The average transport time was about 6% slower for ORA-50, 4% for ORA-100 and 
2% for ORA-1 compared to ORAP. The most significant difference was found in the average waiting time. 
The ORAP outperformed the other simulation runs by 18-22%. Using ORAP the waiting time amounted for 
16% of the total time while for the other runs it was 20%. The percentage of the processing time on the total 
time also improved using ORAP from 50% to 52%. ORAP shows a higher total utilization rate of the 
assembly stations than ORA-1 and ORA-50 and about the same rate as ORA-100. Given the shown 
performance indicators, the results demonstrate an overall better performance using ORAP. 

5. Discussion and limitations 

In matrix-structured assembly systems with multifunctional assembly stations, it is not possible to predict 
the exact path of an order when using reactive assembly control. This is a challenge not only for the 
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determination of material supply positions, but also for the capacity evaluation of the order release. While 
the authors' previous work on capacity evaluation suggests considering all possible sequences, the transport 
time estimation approach developed in this paper allows limiting the sequences considered in capacity 
evaluation. By estimating the possible transport time through the average between four probable path finding 
methods, the approach determines exactly one sequence per order that can be used for the generation of the 
order’s capacity profile. The simulations performed indicate the ORA. The simulations indicate improved 
scalability, more consistent results and greater reproducibility, while significantly reducing the waiting times 
of orders at stations. Accordingly, the developed approach can be used as basis for further evaluation, 
improvement and additions to the ORA compared to the former approach. Furthermore, limiting the number 
of capacity profiles, the inherent NP-hardness of the previous research is addressed. This allows to test larger 
problem instances using an advanced order release logic.  

However, the presented approach is subject to the constraint that assembly control is designed to reduce 
transportation times. The current transport time estimation was only tested for a rather simple and consistent 
layout. Complex assembly layouts could lead to inaccurate predictions. Therefore, the developed profile 
limiting approach should be considered primarily as a prototype demonstration rather than an optimal 
solution.  

6. Summary and outlook  

This paper presents an approach to improve the capacity evaluation in order release for matrix-structured 
assembly systems. The approach determines one assembly sequences for each order that can be used to 
assess the capacity fit within order release. 

To show the potential of the suggested approach, it has been implemented in an evaluation environment 
containing an agent-based assembly control. It was compared to the former approach for capacity-oriented 
order release. For the former approach, random sequence selection was used to reduce the number of 
sequences and thus calculations. The simulation results show that newly developed approach outperforms 
the former approach, e.g. by a reduction of 20% of waiting time. However, with more random profiles being 
considered, this effect declines. Thus, it can be assumed that the random profile selection outperforms the 
suggested profile limiting approach if the number of random profiles selection covers almost all possible 
sequences. This can be explained with the nature of the random profile generation. As the number of matched 
capacity profiles increases, so does the probability that a combination leading to an optimal order release 
decision occurs. However, this still has the downside of requiring significantly more computational power.  

Further research should transfer the routing algorithms from assembly control into the path prediction. This 
potentially improves the transport time estimation and sequence selection. Consequently, the agent-based 
order will obtain better results, while maintaining its flexibility and real-time capability. Furthermore, the 
use of a deep neural network should be considered, as it can extract hidden features of the system and 
estimate path finding functions.  
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Abstract 

Originating in 2011, Industry 4.0 describes the digital revolution of industry and has since become a 
collective term for smart, mutable and data driven factories. During the last decade, systemic and methodical 
solutions were designed and implemented that enable corresponding data-driven use cases for producers. 
While an assessment of expectations around Industry 4.0 results in requirements within the domains of 
modifiability, connectivity, data and organisation for an IT-architecture, many such solutions are found to 
be violating essential requirements such as systemic flexibility and data-availability. Not only is this a 
relevant matter for architectural purists, but it highlights real problems that the industry is still facing while 
applying digitalisation measures in pursuit of Industry 4.0. 

While event-driven architectures go back to the design of modern operating systems, the emergence of 
powerful, resilient and cheap broker-technologies has risen the polarity of event-driven IT-architectures for 
businesses in the last decade. Many prominent manufacturers have since begun their transformation into an 
event-driven IT-architecture. Reasons for this architectural adaptation include exceptional data availability, 
resilience, scalability and especially data sovereignty. An assessment of event-driven IT-architecture’s 
properties and implications reveals an excellent fit for the architectural requirements of Industry 4.0. 

In this work, the subject of Industry 4.0 is analysed along with literature to derive a collective understanding 
of expectations from a factory implementing Industry 4.0. Subsequently, IT-architectural requirements are 
derived that describe an architecture capable of satisfying these expectations. Then event-driven IT-
architectures are analysed regarding their structural composition and capabilities. Finally, the fit of event-
driven IT-architecture is evaluated against the architectural requirements of Industry 4.0, discussing 
congruence and divergence. 

Keywords 

event-driven IT-architecture; EDA; Industry 4.0; Smart Factory; Digital Transformation 

1. Introduction 

Digitalisation in the producing industry offers a fertile ground for scientists, engineers and businesses alike, 
to shape and utilise digital technologies for the realisation of modern use cases and the generation of 
rewarding benefits in the competitive market. Origination in Germany, the term Industry 4.0 has since been 
adopted internationally to shape a common vision and describe the common goal of adapting digital 
technologies for a digitally enabled production. While many showcases of Industry 4.0 have been realised 
[1] and system providers offer a wide range of such product-integrated solutions, the overall progress of 
extensively beneficial digitalisation in real-life productions is, in experience, perceived as poor. 

From experience, the identified problem lies within the current approach towards digitalisation measures. A 
realistic approach to the grand showcase of Industry 4.0 often boils down to focused “lighthouse projects”, 
designed to address a specific digitalisation use case and increase the attractiveness for further measures. 
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Often these use cases do work as intended but do not integrate into the overall business landscape well, as 
their design was limited to the scope of a single application. Existing IT-architectures do usually not support 
a broad distribution of collected data. An alternative approach is the acquisition of a complex third-party 
system designed for a collection of specific use cases. From experience, those systems do indeed increase 
the extent of digitally enabled use cases (usually after a lengthy implementation phase) but do not solve the 
complexity of procedurally adapting to the ever-changing landscape due to new use cases as envisioned by 
Industry 4.0. While solving an acute problem by extensively incorporating complex third-party systems 
without the need for comprehensive technical expertise, the almost always associated dependency towards 
the vendor can be expected to hinder the long-term pursuit of Industry 4.0. 

The proposed solution to this problem lies in the architectural view of the communicated target: the pursuit 
of Industry 4.0 describes a data-driven system landscape that is open to adapting itself to new challenges. 
Instead of focusing on the realisation of specific use cases or the development of systemic solutions a more 
fundamental look at the IT-architectural design should be made. Considering the IT-architecture early in the 
development stage, allows for building a resilient digital base as a fertile ground for a flexible and business-
wide data-driven ecosystem. During research and industry projects event-driven IT-architectures were 
perceived to be a suitable match for the proposition, which is to be investigated. 

This investigation hence focuses on determining the match between traits of event-driven systems and the 
requirements of Industry 4.0. It aims to further answer the following research questions: Which goals and 
aspects are associated with Industry 4.0? What architectural requirements does Industry 4.0 place on 
information systems in companies? What properties and characteristics distinguish event-driven IT-
architectures in the context of producing companies? 

2. Methodology 

To determine the generally perceived definition and architectural requirements of Industry 4.0, extensive 
literature research was conducted on works taken from the platforms Science-Direct, IEEE, Google Scholar 
and the Library of RWTH Aachen University and their corresponding sub-references. The architectural 
requirements were consolidated using the qualitative content analysis by Mayring [2] and are clustered into 
related subjects analogous to the separation of concern method [3]. A second research iteration focused on 
more recent works from the last three years, to weigh-in a more recent understanding into the investigation. 

The analysis of event-driven IT-architecture was conducted similarly. The actual comparison was then 
carried out in pair-wise qualitative comparison of requirements and traits. The results are visualised in a 
matrix and rated along the dimension of fit using Harvey Balls. 

3. Digitalisation in the producing industry 

The investigation´s base lies in the analysis of Industry 4.0 and event-driven architectures. The following 
chapter describes the vision of Industry 4.0, as collected from various sources, an introduction to event-
driven architectures and a short overview of the current adaption trend regarding event-driven architectures. 

3.1 Vision of Industry 4.0 

The term Industry 4.0 has, since its emergence over one decade ago [4], been the main talking point around 
digitalisation in the production industry. The ex-ante declaration of the next industrial revolution not only 
delivered an orientation for development but also allowed a broad and mutable understanding of its actual, 
realised composition. Hence the vision of Industry 4.0 not only varies along advocates and representatives 
but was also shaped over time along the ideation of Industry 4.0 use cases. Therefore, such investigations 
need to compile a common understanding of Industry 4.0, as represented in literature and workings. 
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The vision of a digitalised and smart industry, namely Industry 4.0, was motivated in Germany by its 
economy’s urge to use digital developments around the turn of the millennium for faster-paced product 
development, a high degree of individualisation in production and a general increase of a production’s 
flexibility and decentralisation [5–7]. The subsequent vision of such a digitally enhanced production was 
first introduced in 2011 at the Hannover Messe under the title of Industry 4.0 as the working title of the 
academy for technical research called acatech [4]. With the foundation of the Platform Industry 4.0 in 2013 
the vision of the fourth industrial revolution was specified towards basic definitions, goals and first 
approaches [8]. This ex-ante specification offers by no means a handbook for digitally enhancing a 
production but can rather be interpreted as a marketing strategy, which is supposed to lay the foundation for 
a shared, target-oriented development [9]. Hence definitions and interpretations vary widely across pursuers. 

The general interpretation of the Platform Industry 4.0 defines Industry 4.0 as an “intelligent networking of 
machines and procedures within the industry enabled by information and communication technologies. 
There are many possibilities for companies to use intelligent networking” [5]. Additionally, the definition 
lists flexibility of production, changeable factories, customer-oriented solutions, optimised logistics, 
extensive usage of data and circular economies as exemplary realisations of Industry 4.0. Interpretations 
from other sources extend the term towards a demand-pull from the customer side and technology-push from 
the industrial side [7], a tautologic self-evidence by the sheer use of digital technologies in the industry [10], 
a completely new level of flexibility and automation [11] and an inclusion of technologic structures (as Big 
Data) or specific optimisation potentials [6]. These interpretations occasionally substantiate specific use 
cases encapsulated within the production’s domains. 

The term Industry 4.0 gained popularity in international research regarding digitalisation within the 
following five years of its origination [6,4]. Similar concepts like the Internet of Things (IoT) or the Industrial 
Internet offered anchors for discussion and joint research. The term Internet of Things describes an 
ecosystem of internet-based connected objects [12,13]. The term Industrial Internet describes the similarly 
declared IT-Revolution from the United States, which focuses on the whole product life cycle and 
connectivity-enabled products and services [12], in contrast to Industry 4.0’s machine and process focused 
approach. Overall, the investigation focuses on the definition of Platform Industry 4.0 since it focuses on the 
substantial connectivity of processes and endpoint in the producing industry. Core aspects are the general 
digitalisation and interconnectivity of IT-systems and processes in the value chain.While the interpretations 
of Industry 4.0 currently transform into tangible products, offered by prominent system providers in the 
production domain, the experienced state of digitalisation within the production does not meet the proposed 
vision. Complex system solutions not only increase the perceived complexity of the system solution but also 
hinder the users in the horizontal and vertical interconnectivity of a multitude of heterogeneous data sources 
and sinks. The presumed problem lies in the encapsulation of data within (third-party) systemic ecosystems 
that shift the required expertise from widely usable programming skills towards system-specific knowledge. 
Hence users, who try to bypass self-responsible digital development, end up configuring third-party systems 
and still have limited capabilities in flexibly manipulating the system for new needs. The result is reduced 
scope for self-determined, autonomous action and in the worst case a future vendor lock-in. 

In summary, Industry 4.0 aims towards more data-driven and modular approach to allow for incorporation 
of learnings and optimisation into an ever-changing landscape of technologies and use cases. The overall 
goal lies within optimisation and flexibility of processes and system-landscapes. 

3.2 Event-driven architectures 

The event-driven architecture (EDA) describes an architecture, in which its components communicate 
predominantly through the distribution of events and corresponding data payload. In contrast to a more 
procedural structure of conventional architectures motivated by synchronous business processes and 
hierarchies, the event-driven architecture relies on a broad distribution of domain-specific information in a 
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network of information producers and consumers. In short, any status change or yield of information caused 
by both real-life events and data transformation within systems is communicated and distributed as an 
addressee-agnostic (no need for a specific addressee) event. Consumers of events obtain these from a central 
hub (“broker”) instead of the source, which effectively decouples components in these kinds of architectures 
(compare Figure 1). [14–16] 

  
Figure 1: Schema of an event-driven architecture in comparison to process oriented procedures 

Event-driven architectures are usually deployed in complex systems with distributed functionality and a 
multitude of specialised domains. Hence, they historically became an integral part of modern operating 
systems and are a favoured design principle of complex software products, which are composed of numerous 
modular software components like prominent ERP- and ME-Systems [14]. Since the development of 
performant open-source brokerage systems in the last decade, like Apache Kafka and RabbitMQ, event-
driven architecture became easily adaptable on an enterprise level as a fundamental IT-architecture. 

3.3 Rising popularity of event-driven IT-architectures 

With the rising interest in digital solutions by conventional businesses and the emergence of e-commerce, 
IT-landscapes need to digitally represent and manage several modular business domains. This results in an 
increase in complexity of IT-landscapes, which in turn impedes their concurrent development and 
management [17,18]. With the development of high-performance event-brokers (also known as event-
streaming platforms), businesses started to adopt the event-driven principle as an IT-architecture to 
interconnect and manage business functionality implemented in distributed systems, services and 
applications [19,20,15,21]. Prominent representatives of event-driven IT-architectures are for example 
Netflix, Intel, Bosch, BMW and Tesla [22–26]. 

The application of event-driven IT-architectures in the producing industry consists of a manageable set of 
prominent producers, mainly in the automotive industry. Even though the producing industry with multiple 
business domains (such as planning, production and logistics) and “smartifiable” physical assets (such as 
machinery, sensors and material) possesses great potential for the adaptation of such an open data platform, 
in experience its actual spread is comparably low. The assumed problem lies in a combination of the 
complicated interdisciplinary field of technical and digital expertise, the deeply rooted system solutions that 
have historically evolved into a highly complex system and the rapid appearance of smart assets integrated 
into proprietary data ecosystems. To open the field for further research and workings into realisations of an 
event-driven smart factory, the actual architectural fit between Industry 4.0 and EDA is to be investigated. 

4. Investigation of the architectural match between Industry 4.0 and EDA 

This investigation aims to determine the architectural fit between event-driven IT-architectures and the 
requirements derived from the vision of Industry 4.0. Hence the architectural requirements of Industry 4.0 
and the traits of event-driven architectures are evaluated. This chapter presents the identified requirements 
of Industry 4.0, the traits of EDA and their corresponding match. 
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4.1 IT-architectural requirements of Industry 4.0 

A compilation of the investigated sources led to a general understanding of a common vision of Industry 4.0, 
as shown in 3.1. The central vision of Industry 4.0 lies within the extensive digital integration of processes 
and “things” both horizontally along the value stream & product life cycle and vertically across hierarchical 
IT-layers within the company [27]. 

The vertical integration describes the interconnectivity of low-level components as sensors and actuators, 
mid-level as control and management systems and high-level planning and business systems. Its goal is the 
improved transparency through different hierarchical layers, the availability of precises real time information 
in abstract business processes and the abolishment of layers of gateway systems that can impact data 
consistency. The motivation lies in direct availability of data, regardless of organisational structures, and the 
establishment of more extensive monitoring and analysis functionality to improve/optimise processes and 
manage the production’s rising complexity. [28–30] 

The horizontal integration describes the connectivity of business resources towards a value creation network 
[28]. The digital representation of machines, operating resources and products tie processes along the 
object’s life cycle and can span across company borders. The goal is data consistency and improved 
availability across the stages of development, production and servicing (incl. maintenance and diagnosis) 
[30]. The motivation spans from extensive transparency over forecastability to adaptability empowered by 
the usage of data. Hence the realisation of a fully integrated value creation network requires a horizontal 
integration of components, a vertical integration of IT layers and a broad adaptability of included systems 
and processes, to utilise data-driven learnings [30]. The result is often depicted as a digital and intelligent 
“smart factory”, which can digitally represent real-life states and information [31–33,4]. 

On a more precise level, a smart factory requires the real-time availability of data points across system 
domains, to enable use cases proposed under Industry 4.0 such as early warning systems, advanced planning 
and feedback loops [30]. A direct and responsive system design is of the essence, as it is vital for the 
continuous productivity of costly assets. The use case of predictive maintenance makes use of such readily 
available data to not only generate a measurable economic benefit, but also offers a foundation for data-
driven value creation [32,33]. Furthermore, the increasing amount of collected data and data-driven use cases 
raises questions about data usability, to actually generate a tangible use of vastly collected data [12,27]. A 
corresponding IT-architecture is hence not only required to reliably transport data but also be able to manage 
its usability via e.g. contextualisation [33]. 

Considering digital technologies such as cloud computing and the imminent growth of complexity due to 
increasing numbers of smart components, another requirement lies in the manageability of complexity by 
e.g. the domain-oriented divisibility of system components and functionality. This ability is identified to be 
a relevant factor for competitiveness [10]. The actual technological implementation is thought to be of lesser 
essence than the ability to individually offer suitable solutions for each functionality and still be able to 
manage the integration of several domains. 

At last, the proposed usage of data envisions a higher degree of automation [34], which with respect to 
complexity requires domain autonomy or more commonly a higher degree of decentralisation. Aged 
depictions envision automation layers which are doomed to be deprecated in light of intelligent and 
decentralised cyber-physical systems (CPS) [30]. Conservative layers of ERP and MES are replaced by a 
service-oriented network of decentralised and autonomous CPS [30]. By replacing the top-level, centralised 
intelligence with a more essential centralised understanding of shared data, the data-oriented components 
are more flexible and adaptable as envisioned by Industry 4.0 [35,30]. 

This investigation summarises the derived architectural requirements of Industry 4.0 into four categories, 
namely Change (architectural development and adaptability), Interconnectivity (of components), Data 
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(nature and usage of information) and Organisation (business organisational aspects). The results presented 
in Table 1 and are further described below. 

Table 1: Categorised requirements of Industry 4.0 toward IT-architectures 

Change Interconnectivity Data Organisation 

• Flexibility 
• Speed and agility 
• Complexity management 

and control 

• Openness and 
interoperability 

• Scalability 
• Downwards 

compatibility 
• IT-Security 

• Integration 
• Data consistency 
• Data-driven-ness 

(analytics and 
smart factory) 

• Globalisation and culture 
• Ergonomics and human-

machine-interaction (HMI) 
• Autonomy (production 

domains and smart factory) 

 

The category Change addresses the ability of a production to react to drastic changes in regional and global 
conditions due to accelerated technological progress. The IT-architecture must enable its components to 
adapt to new problems and potentials and hence promote flexibility in IT-systems and components. This 
requirement is often addressed in the context of Industry 4.0 but contrasts the experienced rigidity of big-
scale and complex system solutions, which promote inflexibility due to vendor lock-in. To allow 
incorporation of disruptive technological changes without disrupting the whole system, the IT-architecture 
must be agile enough, and to enable change efficiently, it must be able to do so quickly. This addresses the 
ability to conduct the more frequently expected change (preferably) independently and with manageable 
effort. Lastly, implemented changes should not have a significant impact on the overall complexity, which 
is addressed by appropriately managing and controlling complexity in the IT-architecture. This is to allow 
the sustainable development of the systemic landscape, without negatively affecting the ability to conduct 
change in the future. 

Interconnectivity addresses the full IT OT integration of production processes and systems to fully enable 
the digital landscape depicted by Industry 4.0. Most significantly this requires an overall openness (non-
proprietary and interfaceable) and interoperability (standardisable on at least a corporate level) of 
architectural components. This is to combat systemic data encapsulation which directly hinders the broad 
use of already captured data. Scalability addresses the resilience of interconnectivity with respect to change. 
This not only includes overcoming technical limitations, such as bandwidth but also allows for structural 
modularity promoting growth and continuous comprehensibility in the growing data space. This architectural 
requirement is tied to the downward compatibility of the whole system. The increasing interconnectivity 
must allow its components to be resistant to external changes. An overall identified fourth requirement 
regarding interconnectivity is the need for effective IT-security [12,36,30], which is (also in disregard of 
Industry 4.0) generally accepted as an underlying requirement for IT-architectures. The ever-increasing 
number of smart devices and hence endpoint increases the overall vulnerability of the network. 

The Data category comprises the heart of the data-driven vision of Industry 4.0. The overall integration 
describes the unification of information available in the company. This translates into ensuring the capturing 
and faultless distribution of relevant data. The requirement of data consistency then extends the integration 
with a unified distribution of data aided by structural organisation and contextualisation. This is intended to 
promote an overall consistency of the perceived data truth. Lastly, the actual usage of data is described in 
the data-drivenness of the components as a data sink (like analytics) or a part of the complex system (smart 
factory). The architecture should enable components to function data-driven and promote endpoint 
intelligence. 

The category Organisation offers an (business-)organisational view to the requirements of the IT-
architecture, which ties the technological and processual views regarding a company’s strategies and goals. 
More often companies pursuing digitalisation find themselves competing in a more globalised 
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environment. This requires the IT-architecture to be able to handle internationally distributed value chains 
and harmonisation of corporate culture (like varying processes and conventions) across multiple production 
sites. Furthermore, the enhanced digitalisation of oftentimes still manual processes needs to be able to allow 
for ergonomics for users and support for human interaction. Hence the architecture needs to be able to 
provide suitable endpoints and structuring to promote human interaction and manageability. The overall 
rising complexity and trend towards decentralisation need to be accompanied by an IT-architecturally 
enabled autonomy of production domains. Specifically, this describes a rejection of strictly hierarchical 
delegation mechanisms in favour of a self-determining role within an individually specifiable domain. 

In summary, Industry 4.0 requires IT-architectures to manage heterogeneity than forcing homogeneity more 
significantly, in prospect of anticipating changes in use cases and system-landscape. Specifically, this means 
that connectivity towards an open (independent) but common data truth, feeding decentralised intelligence, 
is of essence. This directly contrasts conservative IT-system oriented solutions, which favour system-
connectivity over data availability, effectively unifying data and systemic functionality. In short, Industry 
4.0 should not require the user to know, which specific system to connect to, to receive and use data. 

4.2 Traits of event-driven systems 

The investigation of the traits of event-driven systems allowed a compilation of characteristics and core 
properties regarding an IT-architecture. The identified features are listed in Table 2, based on [14], and 
further elaborated in 4.3 in comparison with Industry 4.0. 

Table 2: Features of event-driven architectures 

Structural features Functional features 
Central broker / middleware Publish-subscribe (or similar) principle 
Distributed system / multiple components Asynchronous communication 
Event-driven communication Decision-making at the sink (intelligent endpoints) 
Encapsulation and modularity  
Loose coupling  

 

Event-driven architectures, as described in 3.2, can be classified as distributed systems enabling service-
oriented functionality, which mainly borrows its traits from modular and encapsulated service-oriented 
architecture [37,38]. Its core features include a centralised broker (or redundant broker-cluster) that enables 
communication in the format of generally addressee-agnostic events which effectively decouples 
components of the network, analogous to event-driven software design [39,37,40]. The asynchronous 
nature of event-driven communication contrasts conservative request-response patterns not only by 
decoupling components but also increasing the availability of data towards the whole network (one-to-one 
vs. n to n) [14,41]. More often these architectures encourage a “smart endpoint, dumb pipes” philosophy 
which promotes autonomy across the participating domains [14]. By leveraging a standardised structure 
of events and topics, organisations can enforce domain-specific contextualisation and hence better 
usability due to congruence with domain-specific language [42,43]. 

From experience, these traits are found generally within specific IT-ecosystem within the IT-landscapes of 
producing companies, e.g. SAP [44], but not as an overall IT-architecture. Their benefits are hence mostly 
limited to development by the vendor, but not fully utilisable by producers. Thus, producers still need to 
either deploy synchronous interfaces between IT-system or predominantly commit to a vendor. EDA does 
hence mostly distinguish itself from common production IT-architectures, by decoupling the data from 
systemic functionality and creating an open, centralised data space within the producer’s influence. This not 
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only promotes data sovereignty for the producer, but also inverts the communication style towards reactive 
functionality, which promotes more flexible and manageable distributed components. 

4.3 Comparison of architectural requirements and traits of EDA 

To evaluate the suitability of event-driven IT-architecture regarding the architectural requirement of Industry 
4.0 the identified requirements are compared to the traits of event-driven systems. The features of EDA are 
evaluated towards each requirement as either irrelevant, relevant (contributing to/partial fulfilment of 
requirement) and significant (compliance/fulfilment of requirement) and presented in Table 3. 

Table 3: Examination of suitability of event-driven IT-architectures for Industry 4.0 

 Change Interconnectivity Data Organisation 
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Central broker / middleware 4 2 4 4 4 4 0 4 2 4 2 2 0 

Distributed system / multiple components 2 2 0 0 4 0 0 4 0 2 4 2 4 

Event-driven communication 0 4 0 4 4 4 0 4 2 4 2 0 2 

Encapsulation and modularity 4 2 4 2 4 2 0 2 0 0 0 0 4 

Loose coupling 4 2 4 4 4 0 2 0 0 2 0 0 4 

Publish-subscribe (or similar) principle 0 4 4 2 4 0 0 4 4 4 2 2 4 

Asynchronous communication 0 4 4 2 4 0 0 2 0 2 0 0 2 

Decision-making at the sink 4 2 2 0 4 0 0 2 0 4 0 0 4 

irrelevant 0 relevant 2 significant 4 

The centralised broker structure of the event-driven architecture effectively decouples systems via a 
centralised communication platform by separating systemic functionality from exchanged data. This greatly 
contributes to the flexibility and complexity of the systemic landscape by breaking (otherwise exponentially 
increasing) one-to-one interfaces and thus making systems replaceable. The centralised approach to data 
accessibility via a unified format addresses openness, downward compatibility, integration and data-driven-
ness. The available broker technologies often allow for clustering and replication which introduces 
scalability by design. 

The resulting distributed system landscape eases the division of functionality into specific domains which 
again promotes scalability (analogous to microservice-architectures [45]) but is also suitable to map a 
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distributed corporate structure in the context of globalisation. By distributing systemic functionality into 
domains, EDA increases overall autonomy and hence the overall integration by counteracting dominant 
systems enforcing proprietary frameworks. 

The eponymous event-driven communication replaces the conservative exchange of (mostly system-
specific) commands with the broadcasting of state changes and information yields. This greatly increases 
speed and agility, as system integrations can primarily occur without the adjustment of other systems. The 
unified language of centrally specified events immensely promotes openness and interoperability, 
scalability, downward compatibility and integration. The reactive nature of events (with attached payload) 
consumption inherently accounts for the data-drivenness of components. 

The ability for encapsulation and modularity within the system landscape greatly reduces 
interdependencies, which allows for the exchangeability of systemic functionalities. Hence flexibility, 
scalability and autonomy are supported. Complexity management and control are provided with the ability 
to maintain the system landscape more easily by purging deprecated functionality or conducting isolated 
testing. 

The loose coupling of components is achieved by merging the EDA features above and promotes the overall 
inter-independency. Independent components can conduct autonomy more easily and result in reduced 
complexity of the system landscape regarding managing dependencies. Hence loose coupling offers great 
flexibility and scalability while still allowing openness and interoperability via a central, common interface. 

The publish-subscribe (or similar) principle used in the exchange of events and the EDA-nature of 
asynchronous communication provides a lightweight mechanism to consume data without the need to 
cooperate with the producer. The communication allows both real-time reactions to new data and delayed 
consumption (without blocking the producer) making it a good contributor towards speed and agility, 
scalability and interface complexity management. Additionally, publish-subscribe provides a mechanism 
for a central data truth that is potentially consumable by every component, regardless of knowledge by the 
publisher, which promotes systemic integration, overall data consistency, data-drivenness and autonomy. 

The decision-making at the sink describes the decentralisation of intelligence towards the endpoint, as the 
broker by design does/should not execute business logic. This allows the broker to act as a simple distributor 
of data, unaffected by continuously changing business logic. Thus, the principle incorporates flexibility and 
the components’ data-drivenness and autonomy. Furthermore, the IT-architecture offers better scalability 
when the broker does not need to adapt business logic when scaling it into a cluster of brokers. 

EDA inherently does not address IT-security, as it focuses on reshaping the format of communication. This 
by no means does not result in event-driven systems being inherently insecure or hindering the 
implementation of a secure environment but rather emphasises the need to separately address IT-security 
measures (as common with other IT-architectures like Rami 4.0 and analogous to Porter and Heppelmann’s 
Capability Model for Smart, Connected Products). 

The introduction of event-driven IT-architectures is, by experience, coupled with the need for an active 
rethinking of established procedures and inter-domain cooperation, which generally complicates the 
adoption of pro-event-driven culture due to laggards and adversaries. The ergonomics and human interaction 
are not supported by EDA inherently but need to be addressed separately by incorporating adequate systemic 
endpoint solutions, which make use of the event-driven capabilities. 

In summary, EDA offers several traits suitable for the implementation of an IT-architecture covering the 
requirements of Industry 4.0. The not inherently filled demand for organisational architecture and IT-security 
do not revoke the overall suitability, but need to be addressed separately. The conclusion and the overall 
applicability of EDA as a solution for Industry 4.0 is discussed in more detail in the following chapter. 
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5. Conclusion and Outlook 

Overall, the investigation identifies a significant fit for event-driven IT-architecture to handle the 
architectural requirements of Industry 4.0. The shift from systemic ecosystems to an open data platform, 
which is strategically situated within a company’s sphere of power, delivers an excellent fit to fulfil Industry 
4.0’s requirements of extensive interconnectivity and data-driven decision-making. With an effective 
separation of connectivity/data and functionality, event-driven systems enable decoupling, modularity and 
scalability which increases the resilience and sustainable interoperability of the whole system in an ever-
evolving landscape of use cases, technologies and changing IT-systems. 

Still, issues such as IT-security and the immense shift in culture as well as human interaction need to be 
addressed separately, because event-driven architectures do not inherently offer a solution for these 
requirements. The demand for IT-security need be addressed by implementing an active authorisation 
management and technical solutions like SSL-certificates, ensuring trust in components, on top of existing 
broker technologies. Depending on the individual data-sensitivity, the implemented solution of an event-
driven IT-architecture should be considered regarding the rollout in cloud or on-premise solutions and the 
structure of broker clusters spanning sensitive domains. The shift in communication patterns, usually not 
intuitive in the context of systemic interconnection, would need to be addressed with active architecture 
management and education of stakeholders in the use of event-driven systems. The definition of a 
standardised stack of tools for interaction with the event-driven system can be key in ensuring HMI. 

In conclusion, these results emphasise the occurring trend of procedural transformation of productions into 
event-driven architectures by extensively incorporating technologies such as Apache Kafka and Solace 
PubSub+, as well as deployable building blocks in prominent cloud computing services. The overall 
perceptible trend from monoliths and complex third-party ecosystems towards distributed modular 
functionality and intelligent endpoints is well supported by such technologies. Crucially, their usage signals 
an evolving understanding of the data-driven nature on a more fundamental level and the need for a long-
lasting and manageable architectural base that enables growth along the future development of digital 
technologies. 

However, the incorporation of event-driven IT-architectures does not represent a fit-for-all solution in the 
prospect of Industry 4.0. By experience, the self-reliant management of such a data space requires know-
how in the design of data schemas and organisation of a corresponding change management. While suitable 
methods are already publicly available [46,42,43], the correct implementation and continuous pursuit still 
requires motivation and active confrontation by the producer. Without the goal of pursuing an individual IT-
strategy and hence conducting active architecture management, tackling Industry 4.0 with event-driven IT-
architectures will, just by itself, not be a beneficial solution. 

In prospect, future works on event-driven IT-architectures need to address the incorporation of unfulfilled 
architectural requirements, namely IT-security and support for organisational matching. Considering an 
adaption of IT-architectures, the nature of a centralised and contextualised data truth is expected to require 
the definition of a standardised event (data) model for each component to adhere to, to fully preserve the 
architectural advantages. For now, adaptors of this architecture are required to define such a model from 
scratch, which highly increases the effort in implementation and hinders especially small and medium 
enterprises from fully benefiting from this technological development. At last, organisations need to adapt 
to manage and develop these kinds of architectures. While software developers already successfully manage 
projects incorporating event-driven architectures, it is yet to be determined to what extent these procedures 
help in the corporate organisation of a large-scale IT-architecture across multiple technical domains. 
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Abstract 

The collaborative implementation of product-service systems is a promising field of action for the German 
mechanical engineering industry. Through the interaction in business ecosystems, mechanical engineering 
companies integrate complementary competencies and technologies from different actors into customer-
centric solutions, which satisfy customer needs to a greater extent. However, collaborative initiatives in 
business ecosystems often fail in operation or are not implemented at all. The main cause is a lack of 
cooperation capabilities among the cooperation partners. To solve this issue, this paper investigates how 
cooperation capabilities can be increased efficiently by interacting with neutral third parties in business 
ecosystems. Neutral third parties contribute to forming and preserving collaborative initiatives in business 
ecosystems and reduce transaction costs through their impartiality and specific domain knowledge. Even 
though the neutral third-party approach is discussed in theory, it has yet been poorly examined in practice. 
To develop a better understanding regarding the practical fields of application and the requirements for the 
implementation of the neutral third party approach in the context of mechanical engineering business 
ecosystems, 29 expert interviews have been conducted. The findings contribute to the transfer of the neutral 
third-party approach into practice and thus increase the success of a collaborative implementation of product-
service systems in business ecosystems. 

Keywords 

Business Administration; Digitalization / Industry 4.0; Business Ecosystem; Product-Service System 

1. Introduction 

The collaborative implementation of product-service systems (PSS) is a promising field of action for the 
German mechanical engineering industry, to enable growth in saturated markets and differentiation in global 
competition [1]. Through the interaction in business ecosystems, mechanical engineering companies 
integrate complementary competences and technologies from different actors into customer-centric 
solutions, which satisfy customer needs to a higher extent [2]. In addition, pooling resources in business 
ecosystems shares development risks and shortens time-to-market [3]. 

However, collaborative initiatives in business ecosystems often fail or are not implemented at all [3,4]. This 
phenomenon originates from conflicts that find their cause in the high technological and relational 
complexity as well as in extensive transaction costs of these collaborative initiatives [5–7]. The companies 
involved lack cooperation capabilities to efficiently manage these challenges in the phases of initiation, 
formation and operation [3,4,8]. Further, companies often do not recognize the missing cooperation 
capabilities or cannot develop them in a suitable time and cost frame [3,5]. 
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To solve this issue, this paper investigates how cooperation capabilities can be increased efficiently by 
interacting with neutral third parties in business ecosystems. This approach is based on the synthesis of the 
work of LUSH/NAMBISAN (2015) and DE JONG ET AL. (2013) Accordingly, neutral third parties contribute 
to forming and preserving collaborative initiatives in business ecosystems and reduce transaction costs 
through their impartiality and specific domain knowledge. [9,10] Although the neutral third-party approach 
is discussed in theory, it has yet been poorly examined in practice [9]. So far, in the context of the 
collaborative implementation of PSS in mechanical engineering business ecosystems, practical fields of 
application and requirements for implementing the neutral third-party approach are unclear [9,11]. To close 
the described research gaps and thus contribute to the transfer of the approach into practice, expert interviews 
are conducted, including both qualitative interview techniques and quantitative ratings. Guiding the research 
process, the following research questions (RQ) are formulated. 

RQ1: What are the fields of application for the neutral third-party approach in the context of the collaborative 
implementation of PSS in mechanical engineering business ecosystems? 

RQ2: Which requirements must be considered when implementing the neutral third-party approach in the 
collaborative implementation of PSS in mechanical engineering business ecosystems? 

The second chapter of this paper provides a brief overview of the theoretical foundations of the collaborative 
implementation of PSS in mechanical engineering business ecosystems, cooperation capabilities, and 
interaction with neutral third parties. In the third chapter, the research method is explained and justified. The 
findings of the expert interviews are presented and discussed in the fourth chapter. In the last chapter, a 
conclusion is drawn concerning the research objective, and finally, a research outlook is given. 

2. Theoretical foundations 

2.1 Collaborative implementation of PSS 

For German mechanical engineering companies, innovations are a key success factor to succeed in global 
competition [8]. Driven by the penetration of ICT in industry, implementing PSS represent a promising field 
of action to satisfy customer needs to a greater extent while significantly reducing imitability by competitors 
[3,12]. A PSS is considered a marketable combination of industrial products and services consisting of 
intelligent connected physical and digital components [13,14]. 

As innovation cycles become shorter and the competence requirements increase, a collaborative approach in 
business ecosystems that enables the integration of complementary competencies and technologies from 
different actors across industries becomes more and more necessary [8,15]. Business ecosystems are defined 
as networks consisting of different actors that must collaboratively interact to realize a value proposition in 
the customer's value chain [15]. In this context, modular combination and pooling are suitable approaches 
for integrating complementary competencies [16]. At the same time, cooperation forms with a more 
consensual coordination mechanism and a rather hierarchical coordination mechanism (e.g., by a focal 
company) are suitable for the collaborative implementation of PSS [15,17]. Government or public sector 
funding initiatives are not considered. 

2.2 Cooperation capabilities 

Although the discussion of cooperation capabilities has been rooted in the management and marketing 
literature since the late 1980s, a wide variety of concepts has emerged to describe the phenomenon of 
cooperation capabilities. Only KOHTAMÄKI ET AL. integrated the different approaches into one single 
concept. Accordingly, cooperation capabilities are to be considered in two forms. (1) As strategic or 
operational capabilities for coordination, structuring, strengthening ties, and learning in cooperations. (2) As 
a capability for reconfiguring the resources needed to meet cooperation objectives and sensing the need for 
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adaptation. The construct cooperation capabilities constitutes in processes and the competencies required for 
them. [11] This contribution follows the conceptualization of SCHMITT ET AL. (2022), which extends the 
previous work of KOHTAMÄKI ET AL. (2017) as described above by considering cooperation capabilities in 
the cooperation phases of initiation, formation, and operation [18]. 

Previous studies on cooperation capabilities are primarily empirical-quantitative, so that evidence is 
available, especially for antecedents (environmental, organizational, and relational conditions) for 
cooperation capabilities and their effect on cooperation performance [11]. Regarding the effect on 
cooperation performance, the literature states that there is a positive correlation between cooperation 
capabilities and collaboration quality as well as cooperation performance [19]. The processes and 
competencies constituting cooperation capabilities have been receiving less attention in research so far 
[5,11]. Furthermore, contextual information, such as the objective and framework conditions of 
cooperations, are rarely taken into account, even though they have a significant impact on collaboration and, 
thus, on the cooperation capabilities needed [11]. In this context, previous systematic literature reviews on 
collaborative implementation of PSS in business ecosystems fall short, as the underlying literature only 
considers segments of the research scope, and priorities regarding cooperation capability needs remain 
unclear [17,18]. 

2.3  Interaction with neutral third parties 

According to LUSH/NAMBISAN (2015) and DE JONG ET AL. (2013), the cooperation capabilities of partners 
in business ecosystems can be increased by interacting with neutral third parties. In this context, neutral third 
parties contribute to forming and preserving collaborative initiatives in business ecosystems and reduce 
transaction costs through their impartiality and specific domain knowledge. [9,10] The interaction with 
neutral third parties is considered a service transaction in a market relationship [9,18]. Neutral third parties 
are characterized as follows. Neutral third parties (1) are not engaged in relationships with cooperation 
partners that could compromise impartiality, (2) serve the consensual cooperation objectives and should 
therefore be selected and compensated by all cooperation partners, and (3) have a sufficient reputation as a 
trusted authority [9]. 

In the context of collaborative innovation, the roles of neutral third parties have so far only been discussed 
in theory, leaving the practical fields of application unclear [9,20]. The review of previous literature shows 
that neutral third parties can influence the initiation and application of structural and relational governance 
mechanisms and support collaborative innovation activities [9,20,21]. However, it is not understood which 
actor in the business ecosystem can take on the respective role of the neutral third party and how they fulfill 
this role [9]. Further, the literature mentions actors only by example (e.g., research institution, industry 
association, consultancy), without referring to suitable roles [22]. So far, requirements for implementing the 
neutral third-party approach have only been derived from theory; practical suitability has not yet been studied 
[18]. 

3. Research method 

To answer research questions RQ1 and RQ2, we chose expert interviews as appropriate research approach, 
as only fragmented information is available in the literature in the context of collaborative implementation 
of PSS in mechanical engineering business ecosystems [18]. With the aim of understanding the practical 
fields of application and requirements for the implementation of the neutral third party approach in the broad 
scope of consideration, 29 experts from companies of different sizes, industry segments and with varying 
levels of experience regarding the collaborative implementation of PSS were interviewed in Q3/2022 (Table 
1). We interviewed C-level executives, directors in R&D, product management (PM) and business 
development (BD) as well as project managers with experience in the study context. With a population size 
of more than 5000 and a confidence level of 90%, the sample size of 29 yields a confidence interval of 85%. 
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Table 1: Sample composition 

 
For the interviews, we used a semi-structured interview guideline, incorporating both qualitative interview 
techniques and quantitative ratings. A total of 1287 minutes of interview material was recorded and 
transcribed. To answer RQ1, interview participants were first asked about the main challenges of 
collaborative implementation of PSS. Building on these results, fields of application of the neutral third-
party approach were explored in terms of addressing the previously identified challenges. In line with the 
conceptualization of cooperation capabilities, processes underlying the challenges of collaborative 
implementation of PSS, their relevance, and fields of application of the neutral third-party approach were 
synthesized through qualitative content analysis based on MAYRING ET AL. (2014) [23]. In addition, a 
quantitative rating was conducted to rank industry demand for the neutral third-party approach. To answer 
RQ2, the practical application of the neutral third-party approach was discussed with the experts. Through 
qualitative content analysis, practical application challenges were identified and consolidated into fields of 
action. Building on these results, requirements for the practical implementation of the neutral third-party 
approach were derived. 

4. Findings and discussion 

4.1 Fields of application for the neutral third-party approach in the context of the collaborative 
implementation of PSS in mechanical engineering business ecosystems  

This chapter examines the practical challenges associated with the collaborative implementation of PSS in 
mechanical engineering business ecosystems. Building on this, we explore how these challenges can be 
overcome through interaction with neutral third parties. The practical challenges of collaborative 
implementation of PSS in business ecosystems and their relative importance are explained using the results 
of the quantitative study presented in Table 2. In the phases of initiation, formation, and operation, 16 
processes were identified that underlie the challenges mentioned by the experts. The results show that 
challenges are most frequently mentioned in the initiation phase (86%). More than half of the participants 
state challenges in the formation and operation phases. The processes identified and the associated challenges 
are presented in detail below. 

Table 2: Challenges of collaborative implementation of product-service systems in business ecosystems 

 
(A1) Creating a vision for a customer-centric solution that satisfies customer needs to a greater extent is the 
biggest obstacle to the initiation of collaboration in mechanical engineering ecosystems. When generating 
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ideas, companies tend to think predominantly in terms of the competence areas of their own products or 
services rather than thinking outside the box putting customer value at the core. Consequently, only 
subsystems are targeted; holistic optimization of the customer’s value creation processes is not achieved. In 
addition, companies lack the financial and human resources, as well as the risk appetite, to follow up on and 
launch these visionary initiatives beyond their competence area. (A3) The same challenges arise when 
convincing partners to participate in collaborative initiatives. (A2) Structuring value creation based on 
competency needs, market access, and incentivization is the key challenge in building viable business 
ecosystems. In this context, companies cannot develop an appropriate competency-building strategy (make, 
buy or collaborate) or position themselves because technology maturity levels and competence providers are 
often non-transparent, or opportunities and risks in the dynamic competitive environment cannot be 
anticipated adequately. However, most companies have a mindset problem. They prefer to implement 
solutions on their own or acquire and show little willingness to compromise when it comes to cooperation. 
(A4) The acquisition of information for identifying and evaluating potential partners is associated with high 
transaction costs. At the same time, evaluating the competencies of potential partners is difficult due to a 
lack of domain knowledge within the company’s own organization – especially when it comes to ICT. For 
this reason, the mechanical engineering industry often works only with partners with a relationship of trust 
based on a shared history. 

(B1) Insufficient understanding of legal frameworks and technical architectures that address the risk profile 
of the initiative, the appropriate handling of IP, and the flexibility requirements (due to the multiple 
commercialization opportunities of the company's contributions) inhibit the establishment of collaborations 
in the formation phase. This uncertainty about how to collaborate also means that potential partners cannot 
be convinced or that individual companies do not launch collaboration initiatives in the first place. (B2) 
Another challenge is to create a common understanding of the individual ambitions of the partners, the 
intended role, the associated benefits, and the common cooperation goal to ensure a win-win situation, 
especially when partners do not already know each other from previous relationships. This task is sometimes 
neglected, which leads to false expectations and, thus, conflicts. (B3) In addition, some collaborations do 
not materialize because the cost and duration of reaching a consensus is too high, or trust is lost during the 
negotiation of partner contributions and benefits. (B4) Due to the rather loose connections in business 
ecosystems and the associated lack of clear responsibilities or insufficient resources, the implementation 
planning is sometimes neglected, resulting in inefficiencies in the operational phase. Also, implementation 
cost and duration are underestimated. These misjudgments result from a lack of experience concerning the 
effort involved in the collaborative implementation of PSS. 

(C1) In some cases, the cooperation partners do not manage to design an efficient and effective operating 
model that suitably connects to the core organizations of the partners, so high transaction costs arise and 
time to market is compromised. (C2) At the same time, stakeholders are not sufficiently informed and 
involved, resulting in dropping employee motivation as well as low management support and insufficient 
resource allocation. In addition, conflicts sometimes arise due to different cultural approaches and quality 
perceptions, especially when the quality of the partners' contributions cannot be adequately assessed due to 
a lack of domain expertise. (C3) Critical situations arise not only in this context, but also when there is no 
structure for addressing and resolving conflicts. (C4) The collaborative development and implementation of 
the customer-centric solution is often not systematic, resulting in waste and slow overall progress. The 
cooperation partners lack the necessary methodological competence to synchronize the technical and 
business perspectives as well as the different technological domains. Similar to implementation planning, 
coordination activities are sometimes neglected due to the rather loose ties in business ecosystems. (C5) 
Without the continuous adaptation of the cooperation framework to new goals and customer solutions as 
well as changing partner configurations, conflicts arise as the relationship between partner-individual 
benefits and contributions gets out of balance. (C6) In addition, recognizing the need for reconfiguration in 
the dynamic, collaborative environment is challenging due to limited monitoring resources. (C7) Only one 
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of the experts states that the absence of a collaboration platform where partners can share their proprietary 
tools, technologies, and other resources increases redundancies and slows down development. 

In summary, challenges arise throughout all phases—initiation, formation, and operation. Consequently, all 
phases need to be studied in terms of the applicability of the neutral third-party approach. In line with the 
findings of the cross-industry studies by LINGENS ET AL. (2022) and PIDUN ET AL. (2020), the most 
significant challenges for successfully implementing collaborative initiatives in business ecosystems concern 
the initiation and formation phases [4,24]. Today, most collaborative initiatives in business ecosystems do 
not establish at all. If the operation phase is reached, collaborative initiatives in business ecosystems are 
more resilient. Difficulties in the operation phase are rather the slow implementation speeds and high 
transaction costs for coordinating collaboration. 

Building on the processes identified, fields of application for the neutral third-party approach contributing 
to overcoming the challenges associated with the processes are presented in the form of roles of neutral third 
parties. Table 3 provides an overview of the roles identified in the expert interviews. 

Table 3: Roles of neutral third parties in the context of the collaborative implementation of product-service systems in 
business ecosystems 

 
In the initiation phase, the visionary takes the initiative to create a vision for a customer-centric solution that 
satisfies customer needs to a greater extent, identifies suitable cooperation partners, and convinces the 
respective management of the initiative. In this way, the visionary undertakes the creation of a vision that 
goes beyond the competence areas of the respective products or services and follows up on the vision until 
the respective management is convinced. So far, it is unclear which actor can take on the role of the visionary, 
i.e., which actor has a deep understanding of the customer problem, the awareness of and access to 
complementary partners, as well as the required standing to convince respective management. At the same 
time, it is unclear how the actor is incentivized since he takes the initiative and is not initially commissioned 
for his service. The sparring partner addresses the same processes as the visionary but takes a supporting 
role. Therefore, the initiative and the drive must come from the company itself. The sparring partner supports 
the creation of the vision with impulses (e.g., from research), the search for suitable partners through its 
network and ensures a common language when convincing the respective management. Actors that can 
already take on this role today are, for example, research institutions or technology transfer centers. 
Furthermore, the technology expert supports the development of an appropriate competency-building 
strategy (make, buy or collaborate) through their specific domain knowledge. Activities include the selection 
of suitable technologies, the assessment of technology maturity level, the search for and evaluation of 
potential competence providers, and the support of companies in the sustainable development of in-house 
competencies. Lastly, the ecosystem maker (e.g., standardization organizations or industry associations) 
provides the platform for the definition of standards, thus promoting the establishment of ecosystems as 
scalable marketing opportunities arise. 

In the formation phase, the facilitator contributes to the formation of the collaborative initiative through 
mediation as well as an explanation of appropriate technical and legal frameworks for collaboration. 
Stressing the essential elements of the agreement and providing appropriate frameworks reduces the partners' 
uncertainty or fear of being deceived. Moderation and mediation contribute to effective consensus building 
by avoiding stalemate situations, enabling appropriate communication between the parties, and preventing 
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Facilitator

Benefit Assessor

Cooperation Mgmt. Support

Orchestrator

Mediator

Sparring Partner

Visionary

Ecosystem Maker

Technology Expert

A1-A4

A1-A4

A2, A4

A2

B1-B3

B2

C1-C4

C1-C4

C3

Role

Phase n=29

Processes (Challenges) Adressed

528



the emergence of distrust in negotiations. The benefit assessor (e.g., management consultancy) supports the 
decision of the management or the shareholders by objectively evaluating the benefits of the collaborative 
initiative through developing a business plan for the respective companies. 

In the operation phase, the cooperation management support assists partner monitoring and coordination, 
thus increasing implementation speed and reducing transaction costs. In doing so, the neutral third party 
ensures a systematic approach and contributes its methodological expertise and experience to the planning 
and synchronization of activities as well as to the design of the organizational model. In addition, it reduces 
friction in collaboration through mediation between cultures and stakeholders, e.g., through common 
language, as well as by identifying, addressing, and resolving conflicts early on based on impartial 
information about objective partner behavior and subjective partner satisfaction. The orchestrator has 
equivalent tasks to the cooperation management support but takes primary responsibility for them and is not 
just in the supporting role. Against this role, it is argued that in the collaborative implementation of PSS, the 
actor with the greatest relative benefit should be the orchestrator, as this actor has the greatest incentive for 
success. The mediator (e.g., legal advisor) is called in when conflicts arise with the task of resolving them 
out of court and avoiding stalemate situations. 

In total, nine potential fields of application of the neutral third-party approach in the context of the 
collaborative implementation of PSS in mechanical engineering business ecosystems were identified. 
Compared to the neutral third-party roles in existing literature, we identified three new roles—visionary, 
ecosystem maker, and benefit assessor. At the same time, experts did not mention the following four 
potentially suitable roles described in literature—(1) trust transfer to parties that lack a history of prior 
relationship, (2) provide trilateral governance if transaction is not worth drawing an extensive contract for, 
(3) reputation management and blocking exit for deviant parties, (4) timely and minimally-destructive 
relationship termination [9]. 

Overall, the relevance of the neutral third-party approach for increasing the collaboration quality and the 
cooperation performance is rated medium or better by about two-thirds of the interview participants (Table 
4). In rating the relevance as none, very low or low, it was argued that other factors were more important. 
At the same time, it can be assumed that the ranking is due to the fact that the approach is not yet established 
in practice and therefore lacks references. 

Table 4: Relevance of neutral third-party interaction for increasing collaboration quality and cooperation performance 

 

4.2 Requirements for the practical implementation of the neutral third party approach in the 
context of the collaborative implementation of PSS in mechanical engineering business 
ecosystems 

This chapter presents the fields of action identified, discussing the practical application of the neutral third-
party approach with the experts. Building on the results, we derive requirements to transfer the approach into 
practice or make it more accessible to practice. Figure 1 shows that the most frequently stated field of action 
is solution awareness (72%), followed by value transparency (62%). Problem awareness (38%), search and 
selection process (21%), as well as competency evaluation (21%), are mentioned less frequently. 

Solution awareness: So far, companies have individual ideas for fields of application for the neutral third-
party approach. However, they lack a complete overview of suitable fields of application, operationalizable 
role profiles (competence profiles, tasks, interaction type and intensity, transaction governance), and suitable 
actors that efficiently and effectively address the challenges of collaborative implementation of PSS. In 

None

Relative frequency of rating

10%

n=29

Very Low Low Medium High Very High

7% 17% 34% 24% 7%
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connection with this, it is not possible to identify suitable actors who qualify as neutral third parties, as 
concrete role profiles for actor evaluation are not available. 

 
Figure 1: Requirements for the practical implementation of the neutral third party approach in the context of the 

collaborative implementation of PSS in mechanical engineering business ecosystems 

Value transparency: Companies cannot assess in which cases it is reasonable to work with neutral third 
parties and in which cases it is not. This is because the value of interacting with neutral third parties is non-
transparent because there is a lack of sufficient understanding of the problem to be solved and the solution 
provided. If the added value cannot be made transparent, reservations such as "we don't need any help; we 
can do it ourselves" cannot be overcome. 

Problem awareness: Companies fail to recognize collaboration challenges in time or cannot assess the 
necessity for action because they often lack experience regarding the collaborative implementation of PSS. 

Search and selection process: If the effort to find and contract neutral third parties is too high, the approach 
will not be used. In this context, it is unclear what an efficient process looks like that is accepted by all 
cooperation partners so that the credibility of the neutral third party is not compromised. 

Competence Evaluation: The evaluation of the competence of the neutral third party prior to the delivery 
of knowledge-intensive services with a high degree of individualization and customer integration is difficult, 
which usually makes trust the deciding factor. Nevertheless, risks must be limited as far as possible. 

In summary, five fields of action were identified during the expert interviews, confirming the results of the 
literature synthesis by SCHMITT ET AL. (2022) in the context of the collaborative implementation of PSS in 
mechanical engineering business ecosystems and extending it by identifying the highest relevance of the 
fields of action "solution awareness" and "value transparency" [18]. Building on these results, four 
requirements for the practical implementation are derived. 

Identification of necessity for action: Support in identifying collaboration challenges and assessing the 
cooperation partner’s capabilities to manage these challenges. 

Ideal-typical role profiles: Operationalizable role profiles (competence profiles, tasks, interaction type and 
intensity, transaction governance) meeting the need for effectiveness and efficiency. Ideal types serve as a 
basis for evaluating current actors in terms of suitability for the respective neutral third-party role and, as an 
ideal type, serve as an orientation for existing as well as emerging actors seeking a neutral third-party role. 

Benefit analysis: Method for evaluating interaction with neutral third parties in the context of the demand 
holder to enable an informed make or buy decision as well as to contribute to the persuasion of the demand 
holder of the neutral third party approach. 

Efficient and effective search and selection process: Efficient and effective process accepted by all 
cooperation partners so that the credibility of the neutral third party is not compromised, including 
methodical guidance for evaluating the competence of neutral third parties in the selection process. 
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5. Conclusion and outlook 

This paper aims to develop a better understanding of the fields of application and the requirements for the 
practical implementation of the neutral third-party approach in the context of the collaborative 
implementation of PSS in mechanical engineering business ecosystems. Accordingly, it contributes to the 
transfer of the neutral third-party approach into practice and thus increases the success of collaborative 
initiatives in business ecosystems. This paper adds to existing research in three ways. First, the expert 
interviews show that challenges to the successful implementation of PSS in mechanical engineering business 
ecosystems arise throughout all phases—initiation, formation, and operation. However, the most significant 
challenges relate to the initiation and formation phases. Second, based on the challenges stated, nine potential 
fields of application for the neutral third-party approach were identified. That is three new fields of 
application compared to the existing literature. Third, discussing the practical implementation of the neutral 
third-party approach with the experts, four requirements for the practical implementation are derived. 

This investigation has a number of limitations opening up promising avenues for further research. The 
findings of this investigation are subject to the single respondent bias. In addition, since there is no clear 
indication of the composition of the population, it is questionable whether the sample’s composition is 
representative. Also, since the study is a point-in-time recording, the focus of the challenges may shift with 
the further emergence of collaborative implementation of PSS in business ecosystems. To address these 
deficits and strengthen the generalizability of the results, we suggest further qualitative and quantitative 
studies in the future. Since this study identified three new roles for neutral third parties using an inductive 
approach, we suggest a deductive approach to review them and potentially identify further ones. Finally, 
requirements for the practical implementation of the neutral third-party approach were derived based on the 
view of the cooperation partners. In order to secure a win-win situation for cooperation partners and neutral 
third parties, potential neutral third parties should be consulted in further investigations. 
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Abstract 

The advancing digitalization of production means that a large amount of data and information is being 
collected. Used correctly, these represent a significant competitive advantage. Decision support systems 
(DSS) can help to provide employees with the right information at the right time. Context-sensitive 
dashboards in the sense of decision support have the potential to provide employees on the shop floor with 
information according to their needs. Within the scope of this work, a framework for the determination of 
the context-sensitive information needs of the staff on the shop floor was developed. The goal was to reduce 
the development and adaptation effort of a context-sensitive application by classifying activities with similar 
information needs in advance. According to the methodology, the information needs of the employees are 
first analyzed and activities are summarized in terms of their general information needs. Subsequently, 
information needs are weighted in order to prioritize them with regard to the processing and selection of 
information. The context-sensitive dashboard was implemented using a user-centric approach to achieve a 
high level of user acceptance. Finally, the developed prototype, including architecture and design, was tested 
and evaluated by experts. Three scenarios were compared in which experts were asked to assess the 
information requirements for employees in production. These results were compared with the results of the 
framework. The comparison showed that for two of the three scenarios, the weighting determined in the 
framework matched the experts' assessments to a high degree. These general scenarios show that it is possible 
to generate context-sensitive dashboards based on demand using the developed framework. If the activities 
become more specific, it became apparent that further developments of the framework are necessary to cover 
the corresponding information needs. For this purpose, an iterative application to further scenarios and 
subsequent implementation in the framework seems to be purposeful. 
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1. Introduction 

The advancing digitalization of production means that a large amount of data and information is being 
collected. Used properly, these represent a significant competitive advantage. Decision support systems 
(DSS) can help to provide employees with the right information at the right time. Context-sensitive 
dashboards in the sense of decision support have the potential to provide employees on the shop floor with 
information according to their needs. 

First, we will discuss current developments for support on the production shopfloor. Based on this, we 
propose a framework that was developed for determining the context-sensitive information needs of staff on 
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the shop floor. The goal was to reduce the development and adaptation effort of a context-sensitive 
application by pre-classifying activities with similar information needs. According to the methodology, the 
information needs of the employees are first analyzed and activities are summarized in terms of their general 
information needs. Subsequently, the information needs are weighted to prioritize them with regard to the 
processing and selection of information. Afterwards, the context-sensitive dashboard was implemented using 
a user-centric approach to achieve a high level of user acceptance. Finally, the developed prototype, 
including architecture and design, was tested and evaluated by experts, validating the framework and 
concluding this paper. 

2. Recent Developments for Support on Production Shop Floor 

2.1 Decision Support Systems 

In a modern production environment, people, machines and products are networked via the internet and 
exchange information with each other. This is where DSS come in. Because the increased flexibility and 
dynamics in production mean that production processes need to be adaptable, DSS can enable that the right 
information is available to operators at the right time and in the right place. [1] 

The aim of such systems is to enable decision-makers to make decisions of the highest possible quality by 
collecting, processing, analyzing and providing information and data. To this end, large volumes of data can 
be processed automatically and visualized clearly for the user. Frequently, DSS do not offer the user just one 
solution, but compare several alternatives with regard to their advantages and disadvantages. [2] The 
advantage of an DSS that integrates humans into the decision-making process is particularly apparent in the 
presence of uncertainty and when no clear patterns in decision-making are apparent. In this case, human 
intelligence is superior to computers. [3] 

Common DSS used in almost every modern production facility include Manufacturing Execution Systems 
(MES) and Enterprise Resource Planning (ERP) systems. With the help of Manufacturing Execution 
Systems (MES), production processes can be planned and controlled and the material and information flow 
of production can be mapped. In contrast to MES, enterprise resource planning (ERP) systems operate at a 
lower level of detail over the medium and longer term. These systems are used to manage operational 
resources such as production equipment, personnel and capital. [4–6] 

Both ERP and MES are limited in their flexibility and data-driven process optimization for direct use as DSS 
on the shop floor [7]. For this reason, there are many different DSS designed to support specific activities 
and processes on the shop floor. Through smaller and more powerful devices connected via the Internet, 
ergonomics and the number of integrated functionalities is increasing. 

2.2 Dashbords 

On the shop floor, DSS are often used in conjunction with dashboards. These are divided into three different 
types: strategic, tactical and operational. Strategic dashboards can be used to monitor the company's progress 
towards strategic goals, whereas tactical dashboards are used to monitor progress and trends for all of an 
organization's strategic initiatives. Because this work focuses on operational dashboards they will be 
explained in more detail. Operational dashboards are dashboards used to monitor enterprise processes, 
activities, and complex events. Generally, the user interface provides daily or weekly updates or near real-
time charts and reports that illustrate the status of business and production processes. By using dashboards 
on a regular basis, problems can be identified early and actions can be taken. Because of their practical 
nature, they are not used at higher levels of the organization, but where the processes and activities take 
place. Like tactical dashboards, the narrow scope of operational dashboards requires detailed information 
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with strong analytical capabilities. In light of a dashboard's limited screen space and high level of 
specialization, operational dashboards in particular must be tailored to the needs of their target users. [8,7,9] 

2.3 Context-Sensitive Systems 

The generally accepted definition of context by DEY [10] is extended by ROSENBERGER et al. [11] to improve 
its applicability with respect to the industrial domain. The term context refers to any information that can be 
used to characterize an entity, its state, or its environmental situation, if the information is considered relevant 
for the interaction between user and application. An entity can be a person, a place, or a tangible object or 
intangible state, including the user and the application itself. [12,13] Context-sensitive systems are rarely 
used in industrial applications. Due to the increasing proliferation of mobile devices and wearables, systems 
with location recognition are increasingly used. [14,15] According to ALEXOPOULOUS et al. [16], successful 
architectures for context-aware applications in production should have the following common 
characteristics: 

1. multi-tier architectural approach that encapsulates features and functionalities. 
2. event-driven approach, due to the multiplicity of IoT-enabled devices  
3. context sensitivity should be supported by technologies such as ontologies and semantics. 

ROSENBERGER et al. [11] developed a process model for the development of context-sensitive systems for 
industrial applications. A cross-phase user-centered approach for context determination is presented, which 
combines tasks of the process definition and context determination phases. This is used as an orientation for 
later implementation in this thesis. A comprehensive overview of the use and research status of context-
sensitive systems can be found in PERERA et al. and HONG et al. [17,18]. 

3. Framework for Development of Context-Sensitive Dashboards 

ROSENBERGER et al. propose a general process model to develop context-sensitive systems [11]. It divides 
the analysis and design phase of context-aware systems into three stages: 

1. Activity determination: identification of activities to be supported by context-aware functionalities. 
2. Process definition: Determination of how the system should react to the occurrence of a context. 
3. Context determination 

Based on the general procedure for the development of context-sensitive systems presented above, a suitable 
procedure for this work is developed below. One of the main reasons for the high development effort of 
context-sensitive applications according to the framework from ROSENBERGER et al. is the individual 
consideration of individual activities. As described, production scenarios on the shop floor are becoming 
more dynamic, complex and subject to constant adaptation. On the one hand, this means that an increasing 
number of activities must be considered and analyzed individually. On the other hand, the increasing 
dynamics of production means that new activities occur that were not taken into account during the 
development of the original application. To update the application, the entire process model must be run 
through for the new activities.  

A major goal of this work is to reduce the effort required to create a context-sensitive application and thereby 
increase the benefit-to-expense ratio. To achieve this goal, a new process model is developed, shown in 
Figure 1. This model takes the approach of reducing the number of activities to be analyzed by grouping 
individual activities into classes that have the greatest possible degree of overlap in terms of system response 
and contexts. 
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Figure 1: Framework for developing context-sensitive dashboards 

After the definition of the scope (step 1), the information that is of interest to the shop floor personnel is 
classified (step 2). Subsequently, the activities occurring within the definition area are identified. These 
activities are analyzed and classified (step 3) with regard to their system response. In the case of the DSS 
acting passively here, the system response corresponds to the change in the displayed information or the 
information requirement of the personnel for the execution of the activity. In the following step, it is checked 
whether the selected classification is suitable for further development (step 4). This is the case if the 
intersection of the common information needs of the respective class is sufficiently large or the share of the 
activity-specific information needs is negligibly small. If this criterion is not met, the classification approach 
must be adjusted (step 3). This is followed by the weighting or prioritization of the relevance of the 
information needs (step 5). Relevance in this context means the significance of the information requirement 
for the shop floor personnel. On the one hand, the effect or the influence of the information, on the other 
hand, the probability of occurrence of the information need in dependence on the specific activity is 
considered. Finally, the contexts are assigned to the activity classes based on categories and validated (step 
6 and 7).  

4. Applying the Framework to the Production Shop Floor  

After presenting the general framework for the development of context-sensitve dashboards, it will now be 
operationalized to the production shop floor. For this, the steps referenced in Figure 2, which need 
operationalization will be described in detail. In the case of appliyng the framework to the shop floor the 
infromation needs from step 4 coincide with the classified information from step 2. The steps 4 and 7 
(determine information needs / validate contexts) are therefore excluded from the next subchapters. 
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4.1 Definition of Scope 

As shown in Figure 1, the first step is the definition of scope. The production shop floor will be the frame of 
reference for the application of the framework. In the following subchapters, a distinction is made between 
the direct areas (fabrication and assembly) and the indirect areas (logistics, maintenance and quality 
assurance). Also, production planning and control will be included as a separate area. Shop floor personnel 
refers to all persons who perform activities in these areas. 

According to the classification of dashboards described earlier, this work reffers to an operational dashboard. 
In this context, it is a passive DSS that clearly provides information for process monitoring and control. The 
individual needs of the user are to be fulfilled by real-time information to enable faster and high-quality 
decision-making. 

4.2 Classification of Information 

The second step according to the framework is the classification of information. As shown in Table 1, the 
general categories for information needs (context, performance, knowledge and communication) can be 
subdivided into more specific categories. Specific information from MES, ERP, and other data sources can 
be assigned to these categories in the implementation of the DSS.  

Table 1: Classification of information needs on the shop floor adapted from [19] 

General information needs # Specific information needs 

Context 1 Alarms, warnings, notices 

2 Order information 

3 Information about completed/planned orders 

4 Information about previous/future process steps 

5 Environment information 

6 Contact information of responsible persons 

Performance 7 Company related KPI 

8 Production line related KPI 

9 Process-related KPI 

10 Personnel-related KPI 

Knowledge 11 Detailed, interactive work steps/instructions 

12 Safety/health instructions 

13 Resource information 

14 Process improvement 

15 Documentation 

Communication 16 synchronous 

17 asynchronous 

4.3 Classification of Activities 

In the following, the various areas of the shop floor are examined in more detail and a suitable classification 
approach is sought for all the activities occurring there (cf. step 3 in Figure 1). For each of the six different 
areas, a classification approach is identified that can be used to group the activities into subcategories. These 
subcategories should be selected in such a way that they have as large an intersection as possible in terms of 
their information requirements, or that the amount of activity-specific information is negligibly small. Figure 
2 shows an overview of the different activities on the shop floor and their respective classification approach.  
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Figure 2: Classification of shop floor activities 

A suitable classification approach for fabrication and assembly activities can be the classification by different 
degrees of automation after [20]. The Level of Automation (LoA) within production is defined as the division 
of physical and cognitive tasks between humans and technology into a spectrum ranging from fully manual 
to fully automated. Each of these tasks can then be classified into seven levels, from fully manual control to 
fully automated. Both the degree of physical and cognitive assistance can thus be assessed on a common 
scale. In general, the need for information for shop floor personnel decreases with higher levels of 
automation. For the other shop floor activities, the classification can be seen in Figure 2. 

4.4 Weighting of information needs 

To enable the system to process and select which information is to be displayed prioritized in the specific 
case, a weighting of the various information needs is carried out for this purpose (cf. step 5 Figure 1). For 
each specific information need (criterion), a weighting factor (weight) !! is determined. This factor is usually 
set up to be between 0 and 1 on a cardinal scale. 

" !! = 1
"

!#$
   (1) 

% = number of criteria 

The weights can take on different functions, depending on the decision procedure. In this paper, the most 
common interpretation of the weighting factor is the relative importance of one criterion over the others. 
Since these weights are assigned subjectively, it is important to show the decision process towards them as 
transparently as possible. One goal is therefore to ensure that the weighting made is comprehensible and, 
can be adjusted without great effort. [21] 

Many methods for determining the weights can be found in the literature. The procedure used here is based 
on the Failure Mode and Effects Analysis (FMEA) [22,23]. Based on this methodology, the effect of specific 
information requirements on the shop floor is estimated. To make this assessment and weighting more 
consistent and comprehensible, the following four fundamental criteria are introduced: 

1. Occupational safety  

2. Product Quality 

3. Adherence to delivery dates 

4. Productivity 

538



These fundamental criteria cover the key risks on the shop floor and are weighted relative to each other. The 
calculation of the weight &% of the respective specific information requirement results as follows: 

&% =" '! ∗
"

!#$
	*!  (2) 

% = number of fundamental criteria 

'! = weight of the fundamental criterion 

*j = importance of error effect  

Regarding the importance of the error effect *!, weights from 1 (no impairment) to 10 (dangerous/illegal) 
are assigned. In the context of information needs, this weighting signifies how relevant specific information 
is to avoid errors or complying with the fundamental criteria. The probability of occurrence plays a role in 
the subsequent step, which is determined for the various defined activity classes of the respective specific 
information needs. This is done in the form of an argumentative approach, which enables a general 
estimation of the frequencies or probability of occurrence (equivalent to FMEA) of the information 
requirement. Since this assignment is carried out at a rather high level of abstraction and subjectively, a 
deficit of the classification approach arises at this point. For this reason, the weighting was designed in such 
a way that it is also possible to change certain weighting parameters retrospectively and to adapt them 
individually to the shop floor. In addition, due to the high degree of abstraction, specific activities may have 
information needs that deviate from their class, which cannot be covered by the classification scheme. To 
compensate for this deficit, a personalization function can be provided in the later application. Finally, the 
weights of the specific information needs are determined based on the effect of the information needs and 
the occurrence probabilities. Here, the weight of the specific information need is !", ! : 

!%,! =	&% + ,(.)%,! ∗ 	 $
∑ (!∗*(,)!,#$
!%&

  (3) 

&"  = effect of the information need 

,(.)",!  =  probability of occurrence of the specific information need 

Index i refers to the class of information need (e.g., order information, information about 
completed/scheduled orders, etc.), index j refers to the activity class (e.g., LoA 1, LoA 2, etc.). The second 
part of the formula includes the normalization of the absolute values, which results in the sum of all weights 
corresponding to an activity class 1.  

4.5 Definition of Context 

In this paper, the scheme of ROSENBERGER et al. is used, to classify context [11]. To better represent the 
industrial environment, the core categories user, environment and system are extended in this case by the 
specific categories information retrieval and pattern recognition. The relevant contexts for this work are 
depicted in Figure 3. 

 
Figure 3: Context model for shop floor personnel 
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5. Prototype and Validation 

With the developed framework, the specific information needs and weights were assessed. Additionally, a 
prototype dashboard was developed, using the underlying assumptions. For the validation, three different 
exemplary scenarios were considered in which experts for production assessed the information requirements. 
For this purpose, the various available information was to be sorted into a ranking order with regard to its 
relevance for the specific scenario. In each case, 17 application-specific pieces of information were listed 
for each scenario, which were to be ranked in terms of their relevance for the activity to be performed 
(prioritization from 1 to 17): 1 Information on dimensions and tolerances of the workpiece; 2 Information 
about follow-up order; 3 Information about previous production steps of the workpiece; 4 Note: Check filling 
level of cooling liquid; 5 Humidity of the environment; 6 Contact information of the person(s) responsible 
for the machine; 7 Averaged scrap rate of the entire production; 8 Overall equipment effectiveness OEE; 
9 Average cycle time of the process; 10 Personnel-related number of completed production orders; 
11 Detailed work instructions for the production of the workpiece; 12 Safety instructions: Wear safety 
goggles and gloves; 13 Set speed of the milling head; 14 Suggestion for process improvement: Second step 
of the instructions is misleading; 15 User manual of the milling machine; 16 Real-time support via video 
chat with production manager; 17 Text message from production manager about machine inspection the 
following day. Subsequently, this assessment was averaged and compared with the determined weights (see 
Figure 4). 

 
Figure 4: 1: Validation results for scenario 1,2 and 3 (corresponding bold numbers), model output for weighted 

infromation needs on top, results from expert questionaire on the bottom (boxplots, number of participants n = 8) 
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Scenario 1 involves a manufacturing activity on a milling machine in which no automation technology has 
been installed. Thus, the technology does not challenge the execution of the user's actions, nor does it take 
over parts of the control of the process (LoA 3). In Scenario 2, the milling machine has been upgraded and 
now has sensor and control technology that allows the process to be checked and corrected (LoA 6). In the 
third scenario, a maintenance activity is performed on the milling machine. 

The comparison of the results of the first two scenarios has shown that the weighting of the framework and 
the assessment of the production experts coincide to a high degree. Only a few specific information 
requirements differ significantly. This raises the question of whether the experts' assessment produces better 
results than the argumentative approach.  

The consideration of a maintenance activity has shown the limitations of the framework. Once activities 
become too specific, the generalized classification approach followed in the paper cannot cover all specific 
information needs. However, this shortcoming could be compensated by a personalization feature and 
iterative improvement through user feedback in the later application. 

6. Conclusion and Outlook 

This paper proposed a framework for the development of context-sensitive dashboards. It has been 
implemented as a prototype and validated through expert interviews. The comparison showed that for two 
of the three scenarios, the weighting determined in the framework matched the experts' assessments to a high 
degree. It must be said though, that the number of experts for validation was very limited (eight). By 
increasing the audience for validating the framework, the results shold be further analyzed. These general 
scenarios show that it is possible to generate context-sensitive dashboards based on demand using the 
developed framework. If the activities become more specific, it became apparent that further developments 
of the framework are necessary to cover the corresponding information needs. For this purpose, an iterative 
application to further scenarios and subsequent implementation in the framework seems to be purposeful. 
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Abstract 

Trends such as mass customization, changing customer preferences and resulting output fluctuations 
increasingly challenge the production industry. Mixed-model assembly lines are affected by the rising 
product variety, which ultimately leads to ascending cycle time spreads and efficiency losses. Matrix 
assembly addresses these challenges by decoupling workstations and dissolving cycle time constraints while 
maintaining the flow. Both matrix and line assembly are flow-based assembly structures characterized by 
assembly objects moving along the stations. In assembly system planning, competing assembly structures 
are developed and the one best meeting the use case’s requirements is selected for realization. During 
assessing requirements and selecting the superior assembly structure, the systematic consideration of 
flexibility is often not ensured within the planning approach. Therefore, a preferred assembly structure may 
not have the flexibility required for a use case. The systematic and data-driven assessment of required and 
provided flexibility in assembly system planning is necessary. 

This paper presents an assessment model that matches a use case’s requirements with the flexibility of flow-
based assembly structures based on production program and process data. On the one hand, requirements 
are defined by flexibility criteria that evaluate representative product mixes and process time heterogeneity. 
On the other hand, provided flexibility of flow-based assembly structures is assessed in a level-based 
classification. A method for comparing the requirements and the classification’s levels to prioritize assembly 
structures for application in a case is developed. The flexibility requirements and assembly structure of an 
exemplary use case are determined and discussed under the planning project’s insights to evaluate the 
developed model. This work contributes to the objective and data-driven selection of assembly structures by 
utilizing use case-specific data available during the phase of structural planning to meet flexibility 
requirements and ensure their consideration along the assembly planning process. 

Keywords 

Flexibility Assessment; Assembly System Planning; Matrix Assembly; Line Assembly; Flow-based 
Assembly; Flexibility Requirements 

1. Introduction 

Due to the increasing individualization, products are tailored precisely to customer needs. Companies use 
Mixed-Model Assembly Lines (MMAL) to manage the resulting product variety in production and to reduce 
investment risk [1]. These are used to manufacture a variety of products within one assembly system without 
the need for retooling [2]. Within the system, a uniform cycle time must be maintained, which is available 
for executing the processes in each station. Increasing product variety and the associated growth in station-
related process time heterogeneity result in rising cycle compensation times, which lead to efficiency losses 
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[3]. Even though significant measures are conducted to reduce cycle time spreads, MMAL are reaching the 
limits of their economic viability [4, 5]. Matrix assembly systems are an approach to simultaneously increase 
flexibility and efficiency of variant-rich assembly [4]. These combine the advantages of job-shop assembly 
regarding flexibility and of flow-line assembly regarding efficiency by dissolving the cycle time constraint 
and decoupling workstations. A flexible flow arises, wherein assembly objects take an individual path 
through the system [6], which is only limited by the product-specific priority sequence graph [7]. In this 
context, flexibility describes a system’s ability to reversibly adapt its processes to changing conditions within 
short time [8, 9]. Matrix and line assembly are summarized under flow-based assembly structures, which are 
characterized by moving assembly objects that pass through working stations according to the flow principle. 

So far, the industrial application of matrix assembly has been limited, although the concept is broadly 
discussed and tested in prototypes in practice. Companies’ lack of experience in the use and planning of 
matrix assembly systems and high planning complexity are possible reasons for the slow introduction [10]. 
Since matrix assembly emerged, companies increasingly face the question during assembly planning 
whether matrix assembly is better suited to their challenges than line assembly. Conventional assembly 
planning procedures mainly consist of four phases [11]. First, the planning task with its requirements and 
boundary conditions is defined. On this basis, one or multiple competing assembly structures are developed 
and examined in the concept phase of structural planning. The evaluation is based on a comparison under 
consideration of the requirements and objectives. The appropriate structure is selected and then concretized 
in the detailed planning. The result of the detailed planning is implemented in the system realization [12]. 

Within the requirement specification in the first phase, flexibility is often considered a subordinate factor 
and quantification of related objectives is difficult. In the absence of quantitatively specified flexibility 
requirements, matrix assembly structures cannot be objectively evaluated alongside those of line assembly, 
as it is flexibility that is a key driver of the adoption of a matrix assembly. Therefore, prior to capacity 
determination and performance simulation, a data-driven procedure is required to evaluate and select the 
appropriate assembly structures, considering flexibility of flow-based assembly. This paper presents an 
assessment model that analyzes process time and product mix data of a use case regarding flexibility 
requirements in order to prioritize flow-based assembly structure alternatives with respect to the best 
fulfillment. Hence, the research question of this paper is: “How can flexibility requirements from process 
time and product mix data be assessed and matched with flow-based assembly structures for prioritization?” 

2. Literature Review 

The presented approaches are part of the findings of a structured literature review conducted according to 
VOM BROCKE ET AL. [13]. Many approaches in literature address criteria for flexibility in certain domains 
[14-17] and VAN DE GINSTE ET AL. [18] undertake a review focusing on the definition of flexibility as well 
as corresponding criteria in assembly. The authors analyze scientific articles, from which the 15 most used 
criteria are extracted. The various criteria result primarily from each company defining flexibility for itself, 
making manufacturing flexibility challenging to summarize. The most frequently cited criteria are volume, 
routing, mix, machine and process flexibility. However, the presented criteria are partly similar, respectively 
redundant and build on each other. It remains unclear which flexibility criteria form a redundant-free set and 
comprehensively specify the requirements for an assembly structure during system planning. 

Several approaches elaborate structural relationships among the criteria and provide hierarchical 
organizations [17-19]. KOSTE AND MALHOTRA [19] propose a set of criteria for analyzing manufacturing 
flexibility and propose a hierarchy consisting of five successive tiers. These include the individual resource, 
shopfloor, plant, functional and strategic business unit tier. The lower tiers partly serve as enablers of the 
upper ones. It is required to determine which tier respectively criteria are most appropriate and form a 
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redundant-free, comprehensive set for the specification of the requirements while planning an assembly 
structure. Furthermore, it needs to be detailed how criteria are quantitatively assessed for structural planning. 

Several approaches for the criteria-based assessment of flexibility can be identified in the relevant literature 
[20-23]. ROGALSKI [22] provides an approach for evaluating quantity, product mix and expansion flexibility 
at different observation levels. The relevant limits of quantity flexibility are represented by the break-even 
point and the maximum capacity. Product mix flexibility describes the scope for adapting the production 
program and is calculated from the profit maximum based on the optimum production program and its 
average, product-specific deviation. To determine expansion flexibility, the break-even points of the various 
expansion alternatives and a defined target capacity are used. However, the three criteria considered do not 
cover all aspects relevant for structural planning, e.g. the introduction of new products. In addition, cost- or 
capacity-based approaches cannot be used for decision support while selecting the appropriate assembly 
structure, since cost rates and capacities are not known in the early planning phase of structure planning. 

SCHUH ET AL. [23] develop a key figure model for the evaluation of flexibility with regard to changes in 
output, variant mix and products. The basis of the evaluation is the hierarchical modeling of the production 
system by means of classes for work centers, lines, etc. provided by the key figure model. These contain the 
attributes required for the modeling and the functions for the flexibility calculation on the considered level. 
The requirements for the production system are described by means of user-defined reference scenarios. On 
this basis, the flexibilities are calculated by the functions per workstation and, building on this, for the higher 
levels. By means of the resulting quantitative key figures, different systems can be compared. However, for 
the application of indicator models like the presented, the assembly structure for modeling by means of 
classes must already be designed in detail. Thus, the procedure starts after the concept-defining phase of 
structure planning. Furthermore, only interlinked assembly structures in the form of workstations, segments 
etc. connected in parallel or in series can be modeled, and matrix configurations are excluded. 

From the review results, it can be concluded that existing cost and capacity-based approaches for flexibility 
assessment cannot be used for assembly structure planning since the required data is not available in this 
early planning stage. Additionally, approaches that require modeling a system’s structure are insufficient, 
since the structure is still unknown during assembly structure planning and modeling all potential structures 
is inefficient. Therefore, this paper aims to develop an assessment model that compares a use case’s 
requirements with the flexibility of flow-based assembly structures based on data available in the early stages 
of assembly planning. In this way, it contributes to the efficient and data-based evaluation, selection and 
planning of flow-based assembly structures from both a research and a practical perspective. 

3. Flexibility Assessment Model 

The flexibility assessment model is developed based on the literature review findings and under continuous 
reflection with a panel of assembly planning experts consisting of consortium partners of the research project 
AIMFREE. The user of the model specifies the flexibility requirements based on the defined criteria set using 
production program and process time data. The requirements are then assessed and compared with provided 
flexibility of flow-based assembly structures in a classification. The appropriate assembly structure 
alternatives for the analyzed use case are prioritized and design recommendations are derived. 

The experts confirmed that from the hierarchy of KOSTE AND MALHOTRA, the relevant criteria for the 
specification of requirements for the assembly structure are on the plant tier. Additionally, from the available 
data during the early planning stages, production program and process time data have been identified as 
beneficial for quantifying flexibility requirements using these criteria. Table 1 shows the data sets that are 
required for the specification of the flexibility requirements. Reference scenarios and their relations are 
included, each describing representative sequences of production programs for short-term and long-term 
change to model requirements over multiple periods. 
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Table 1: Flexibility criteria for the specification of requirements 

 
On the basis of the criteria and related data, the requirements and provided flexibility of assembly structure 
alternatives are compared. The alternatives that span the solution space of structure planning are provided in 
the classification for flow-based assembly structures in Table 2. The rows of the classification represent 
flexibility levels, each reflecting assembly structure alternatives. The levels are arranged according to 
increasing provided flexibility from the first level (low flexibility) to the highest (maximum flexibility). The 
columns of the classification contain the design dimensions of flow-based assembly structures, which 
comprise the essential components for structure planning. The cells contain characteristics that are assigned 
to the dimension of the column and are used in the level corresponding to the row. Thus, a level respectively 
an assembly structure alternative is composed of the combination of characteristics in a row. 

Table 2: Classification of flow-based assembly structures 
 Design dimensions 

Dimensionality 
of object routes 

Synchronization 
principle of time 

Mobility of the 
production resources 

Le
ve

ls 

1 

One-dimensional (Line) 
Uniform cycle time 

Stationary 
2 Moving 
3 

Average cycle time 

Stationary 
4 Moving 
5 

Two-dimensional (Matrix) 

Stationary 
6 Moving 
7 

Expected operation time 
Stationary 

8 Moving 
9 

Reaction to assembly progress 
Stationary 

10 Moving 
11 Expected operation time and 

reaction to assembly progress 
Stationary 

12 Moving 
 
The data are evaluated using statistical methods to determine the flexibility requirements. The analysis 
focuses on assessing the heterogeneity of the underlying data as a measure for the required flexibility. 
Accordingly, the more heterogeneous the values in the data, the higher the flexibility requirements of the 
use case. For this purpose, the normalized process time difference is considered for product and new product 
flexibility. For general, short-term and long-term product mix flexibility, the global mean value is determined 
for each criterion on a cross-process basis, as well as the local mean value, the standard deviation and the 
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minimum and maximum values on a process-specific basis. For volume and expansion flexibility, regression 
analyses are used for the development of the requirements over several periods. Discrete scales of the 
provided flexibility are defined with the experts for each design dimension of the classification as a function 
of the statistical key figures. Each graduation of the scales describes the provided flexibility of a dimension’s 
characteristics. Thus, narrowly defined graduations are assigned to the characteristics with low provided 
flexibility and broadly defined are assigned to those with high. On this basis, the characteristics are 
prioritized separately for each dimension. For this purpose, the necessary flexibility resulting from the 
specified requirements is compared with the provided flexibility defined by the decision rules in form of the 
functions. The generated prioritizations for each dimension are then aggregated into recommended assembly 
structures. In the following the assessment of the requirements and the comparison with flexibility of 
assembly structure alternatives is shown in detail for each criterion. 

Product flexibility examines the flexibility requirements that arises due to the process time heterogeneity 
between the product models. All models in the assembly system are compared with each other so that for 
each comparison between two, the relative difference of the individual process steps is calculated according 
to equation (1). 

!"#!,#,$%&' =	 |)!,#$%&	+	)',#$%&|
,-.()!,#$%&;)',#$%&)

		 ; 		"	 ≠ 	(             (1) 

!"#!,#,$%&' Relative process time difference between model i ϵ M and j ϵ M in process 
step p ϵ P 

)!,$%&' Process time of model i ϵ M in process step p ϵ P 
)#,$%&' Process time of model j ϵ M in process step p ϵ P 
M Models in the assembly system 
P Process steps of the assembly system 

 
A matrix is generated by applying equation (1) to all model comparisons and process steps. While the 
columns contain the process steps, the rows contain each comparison between two models. The larger the 
values in the matrix are, the more significant is the process time heterogeneity and therefore the flexibility 
requirement. Intervals are defined based on the values to determine the necessary degree of flexibility. On 
the other side, provided flexibility of the characteristics of each dimension in the classification is defined by 
thresholds resulting from the functions. This means that the more flexible a characteristic is, the larger are 
the corresponding thresholds. The characteristics and the linked thresholds are encoded to enable automated 
processing. Those codes are integer values representing the respective characteristic’s degree of flexibility. 
Therefore, the first level’s characteristic is linked to the lowest integer value and top the level’s to the highest 
one. The codes are then used to classify each matrix element reflecting the heterogeneity of the related 
process times. The elements are converted according to the intervals and assigned to one code. For each 
comparison between two models, i.e., each row of the matrix, the percentages of assignments to the codes 
are determined. Thereby each defined code holds a percentage regarding the considered model comparison. 
The percentages are accumulated, starting with the lowest degree of flexibility to the highest. Once the 
accumulated percentage exceeds a predefined threshold, the corresponding code respectively degree of 
flexibility is assigned to the model comparison. That leads to one degree of flexibility per model comparison 
and row. Based on that, the value of all model comparisons and therefore, the required degree of flexibility 
within the product flexibility is derived. 

The analysis of new product flexibility is conducted in analogy to product flexibility. However, within this 
criterion, the expected process steps of new products are compared with those of existing products. It is 
assumed that new products in an assembly system basically share some of the properties of existing products 
and can be compared regarding identical, deviating, additional and omitted process steps. For this purpose, 
a similarity analysis is conducted. If there are few changes in process steps necessary to assemble the new 
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product and if the process time heterogeneity is sufficiently low, the resulting flexibility requirement is 
minimal and vice versa. The latter condition is checked using a defined threshold. 

Product mix flexibility analyzes process time heterogeneity of representative general, short- and long-term 
product mixes. Within general product mix flexibility, process time heterogeneity within each representative 
product mix is examined. Process time mean values and standard deviations of each process step and within 
each product mix are calculated. Using those parameters, scatter ranges representing the required flexibility 
are derived. The upper and lower bounds of the scatter ranges are calculated according to equation (2). 

*$2!,$
3!43/6&7 	= 	+,$2!,$	 ±	.$2!,$             (2) 

*$2!,$
3!43/6&7 Upper/lower scatter range bound of process step p ϵ P in product mix 

scenario psi ϵ PS 
+,$2!,$	 Mean value of process step p ϵ P in product mix scenario psi ϵ PS 
.$2!,$ Standard deviation of process step p ϵ P in product mix scenario psi ϵ PS 
PS Representative product mix scenarios of the assembly system 

 
The larger the ranges and the more these spread around the cross-mix mean value MVpsi,p, the greater the 
process time heterogeneity and therefore, the flexibility requirements. Analog to product flexibility, 
thresholds are formed within the product mix flexibility to assign the scatter ranges to the assembly structure 
alternatives’ characteristics and their codes respectively. The thresholds are calculated as function of the 
cross-mix mean value and standard deviation. To evaluate the scatter ranges, they are compared with the 
thresholds of the intervals according to equations (3) and (4). 

*$2!,$3!43 	≤ 	083!43             (3) 
*$2!,$	6&7 ≥ 	086&7             (4) 

083!43/6&7 Upper/lower threshold of characteristic c ϵ C 
2 Characteristics of the assembly structure alternatives 

 
Equations (3) and (4) are checked for all characteristics, starting with lowest flexibility continuing to highest. 
A characteristic and the corresponding code are assigned once both inequations are fulfilled. Similar to 
product flexibility, a matrix is derived, which contains the assigned concepts in the form of their encoded 
values. The rows constitute the process steps while the columns comprise the representative product mixes. 
Each defined code holds a percentage regarding the considered mix comparison. The percentages are 
accumulated, starting with the lowest degree of flexibility to the highest analog to product flexibility. Once 
the accumulated percentage exceeds a predefined threshold, the corresponding code respectively degree of 
flexibility is assigned to the mix comparison. Based on that, the value of all mix comparisons and therefore, 
the required degree of flexibility within the general product mix flexibility is derived. 

Short- and long-term product mix flexibility examine process time heterogeneity considering the change 
between mix scenarios. On the one hand side, short-term product mix flexibility focuses on the short-term 
change from one production program to another, for example within a daily or weekly period. Long-term 
product mix flexibility considers trend changes in the program over the long time horizon, such as within 
years, and therefore considers two or more mixes in a row representing a trend. The criteria compare different 
representative product mixes analyzing the changes in location and size of the scatter ranges of mean value 
and standard deviation in each process step. Therefore, the differences of the process specific mean values 
and standard deviations are calculated using equations (5) and (6). To classify the determined values, 
intervals are defined and linked to the characteristics in the classification. Similar to the abovementioned 
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procedure, the determined values are assigned to the intervals. This results in matrices from which the 
flexibility requirements and the respective characteristics are derived. 

∆+,$2!,$2#,$
23&9:/6&;4 = <%=#(!,#+%=#(',#<

>?@A%=#(!,#;%=#(',#B
             (5) 

∆.$2!,$2#,$
23&9:/6&;4 = <C#(!,#+C#(',#<

>?@	(C#(!,#;C#(',#)
             (6) 

∆+,$2!,$2#,$
23&9:/6&;4 Difference between mean values of process step p in product mix scenarios 

psi and psj ϵ	PS 
∆.$2!,$2#,$

23&9:/6&;4 Difference between standard deviation of process step p in product mix 
scenario psi and psj ϵ	PS 

 
Volume and expansion flexibility are analyzed under consideration of output quantities since a system’s 
scalability is decisive. Several short- and long-term quantity scenarios can be taken into account to consider 
different market developments and corresponding flexibility requirements. While volume flexibility 
considers the ability to alter the output quantities in the short-term, expansion flexibility takes long-term 
variations into account. Using the output quantities and relations indicated in the input data, short-term and 
long-term scaling coefficients are generated using linear regression analysis. These coefficients are assigned 
to predefined intervals which correspond to characteristics in the classification and were identified analyzing 
use case data sets including experts’ experience. Depending on the use case, several output quantities can 
reflect different scenarios and therefore, several short- and long-term scaling coefficients. These are equally 
applied in determining the flexibility requirements of volume respectively expansion flexibility. 

As mentioned above, the characteristics of the assembly structures in the classification are associated with 
codes that reflect their degrees of flexibility. These codes are utilized within each flexibility criterion in order 
to prioritize the characteristics and thereby derive the criteria specific design recommendation. Thus, a 
common reference is provided to aggregate the results and derive the overall design recommendation on the 
basis of the criteria weighting. The characteristics prioritized in this way for the three dimensions form the 
recommended assembly structures respectively levels in the classification. 

4. Critical Reflection 

The assessment model has been embedded in a software application for use in industry projects and for 
evaluation with the expert panel of the research project AIMFREE. The software requires entering the input 
data of the considered use case. Based on that, the application automatically calculates and determines the 
flexibility requirements. From this, design recommendations for the assembly structure are derived. The 
assessment model has been applied to several use cases utilizing related data sets for evaluation and 
improvement purposes. 

In order to critically reflect and illustrate the application of the presented model in a practical context, the 
flexibility assessment and derivation of the design recommendation is exemplified by a use case that was 
carried out to verify the assessment model. The participating assembly planning experts knew neither the 
use case under consideration nor its implementation in reality and are therefore not biased. The use case of 
the aggregate manufacturer is characterized by many variants with partly high cycle compensation times, a 
highly seasonal order volume and a required annual output of 3,000 pieces. Concerning the mix of the two 
main models, a short-term change from 80/20 % to 20/80 % was defined as a requirement. In the following, 
the results of the application and the evaluation with the expert panel are presented focusing on the significant 
product and general product mix flexibility. The results of the assessment in Figure 1 and 2 show that the 
system consists of two segments characterized by different required flexibility. The left part of each figure 
refers to the first segment, whereas the right part refers to the second segment. 
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Figure 1 highlights that in the second segment, the heterogeneity between the models is much more 
distinctive than in the first one. Therefore, a one-dimensional assembly system with an average cycle time 
and mobile production resources results as a criteria-specific design recommendation for the first segment. 
For the second segment, highly flexible structure alternatives result as criteria-specific design 
recommendation from the high required flexibility. A similar result is achieved for general product mix 
flexibility in Figure 2. The figure shows that the scatter ranges in the first segment are significantly smaller 
than those in the second one. In addition to that, the scatter ranges are close to the cross-scenario mean value 
in the first segment, while the second ones are less centred and accordingly more heterogeneous. The 
aforementioned thresholds have been established in Figure 2 in the form of horizontal lines representing the 
comparison of required and provided flexibility. Due to that, for the first segment, a one-dimensional 
assembly system with uniform cycle time and mobile production resources results as a criteria-specific 
design recommendation. For the second segment, a two-dimensional control-based assembly system with 
mobile production resources follows as a criteria-specific design recommendation. 

Before the application of the assessment model, the expert panel manually analyzed the requirements and 
data of the use case coming to the conclusion that segmenting the assembly system into two sequential sub-
systems is promising as those strongly differ in terms of required flexibility. The experts considered a 
clocked assembly line appropriate for the first segment and a flexible respectively matrix assembly structure 
for the second one. This consideration was kept secret while applying the assessment model to the use case 
to later compare the results. In summary, the application of the assessment model delivered a similar design 
recommendation as the assembly planning experts but additionally provided a rationale using the assessment 
results. By doing so, the segmentation point between the segments was confirmed. 

During the application of the assessment model for evaluation, it became evident to the supervising experts 
that especially the quantitative assessment of the flexibility requirements proved to be of significant help for 
structure planning. The objective connection between available production planning data and the derived 
recommendation strongly supported transparency of the prioritization of alternatives and related decision-
making. The comments of the experts proved that utilizing the assessment model focuses the discussion on 
the most relevant aspects for planning an assembly structure. The model delivers appropriate as well as 
valuable recommendations efficiently since for generating a similar recommendation result, only a fraction 
of the time compared to the manual approach of the experts was required. 

5. Conclusion and Outlook 

Given increasing cycle time spreads and efficiency losses, assembly planners face the challenges of 
developing alternatives to conventional line assembly that enable flexible and at the same time efficient 
production. The decoupling of workstations and dissolving the cycle time constraint within matrix assembly 
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systems has the potential to overcome these challenges. Thus, the presented work focuses on developing an 
assessment model for the requirement-led planning of flow-based assembly structures. The model enables 
the planner to determine the use case-specific flexibility requirements based on data and efficiently prioritize 
respectively select the appropriate assembly structures for further consideration in the further planning stages 
of capacity planning and performance simulation. An interdisciplinary panel of experts accompanied the 
model development and evaluation underlining the benefits of the practical application in industry use cases. 
The evaluation confirmed the advantageousness of the assessment model in comparison to existing and 
manual approaches underlining the gain in efficiency and transparency when it comes to the data-driven 
specification of flexibility criteria and determination of the appropriate assembly structures. During the 
reflection, further research questions and potential extensions were identified. Additional research is 
beneficial in the sensitivity analysis of the parameters and interval values included in the model. Moreover, 
the integration of the model into a fully comprehensive assembly planning procedure is advantageous. 
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Abstract 

In linear economy, the growing wealth in the world is linked to a growing resource consumption and 
greenhouse gas emission. This results in a shortage of primary resources, environmental destruction through 
resource extraction, and global warming. A high productivity of the manufacturing industry, overcapacities 
and a decrease in the value of existing products intensify this situation. Circular economy offers resource-
efficient value addition by multiple utilization of resources. One challenge in this form of value creation is 
the duration of reconditioning processes and the lack of product innovation in reconditioned products. To 
bring products back to the market as quickly as possible, the method of Re-Assembly is introduced and 
focused in this paper. Re-Assembly can be defined as reconditioning old products into new or higher-valued 
products, by assembling new or remanufactured parts and components after disassembly. However, 
manufacturing companies face difficulties in industrialization of such methods. In practice, one of the biggest 
challenges is the mid- and long-term planning of the reconditioning process. Due to uncertainties in the 
quality and quantity of the returning end-of-life products the resulting reconditioning process is challenging 
to predict in terms of process time and production costs. To encounter this, this paper presents a concept for 
sales and resource planning in the context of Re-Assembly. In the first step the uncertainties for the long 
term production planning and the resulting data requirements are identified. Based on this, a concept for 
sales and resource planning is presented. The approach is based on the Internet of Production reference 
framework and includes data from the whole product lifecycle. As the area of application, the automotive 
industry is chosen as it is the largest manufacturing industry in Germany and already leading in the recording 
of usage data of their products.  

Keywords 

Production Planning; Sales Planning; Circular Economy; Re-Assembly; Internet of Production 

1. Introduction 

Since the beginning of industrialization, raw materials have been consumed to produce products that are 
disposed at the end of their life. Among other things, this causes environmental pollution and biodiversity 
loss. In addition to these threatening aspects, this linear economy leads to many social problems such as land 
displacement and forced relocation of the population. [1] The circular economy seeks to counter the 
challenges of linear economy and bring the economic system into a cycle by decoupling economic growth 
from finite resources and returning used products to the user cycle. It also aims to use renewable energy, 
minimize toxic chemicals, and eliminate produced waste. [2] In order to reuse products that have already 
been disposed, strategies have been developed that can be summarized in a so-called 9R Framework. This 
framework includes strategies such as reuse, remanufacturing and recycling. One of the central strategies is 
remanufacturing, which is characterized by an extended value creation opportunity and at the same time is 
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more resource-efficient than recycling [3,4]. For the automotive industry, remanufacturing offers the 
possibility of attractive product differentiation in an already competitive and saturated market. Several 
Original Equipment Manufacturers (OEM) are already using the remanufacturing method to recondition 
spare parts and offer them as an alternative to newly produced spare parts [2]. Completely remanufactured 
vehicles have not been offered in large quantities yet. This is due to challenges associated with the transition 
to the circular economy and remanufacturing-specific uncertainties. Remanufacturing is characterized by 
various uncertainties, for example in the quality and availability of the cores as well as the processes needed 
for the reconditioning, that complicates the resource planning in particular [5]. Also the sales planning is 
facing new challenges for example product cannibalization, which means the drop in sales of a product that 
results from the introduction of a remanufactured product from the same company, brand or product line [6]. 

To enable the remanufacturing of complete vehicles, a new type of remanufacturing the Re-Assembly is 
introduced in this paper. In the following chapter related literature from the sales and resource planning in 
remanufacturing is presented and research gaps are identified. Chapter 4 presents the concept for a databased 
and integrated sales and resource planning for the remanufacturing industry using the reference architecture 
of the Internet of Production (IoP). 

2. Theoretical Background 

In the circular economy technological processes are differentiated in the R-Strategies such as recycling or 
remanufacturing. A broad variety of definitions for these strategies ranging from four to nine different 
methods is given in the literature. KIRCHHERR ET AL. give an overview of different definitions of these 
strategies and the circular economy [3]. The strategies differentiate in their circularity as well as in the 
possible innovation of the reconditioned product. Circularity is defined by a set of circularity indicators. A 
higher circularity means a lower resource consumption and more benefits for the environment. Contrary to 
the higher circularity, the possible innovation in the reconditioned product is lower with a higher circularity. 
For example the possible innovation reached by a new product made of recycled material is higher than the 
possible innovation in repairing a used product [7]. 

Remanufacturing is a key strategy in this context. An industrial remanufacturing process is used to 
recondition old parts, so-called cores, to as-new or upgraded condition. This involves the steps of inspection, 
disassembly, reconditioning, Re-Assembly and final testing. [8] The process allows to add new innovations 
to products during the remanufacturing process. Challenges for this strategy are the time that products are 
taken off the market for the reconditioning processes and an increasing complexity of the process with more 
complex products. To reduce the complexity and the off-market-time the method of Re-Assembly is 
proposed. The Re-Assembly process consists of the disassembly of modules of the product and the assembly 
of either new, remanufactured or upgraded modules. Extracted old modules can either be reconditioned in a 
separate process by the same manufacturer (e.g. an OEM in the automotive industry) or a supplier for the 
module. The product itself is send back to the market with the changed modules without the delay of the 
reconditioning process. Also the Re-Assembly processes allows to upgrade the product with new innovations 
which were developed after the first sale of the product. This enables the manufacturer to increase the value 
of the product. To enable and accelerate this strategy of the circular economy a precise planning is needed 
which is discussed in this paper. 

The sales planning describes the process of planning how many products of a specific product type will be 
sold in a defined time period. This information is used in the resource planning to validate if the production 
is capable of producing the products from the sales planning. Especially in the area of remanufacturing these 
methods need to be integrated with the core-acquisition. Core acquisition is defined as the active 
management of core sourcing, to achieve a better balance between return of cores and demand for 
remanufacturing. [6] 
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3. Related Work 

This chapter presents recent work and concepts of sales and resource planning in the field of remanufacturing 
and refurbishment as the closest R-strategies to the new concept of Re-Assembly.  

WALTHER gives an overview of the sales and production planning for products and components. The process 
is divided into the three components product reconditioning, component reconditioning, and disposal. An 
integrated model is used to describe the interactions between the components and is exemplarily applied to 
a vending machine manufacturer. The model does not integrate the demand of the reconditioned product nor 
upgrades or other technological innovation. [6] 

NADAR ET AL. develop a dynamic model to describe the sales planning problem of a company with combined 
sales of new and remanufactured products. Demand in the model is described by a modified Bass Diffusion 
Process. The authors concluded, that depending on the sales scenario a partial fulfilment of the demand can 
lead to a profit optimization even though, there are no constraints for new-item manufacturing. The model 
does not integrate the possibility to update products or products with a longer lifespan such as cars. [9] 

MATSUMOTO AND IKEDA assess the quality of demand forecasting by time series analysis in remanufacturing 
and propose a forecasting method including expert knowledge. The developed method is mainly for 
independent remanufacturers with incomplete information regarding the sales numbers of new products. As 
a result the authors distinguish between three different curves based on their trend behaviour and propose a 
forecasting method for each of these categories. To distinguish between these types of curves the authors 
recommend the involvement of human experts. The developed method does neither include the number of 
available cores nor the difference in quality of remanufactured or upgraded parts. [10] 

MUTHA ET AL. present a core acquisition strategy for independent remanufacturers to optimize their costs 
during core acquisition. In their work they model two difference scenarios, one scenarios includes the 
acquisition of bulk of cores with a random quality and therefore a random cost for the remanufacturing 
process. The other scenario includes the acquisition of cores with a certain quality level but a higher price. 
Using the model, the authors propose a strategy to buy cores with an uncertain quality in the first period to 
minimize the acquisition cost under uncertain demand and change to a reactive acquisition of higher quality 
cores from the second period on. [11] 

YANG ET AL. develop different methods to optimize the core-acquisition-process under incomplete 
information regarding the core quality. The paper is motivated by the missing historical data of the available 
cores in the market. The quality level is therefore often explained by discrete quality levels for the products 
and forecasted using nominal or asymptotic distributions. The authors develop two linear models to minimize 
the cost of bad quality cores. Even though the models work in the proposed way, the authors conclude, that 
the main part of the costs can just be minimized by using a multisource information fusion method to receive 
a more realistic distribution of the core quality to close the gap between the estimated and real quality 
distribution. [12] 

The presented approaches from the literature each include solutions for a specific area in resource and sales 
planning using analytical methods and data from the past. An exception is YANG ET AL who propose the 
usage of multisource information.  This approach is just used in the specific application and does not take 
into account the integrated planning of sales and resources which is needed for remanufacturing [6]. 
Therefore an approach to combine the usage of multisource real-time data in the integrated planning is 
missing.  
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4. Concept for databased sales and resource planning for Re-Assembly in the  
 automotive industry 

The following chapter is presenting a concept for databased and integrated sales and resource planning which 
minimizes the impact of the uncertainties from Re-Assembly. To lower the information uncertainty in sales 
and resource planning databased methods have been proven to be a solution. 

The IoP reference architecture can be used to combine different data sources and IT-systems from various 
domains and lifecycle phases. The IoP is divided into three cycles of the products lifecycle: development-
cycle, production-cycle and user-cycle [13]. Due to its capability to aggregate data from the usage phase of 
a product as well as from the production IT-systems it is ideally suited to support the decision making process 
in a circular economy. A major part in the IoP are Digital Shadows, which consist of data provision, analysis 
methods and information requirements. The different levels of the digital shadow can be seen in Figure 1. 
Goal of the digital shadow is to provide information needed for a decision in the production environment by 
aggregating and analysing data from multiple data sources. [14]  

Especially the production planning and control (PPC) in the automotive remanufacturing is challenging due 
to uncertain information. [5] To overcome these challenges the uncertainties need to be identified and 
analysed. For this case an identification process is used. From the uncertainties the data needs for the 
planning method are derived. The concept can be seen in Figure 1. After introducing the process for 
uncertainty identification, the following chapter describes the three main components of the digital shadow 
in detail. 

 

 
Figure 1: Concept of the digital shadow for sales and resource planning in Re-Assembly 
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4.1 Identification of uncertainties in Re-Assembly 

The identification process is shown in Figure 2. In the first step of the method uncertainties are identified 
using a literature review in common scientific research databases. The titles and abstracts of the found 
literature are screened, filtered and the relevant literature is analysed. 

 
Figure 2: Method for the identification of uncertainties 

The second step consists of interviews with experts from industry regarding uncertainties in their 
remanufacturing and service system. These interviews can be conducted by using expert-workshops to 
receive information about uncertainties from the practical day to day work in the remanufacturing industry. 

The third step is the categorization of the identified uncertainties in the main areas of the sales and resource 
planning in the remanufacturing industry. In the linear economy this planning is done in the close exchange 
between the sales and production department. Due to integrated planning of the core acquisition this category 
is also added to the categorization [15]. Next to this three categories the external uncertainties following the 
PESTEL (political, economic, social, technological, ecological and legal) criteria [16] are also added to the 
framework to include fundamental external uncertainties. Figure 3 gives an overview of the framework. 

During the categorization of the identified uncertainties the framework is further detailed to ensure a better 
understanding of the uncertainties. The sales category was split up into the categories quantitative and 
qualitative. The quantitative uncertainties include the demand of remanufactured products [17] and the 
reduction of the total cost of ownership for the customer [5]. Qualitative uncertainties are for example the 
customers perception of the quality of remanufactured products [18]. Core Acquisition is split up into the 
four categories quality, quantity, cost and time of the cores. These categories are also proposed by WEI ET 
AL. [15]. The production uncertainties can be divided into elementary factors of production [19] and the 
different steps of a remanufacturing process following for example OKORIE ET AL. [20] to identify critical 
process steps.  

 
Figure 3: Detailed framework for the categorization of uncertainties in Re-Assembly 
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In accordance with the reference architecture of the IoP, the data provision is based on data from the 
development, production and user-cycle of the vehicles. To identify the data requirements for the use case 
the uncertainties identified as described in chapter 4.1 as well as the data requirements for a sales and 
resource planning in the linear economy can be used. Using the categories described in chapter 4.1 the 
relevant uncertainties for the sales planning can be taken from the sales and core acquisition branch. 
Therefore not all uncertainties need to be inspected. However the identified data from this step needs to be 
modelled in a data model to give an overview of the elements and their relations [14]. It is noticeable, that 
much of the data used is produced in the user-cycle and might be provided by the aftersales department or 
external market research-agencies. The planning will be done in discrete time periods which can for example 
be defined as one month or one quarter.  

The data needs for the resource planning can be derived analogue to the sales planning from the uncertainties 
identified in the categories of production and core acquisition. The core acquisition is also needed in this 
step to make sure the resource demand can be identified based on the availability and condition of the core. 
The data from the production and the capacities can either be extracted from the Manufacturing Execution 
System (MES) or the Enterprise Resource Planning (ERP) System and is assigned to the production cycle. 
Data regarding the condition of the cores can be extracted from a storage connected to the controller area 
network (CAN-Bus) or independent sensors in the vehicle. The used data might range from the mileage of 
the car to specific vibration data from the drive train. 

 

 

4.3 Analysis methods  

The first step in the analysis level of the digital shadow is the data pre-processing to structure and aggregate 
the data from the data provision in a way they can be used by the analysis models [14]. This pre-processing 
step can also be used to bring the data in a storage where different stakeholders from the circular economy 
can access them. An example for such a data structure is the digital product data pass as proposed by the 
European Union [21]. Further, the pre-processed data is used by the different models which interact with 
each other for the combined planning of sales and resource planning. The models and their interaction is 
shown in Figure 4.  

 
Figure 4: Models of the analysis method 
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individual vehicle models and the demand for different segments can be determined using a product space 
to describe the vehicles. This product room of the model can be extended with Re-Assembly specific 
properties such as technical upgrades and number of previous owners. 

The demand specified by the demand model serves as the basic input for the sales model, which is intended 
to formulate profit-optimized sales for a vehicle model and the associated remanufacturing variant. Thus, 
the inherent factors of remanufacturing must be taken into account. While product cannibalization is already 
addressed in the demand model, sales planning should reduce uncertainties regarding core availability. 
Uncertainties in the case include the timing and volume of core returns as well as the quality of the returning 
cores. The sales model aims to optimize vehicle sales for profit over several periods. Therefore, the model 
has a dependency on the time dimension. For a consistent overall planning, the observation frame is adopted 
from the overall market model. Thereby, all vehicles to be sold are sold at the end of a period and produced 
or refurbished in the same period. Planning over several periods means that optimization can also take into 
account the sale of new vehicles for holding cores in subsequent periods. 

To validate the feasibility of the proposed sales program from the sales model a resource planning model is 
needed. This model optimizes the production resource usage under the restrictions given by the production 
capacities. The resource planning need to be done under uncertainty in the duration and sequence of process 
steps as identified in chapter 4.1. Such models which can handle uncertainty in resource planning are already 
established for the optimization of production programs in the linear economy with uncertainties in the 
demand [23]. These models must be extended and tested to include the specific properties of Re-Assembly. 
If the model determines that the proposed production program is not feasible even with capacity expansion, 
alternative sales programs must be identified and validated by adjusting the sales planning conditions. 

4.4 Information requirements 

The information requirements for the sales and resource planning in Re-Assembly include the information 
requirements from the linear planning as described in [24]. Next to this information also Re-Assembly 
specific information is needed. This information includes, for example, the number and type of upgrades to 
be performed and the sale of remanufactured vehicles. Another important information that is needed in the 
planning is the number of cores in the different quality levels which need to be procured to realize the sales 
plan even with uncertainties in the quality level of the cores. 

5.  Summary and outlook 

The implementation of a circular economy is necessary for economic, ecological and social reasons. In the 
implementation of the paradigm, Re-Assembly offers an innovative approach to minimize the reconditioning 
times of complex products and thus maximize the time products are used during their lifetime. However, the 
methodology encounters a number of uncertainties that hinder the planning and implementation.  

In this work, the uncertainties for Re-Assembly were systematically identified and assigned to the individual 
planning and implementation steps using a classification method. Based on the identified uncertainties, a 
concept for data-based sales- and resource-planning was presented. This concept is based on the structure of 
a digital shadow in the reference architecture of the IoP. The core of the concept is represented by three 
interfering models for demand-, sales- and resource-planning, which are used to cover the information 
requirements. 

In further research, the components of the digital shadow need to be detailed and tested on real data. For this 
purpose, it is also suitable to use data from the long-established supplier market for automotive components, 
since remanufacturing as a superordinate strategy of Re-Assembly has been widespread in this market for a 
long time. 
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Abstract 

Companies experiencing rapid sales growth need to ramp-up operations and production facilities to meet the 
increased customer demand. Exporting small and medium sized companies (SMEs) offering new technology 
in new markets often have to deal with high uncertainty and risk and the ramp up plan needs to be 
continuously adjusted to changing sales forecasts. Factory planning is a complex task, and includes a wide 
range of critical decisions. The literature is mainly dominated by research seeking to develop theoretical 
models and methods for planning support. There is limited empirical research addressing issues related to 
the actual planning process. Existing methods are mainly developed based on general theoretical terms 
without taking specific conditions into account. Further research is therefore needed to better adapt current 
models and methods to specific contexts. This study seeks to bring further understanding of critical 
conditions for the planning process, by exploring the conditions of the planning process in a real-life context 
of an SME. The findings are expected to contribute to improved insights to the factory ramp-up planning 
process in SMEs and better understanding of critical factors that need to be considered. 

 

Keywords 

Planning context; Factory planning; SME; Production ramp-up; Case study 

1. Introduction 

Factory planning is a critical process for companies experiencing sales growth and increasing production 
volumes. Due to dynamic world market conditions, manufacturing companies that participate in global trade 
often face challenges when making decisions related to factory expansion and production ramp-up. Factory 
planning may be a complex task, especially for fast growing small and medium sized enterprises (SMEs), 
which often have limited financial resources and competence. This is because factory planning often involves 
a wide range of critical decisions, where multiple factors need to be considered making the decision process 
complex [1]. Market uncertainty, related to the timing and rate of sales growth for instance, may add to the 
complexity of the planning situation. 

A significant amount of models and frameworks providing decision support in factory planning are available 
in existing literature, see literature reviews by [2], [3] and [4]. Structured and systematic approaches are 
proposed as well as sophisticated methods that are adjusted to specific decisions, e.g. investment in capacity 
expansion [5]. The factory planning literature is mainly dominated by research seeking to develop theoretical 
models and methods for planning support. There is limited research addressing issues related to the planning 
process and empirical studies. Further research is therefore needed to better adapt current models and 
methods to specific contexts [1]. Also, researchers especially call for further case study investigations in a 
variety of situations for a better understanding of application of models in industry [5].  
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The importance of context for the factory planning process and adoption of planning methods and models is 
widely recognized in current literature. For example, Glock and Grosse [3] emphasize the need to take 
specific characteristics of ramp up situations into consideration, including factors such as interruptions, 
uncertainty, defects, learning and demand growth. Traditional factory planning approaches are further 
criticized for providing limited support in terms of process adaptability and flexibility, which is required to 
handle changes during planning projects, nor consider specific requirements of factory planning projects [6]. 
More dynamic approaches such as condition based factory planning (CBFP) are developed to meet the need 
for more flexible and adaptable planning processes [7]. Factory planning in an SME context is considered 
to be especially challenging, since these companies do not typically follow a standardised factory planning 
procedure but rather a pragmatic, unstructured approach [8].  

Even though the importance of context and external conditions are recognized in previous research, studies 
addressing factory planning issues rarely take contextual factors into account. Therefore, this study seeks to 
bring further understanding of critical conditions of factory planning, by highlighting detailed insights from 
a real-life SME context.  

2. Methodology 

The study is based on an explorative case study research design with one case company [9]. The 
manufacturing company develops and produces technological equipment with one specific industry sector 
as the main target, and with a wide range of additional application opportunities in other industry segments. 
Machines primarily serve a global market and are exported to customers all over the world. The company 
has about 130 employees and it represents a typical Norwegian SME in several ways. Yet, the high part of 
export sales combined with large degree of market uncertainty, due to the novelty of their machine combined 
with a wide range of possibilities in various markets and segments, constitutes a specific feature of this 
company. The company's planning situation is characterized by high uncertainty regarding the developments 
of markets and sales volumes, rapidly changing conditions, and high financial risk. Investments in new 
technology development over the past ten years combined with an increased focus on sustainability and 
reducing greenhouse gas emissions in the main target sector, have led to a rapidly increasing demand. This 
has implied a need to plan for increased production volumes in the factory.  

The study is part of two research projects where the company collaborates with an external research institute. 
The research addresses major issues related to the development of production activities and the factory in 
view of the specific export growth situation of the company. A team with external researchers and company 
representatives have held workshops and meetings to discuss issues and solutions related to the company's 
production and factory planning.  

A literature search is carried out to identify relevant previous works within factory planning and production 
ramp-up planning. Rather than providing a comprehensive and in-depth literature review on the topic, this 
literature search seeks to provide a brief overview of relevant works. The search approach is based on the 
guidelines by Thomé et al. [10]. Literature is identified through searches in Google Scholar and Scopus, 
using relevant keywords including "factory planning", "ramp-up planning", "SME", "planning process", 
"conditions", "factors", and so on. The relevance of identified papers was determined based on their 
abstracts. The literature search also included forward and backward searches.  

Since previous research of factory planning has mainly been concentrated on providing systematic and 
structured models and approaches, and studies investigating the planning process and critical conditions are 
lacking, an explorative approach is adopted in this study. It means that empirical data from the case company 
are used to add a rich and detailed picture of critical conditions.  
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3. Theoretical background 

A challenge of factory planning is to design production systems that, on one hand, last for decades but, on 
the other hand, are adaptable to changing requirements of the dynamic market environment [7]. Also, 
important questions for process, resources and layout design can often not be answered systematically due 
to uncertain information and changes in requirements. Since factories have to be designed to adapt to 
changing, situation specific requirements, factory planning needs to combine the initial factory design and 
continuous reorganisation of the production system [7]. 

A factory planning reference model has been developed by Hawer et al. [1] based upon a set of planning 
tasks. Typical tasks include defining the manufacturing program and manufacturing system structuring, 
selection and determining quantity of manufacturing equipment, determining space requirements (rough and 
detailed), material flow analysis (between blocks and detailed), building and facility design, rough planning 
of block layout, technology planning, ideal and real layout planning (detailed). Each planning task together 
with input and output data constitutes a module. The reference model aims to give general guidance and a 
starting point to gain awareness about how the planning tasks in a project depend on each other and should 
be adapted to each company's specific settings in order to be applied by users. 

Facility layout planning, which is considered one of the most important design decisions, involves the 
process of physically arranging all the production factors that make up the production system [2]. The layout 
planning problem encompasses two process related criteria; the planning approach and phase [2]. Layout 
planning approaches can be defined as either static or dynamic depending on the variability of the material 
flow intensity during the planning horizon. Also, layout planning phases include the layout as a whole (block 
layout) which represents the phase when departments are arranged in buildings by considering if one relevant 
objective is met, while in the detailed layout phase elements making up the production system in the physical 
space inside each department are arranged. 

Schuh et al [7] criticise traditional sequential planning approaches for failing to support factory planning 
projects in practice as they overlook the interactions and dynamics in the planning project as well as the 
stakeholder subjectivity.  In addition, unconsidered interactions, conflicting motives and inflexible project 
structure lead to time-consuming, expensive and late adaptations. Insufficient synchronisation and 
coordination may also imply local optimisation and deviations from the overall objectives. In order to deal 
with these issues, the authors [7] propose the condition based factory planning. This is a modular, parallel 
approach that can be reconfigured according to the specific conditions of the planning project and company.  

4. Empirical findings 

This chapter presents critical conditions of the factory planning process that are identified in the case 
company. An overview of conditions is shown in Table 1, followed by a further description of conditions.  

Table 1: Overview of case findings 

Condition  Description based on examples from the case company 
Market information 
reliability 

Limited reliability of available market information and expected demand growth 
rate 

Uncertainty in sales and growth forecasts 
Interdependencies between 
planning tasks  

Several tasks related to for example production capacity, product variety and 
factory construction, depend upon other running planning tasks 

Multiple tasks are carried out in parallel, rather than in a sequential order  
Access to necessary 
resources and expertise 

Limited availability of dedicated resources with specific factory planning expertise 
Team of employees from various functions representing a mix of skills and 

competences 
Involvement of the management team and external researchers 
Gain strong and wide support in the organization  
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Balance of multiple 
objectives  

Decisions are based on combined objectives, influenced by changing conditions 
and uncertainties related to e.g. markets, customer behaviour and product 
development  

Iterative approach where solution options are developed and evaluated by several 
iterations 

Alignment of rough overall plans with more detailed ones 
Definition of project 
structure  

Frequent changes of external conditions 
Continuous development process to find the best alternative 
Handling multiple updates of assumptions, forecasts, and plans 

Knowledge and data on 
current production 

Decisions on capacity expansion need to be taken based on uncertain production 
process information 

Uncertainty regarding lead times and quality in current processes 
Limited availability to detailed production process data and limited application of 

quantitative models and methods in planning 
Decision-making culture Ability of management and employees to deal with uncertainty and risk in markets 

and technology development 
Decisions based on limited information and rough analyses  

Ramp-up in line with sales 
growth  

Step-by-step approach to match stepwise production capacity expansion with 
anticipated sales growth 

Phase in of new technology while running normal production 
Significant investments in new technology may imply excess capacity 

Planning of new investments Decisions on major investments in new production technology and in 
infrastructure based on highly uncertain market information and demand 
forecasts 

Prioritizing investments that contribute to capacity expansion 
Investments combined with performance improvements 
Balancing short-term planning and long-term commitment of new investments 

 

The company has identified significant market opportunities, both across multiple market locations, with 
worldwide customers and sales activities, and multiple industries e.g. agriculture and waste sectors. Due to 
its limited resources to provide detailed analyses and insights into market opportunities, the reliability of 
market information is considered to be low. Uncertainty in growth scenarios and sales forecasts is a 
specifically critical condition, that affects the entire planning process. 

The company's factory planning process involves several interdependent planning tasks that run 
simultaneously, including for instance determining space requirements, material flow analysis, physical 
building and facility design, rough planning of block layout, technology planning, and so on. The planning 
process mainly concerns up-scaling existing capacities in the factory and extending the existing building, in 
parallel with running operations. Also, the ramp-up on a short-term involves the production of the same 
machines that are produced in the factory today, while on a longer term the product range may be extended. 
A dynamic planning approach, facilitating multiple tasks, is needed to ensure alignment of plans for future 
production capacity, product variety and the development of production facilities.  

Due to limited resources, the company has difficulties in allocating specific internal planning resources 
and expertise to ramp-up planning tasks. A dedicated multidisciplinary team with employees representing 
various relevant skills and competences related to manufacturing and assembly processes, testing, inventory 
and logistics, production development and technology, and so on, is defined to carry out planning tasks in a 
joint manner. For the company, it is important that the process has broad support in the organization, 
involving employees representing multiple functions and facilitate a democratic process taking several 
perspectives into consideration and support solutions and decisions. The management team of the company 
is also involved in discussions and decision-making together with the planning team. A team of researchers 
have been involved, providing support to the factory planning team by adopting a systematic approach and 
evaluating relevant options.  
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The planning tasks seek to find optimal solutions where several planning objectives are balanced. The 
planning situation is influenced by uncertainty and frequent changes related to product development, 
customer behaviour, markets and so on. Thus, planning involves several iterations of developing and 
evaluating possible solutions. Also, tasks involve the alignment of overall rough plans and detailed planning, 
as well as adjustment of plans to changing conditions.  

The factory planning project is mainly structured as an integrated continuous development process, involving 
a wide range of relevant considerations. The planning tasks are coordinated in the planning team and evolves 
in line with changing conditions. Tasks are not defined or planned in a typical project structure with a 
project plan including activities and a timeline with milestones, and so on. The chosen approach allows 
flexibility and continuous adjustments, taking into consideration frequent changes in underlying assumptions 
such as sales forecasts and production volumes, due to major uncertainty and frequently changing conditions. 

With limited knowledge of production process performance, such as lead time and quality performance, 
the company is forced to make planning decisions based on incomplete information on their own operations. 
Detailed data on operational performance is also limited. Qualitative planning methods are thus primarily 
applied, while quantitative methods are used only to a limited extent to support the company's planning 
process.  

The new machines that the company has developed constitute a radical innovation. This implies that the 
market introduction of the machines is related to major uncertainty. With an environment characterized with 
high uncertainty related to market adoption and technology development, the organization has developed a 
flexible decision-making culture. This means that in decision-making, employees are used deal with 
uncertainty and risk, adapting to changing conditions and make decisions based upon imperfect information 
and rough analyses.  

The factory planning process in the company encompasses major investments in facilities and infrastructure, 
as well as in specific manufacturing technology and equipment and material handling systems, to ensure 
necessary capacity expansion. It is important for the company that the capacity ramp-up plan is in line with 
sales forecasts. The necessary capacity expansion is thus planned to be carried out in steps, where 
investment plans and production capacity plans are frequently aligned with up-to-date sales forecasts. When 
replacing old equipment, expansion plans consider the introduction of new equipment without disruptions 
in operations. To ensure sufficient long-term capacity, the company also needs to plan investments that may 
imply excess capacity on short-term.  

Decisions regarding major investments in new production technology and in infrastructure need to be taken 
based on highly uncertain market information and demand forecasts. With limited funding, the company 
plans to make several major investments e.g. in the factory building and in manufacturing technology and 
equipment. The planning of new investments constitutes an essential part of the company's factory planning 
process, where priority is given to investments that directly contribute to capacity expansion. An example is 
the expansion of the existing factory building to include new offices for the administration. The investment 
in new offices has lower priority than the investment in the new production hall that is expected to contribute 
to increase capacity in final assembly, testing and shipping. In order to ensure financial pay-off of 
investments in production facilities and buildings, which are not expected to have a direct effect on 
performance, the company also seeks to combine new investments in capacity expansion with improvements 
in operations. Overall, the company meets challenges related to that the long-term commitment of several 
investments in necessary production facilities and technologies leads to reduced planning flexibility on a 
short term. Therefore, the company seeks to ensure high flexibility also in their long-term investments. An 
example is the construction of a new factory building, which constitutes a major investment. The building is 
constructed so that it can be easily adapted to various types of operations, as space needs may change in the 
future, with changing locations of departments and functions.  
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5. Discussion and conclusion 

This study highlights a set of critical conditions for factory ramp-up planning in an SME setting. Findings 
suggest that companies have various needs of decision support in terms of systematic methods and advanced 
tools. This supports previous research emphasizing the need for condition-based approaches. In terms of 
applicability of sophisticated decision support, SMEs typically have limited resources. While SMEs may 
experience high complexity in their factory planning processes, a typical challenge among SMEs is related 
to limited access to data and quantitative facts that are important input in decision-making. The applicability 
of existing advanced models and methods available in literature in SMEs may thus be questioned. There are 
major opportunities to enable data driven decision support and promote further advancement of current 
planning methods by utilizing digital technologies, such as sensors, RFID and Internet of things.  

The study contributes with detailed empirical insights into critical conditions for the planning process, 
emphasising the importance of contextual settings. Being based upon one single case of an SME with a high 
degree of export to multiple market segments with major uncertainty, findings are expected to be particularly 
relevant for exporting SMEs, targeting multiple markets. However, since the single case in several ways 
represent a typical SME, findings are also expected to be relevant for SMEs in more general terms.  

Suggested further research includes studies addressing how the planning context influences the adoption of 
tools and methods as decision support in factory planning. The conditions identified in this study can serve 
as a starting point investigating empirical contexts and planning processes in real life settings, comparing 
various contexts, by adopting a multiple case study approach. The findings may also be valuable for 
practitioners in manufacturing SMEs, e.g. production managers, that aim to further understand and develop 
their factory ramp-up planning processes. 
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Abstract  

For developing a European industrial cooperation and involvement in the furniture industry, the international 
research project INEDIT conducted a survey for furniture customers. By finding out the needs and wishes 
of the customer regarding innovative products and the production process the project will establish a new 
way for designing and producing furniture. Within INEDIT a platform is built on which customized, 
technologically innovative and sustainable furniture can be created and produced in a co-creation process. 
The furniture industry should thus become significantly more flexible, transparent and sustainable. 
Following the "do-it-together" approach, a business ecosystem will be generated which creates added value 
not only for customers but also for designers, suppliers and manufacturing companies. In order to involve 
the customer even more actively in the design process and the production, the platform will provide access 
to a mix of digital and physical services and is linked to all other stakeholders in the value chain. To match 
the platform and the process to the needs, wishes and demands of the customer an anonymous survey with 
300 participants was developed and conducted. By analyzing the survey, important factors were found for 
buying and for using furniture considering new technological inventions (e.g. 3D-printing or smart objects), 
sustainability of the products and the production process. Furthermore, the potential customer-group and 
their usage of the do-it-together process and additional activities can be tightened. 

Keywords 

Co-Creation; Do-it-together; Sustainable Furniture; Smart Furniture; Customer Perspective 

1. Introduction – The need of the customer perspective 

The overall target of the research project INEDIT is to establish a new way for designing and producing 
furniture by including several European countries and stakeholders. Therefore, a platform is built on which 
customized, sustainable and technologically innovative furniture can be created and produced in a co-
creation process, following the “do-it-together” approach. To ensure a productive and rentable performance 
of the platform, the customer perspective is a highly relevant aspect. As the customers must purchase and 
use the end-products it is important to know and to understand their wishes and needs. Additionally, the 
platform wants to actively integrate the customers in the design process and the production, and therefore 
the platform will provide access to a mix of digital and physical services and is linked to all other 
stakeholders in the value chain. To meet the needs, wishes and demands of the customer to the product, the 
process and the technologies an anonymous survey with 300 participants is developed. The target of the 
survey is to show the willingness for buying and for using furniture considering new technological 
inventions, sustainability of products, sustainability of the production and the usage of the do-it-together 
process.  
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2. Methodological Approach  

In order to understand the customer's perspective more precisely and to obtain the required answers, the 
methodology of hypothesis testing is applied. This is a method of testing an assertion by measuring data 
from a sample. To do this, the first step is to create hypotheses that can be proven or disproven by statistical 
data. These hypotheses were developed based on an expert workshop within the INEDIT project and are 
sharpened in this paper with a literature research. By setting up a quantitative survey, the results can be 
processed afterwards with the tool Excel and the criteria can be made measurable. Thus, a one-sides or a 
two-sides test can be done. Hypothesis are accepted if the majority (> 50 %) of participants made the assumed 
specification and rejected if 50 % or less than 50 % made the assumed specification.  

In the following, the hypotheses are first defined, afterwards the execution of the study is described and then 
the results are examined using the measurable data. This leads to the acceptance or the rejection of the 
hypotheses. 

3. Current Research and derivation of Hypothesis 

To meet the expectations of the end user of the INEDIT platform it is necessary to understand him and to 
get to know who the customer is. The advantages of the internet are used by people with a wide age range, 
nevertheless, young people are more likely to be open to new aspects than older people. Older people are 
more skeptical and inexperienced, especially when it comes to shopping. Similarly, due to the materials, 
manufacturing methods, quality, customization, etc., the products will not be able to compete with mass 
production in terms of price. Thus, the potential customers of the INEDIT Platform will be young and 
affluent. [1, 2, 3, 4] This leads to the first hypothesis.  

H1: Potential customers of the INEDIT platform are young and affluent. 

In times of mass production, the same furniture styles can be found in many homes. Therefore, the trend of 
customizing the existing furniture is becoming more and more desirable and popular. At the same time, the 
influence of social media, especially among young people, is becoming increasingly important. 90 to 95% 
of the decisions we make in the store are determined by impulses, emotions and habits. In online media, 
visual elements play the biggest role. Furniture should represent the character of the buyer. In this context, 
the otherwise important factors in the furniture purchase move into the background. [5, 6, 7] Therefore, the 
next hypothesis is:  

H2: Potential customers are individuals that buy furniture for design reasons. 

The term sustainability is based on three main pillars, namely environmental, social and economical 
sustainability. However, in many cases there is no differentiation between the three terms and most people 
only think of environmental sustainability upon hearing the term. There is a difference of perception of the 
terms, especially for consumers. [8, 9] Therefore, the proposed hypothesis is: 

H3: End users place a higher priority on environmental than social sustainability. 

In recent decades, the interest and the associated relevance of sustainability has grown steadily. In almost all 
industries, this aspect is becoming increasingly important for the customer and thus also for the 
manufacturer. Customers are willing to pay for this additional effort in the manufacturing process. The 
willingness to pay for sustainable furniture is therefore higher than for conventional furniture. [10, 11, 12, 
13] The next hypothesis follows from this: 

H4: The willingness to pay is higher for sustainable furniture then for conventional furniture. 

The technology of 3D printing is not a recent innovation due to a missing availability. Therefore, many 
individual customers have not had the chance to experience it and are therefore unsure about its use and 
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function. Considering furniture is a high investment piece that is supposed to last for a long time and is big 
in size, customers want to be sure of quality and longevity. For someone who has not experienced 3D printing 
it is difficult to create confidence in the technology. [10, 11, 12] From this, hypothesis 5 follows: 

H5: End users who are interested in 3D printing in general are more willing to buy 3D printed furniture. 

An important factor in determining the price of a piece of furniture is the type and quality of materials used. 
The customer has prices in mind for different materials and their manufacturing methods. With 3D printing, 
most people associate plastic as the base material, which suggests a lower price. Therefore, the willingness 
to pay for 3D printed furniture is lower than for conventional furniture. [14, 15, 16] This leads to the next 
hypothesis: 

H6: The willingness to pay is lower for 3D printed furniture than for conventional furniture. 

Modern technologies support the customer during the purchase process. In the furniture industry, augmented 
reality, especially virtual reality, is becoming increasingly important. The customer can view his piece of 
furniture even before it is manufactured and place it in the desired environment. Combined with good 
service, this enables the customer to have a successful buying experience. But social interaction is also 
relevant for those involved in manufacturing. Knowing past interactions helps in discovering and building 
alliances with companies with whom there has been a transaction history and collaborative relationship. Joint 
action is thus facilitated for all involved parts. [17, 18, 19] The next hypothesis follows from this: 

H7: Driving factors for the participation in the INEDIT platform are social interaction and the use of 
technologies (VR/XR). 

Smart home technologies have created a great support for the everyday life. Everyday problems are 
simplified or even eliminated as a result. Another benefit is the saving of energy. Whether through intelligent 
heating behavior, automatic light control or energy-saving end devices, the consumer saves energy and thus 
money. [20, 21, 22] It follows: 

H8: Consumers interested in smart home technologies are looking for support in daily routines and energy 
savings. 

Technology and smartification are slowly but surely entering the private space and more customers start to 
digitize their homes. However, this development is quite slow and the smart home offerings are limited. 
Looking at furniture, there is currently not much in the market, therefore it is difficult to assess the situation. 
[23] The proposition is:  

H9: Consumers who are interested in smart home technology are willing to pay more for smart furniture. 

4. Framework and execution of the survey  

This research consists of one end user-oriented study. Within the main study the perceptions of the end users 
and therefore potential customers of the INEDIT platform are examined. At the beginning of the survey the 
participants had to characterize themselves as furniture buyer and their willingness to pay for different kinds 
of furniture. This was followed by questions regarding the willingness to participate in the design process 
on a platform and core functionalities. Then the questionnaire focused on the characteristics and 
functionalities of the furniture to be designed. First by questions about sustainability, followed by questions 
regarding the smartification of products and last by questions regarding 3D printing. For each characteristic 
the willingness to pay was also considered in comparison to conventional furniture. At the end of the study, 
the participants were asked to give information concerning their demographics. That is age, gender, monthly 
net income (household) and origin.  
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The study was distributed online via the questionnaire tool LimeSurvey and the platform Fanvoice. The 
advantage of an online survey is that more people from different backgrounds can be reached within a short 
amount of time. It cannot be ensured that the participants answer honestly and that they complete the survey. 
A snowball effect within the INEDIT project team was used to reach more people. Initially, the link to the 
survey was posted on the research partners’ websites and sent out to the respective networks. Concerning 
the sample, there are no limitations. Furthermore, there was no selection concerning age, gender, education 
level, income or origin. By distributing the survey online, it is possible that the origin of the participants 
differs widely. Furthermore, the survey was available in three European languages (German, English and 
French) to diminish possible language barriers. An online survey may limit the age differentiation of the 
participants. 

5. Evaluation and Results 

Over the course of 130 days, a total of 304 people (N=304) complete the study: 45.72 % (n=139) identify as 
female, 39.15 % (n=119) identify as male, 1 person identifies as other (0.33 %) and 45 participants decided 
not to disclose their gender (14.8 %). The biggest group is in the age range of 30 and 50 years old (n=117, 
38.49 %). 24.67 % of the participants are under the age of 30 (n=75) and 22.37 % are over the age of 50 
years old (n=68). 14.47 % of the participants (n=44) did not indicate an age range. The majority of 
participants is coming from the European Union (78.29 %, n=238), where France (45,1 %, n=137) and 
Germany (25 %, n=76) are dominating. 2 participants are coming from the United Kingdom (0.66 %) and 3 
participants from Africa (0.99 %). Again, 61 participants (20.06 %) did not disclose their country of origin. 
Lastly, the monthly net household income was quite evenly distributed. 12.17 % of the participants (n=37) 
have less than 1,500 €, 24.67 % (n=75) have between 1,500 € and 3,000 €, 12.5 % (n=38) have between 
3,001 € and 4,000 €, 16.21 % (n=49) have between 4,001 € and 6,000 €, 9.21 % (n=28) have between 
6,001 € and 8,000 € and 5.59 % (n=17) over 8,000 € per month to spend. 19.74 % of the participants (n=60) 
decided not to disclose their monthly net household income.  

 
To analyze hypothesis 1, whether potential end users of the platform are young and affluent, the age range 
and monthly net household income was analyzed for participants that indicated a readiness to use the 
platform. The analysis included 215 participants out of N=304, because some participants decided not to 
disclose age nor income. Figure 1 shows the distribution of age and income for potential customers. As 
shown in the figures above, 31,16 % of the potential end users are below 30 years old, which can be 
interpreted as young. With regards to affluence, nearly half of the potential end users (48.37 %) have a 
monthly net household income of less than 3,000 €. The hypothesis 1 has two conditions and is accepted if 
the majority of end users is in the age range of 20-30 years and their monthly net income is more than 3000 
€. The two-sided significance test shows that the hypothesis has to be rejected regarding the age group but 
can be closely accepted regarding the income.  

The following hypotheses are also accepted or rejected according to the same methodology The repeated 
mention of this will be omitted. 
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Figure 1: Age groups of potential customers divided in different monthly net income clusters. 

For the second hypothesis, whether potential end users of the platform are individuals that buy furniture for 
design reasons, the self-characterization of the participants was used as indicator. Participants could give 
more than one reason for buying furniture. 50.5 % of the participants indicated design choices as reason to 
buy furniture, however 59.13 % gave as the reasons that they had to, because of broken furniture or moving. 
By dividing the groups further, the result is that only 52 participants (17.25 %) buy furniture solely for design 
reasons and 126 participants (41.86 %), because of damaged furniture or relocations. Therefore the data 
indicates a rejection of hypothesis 2, because the main motivator to buy furniture is because items are broken 
or new items are needed for new living spaces, instead of design reasons.  

The third hypothesis focuses on sustainability and what end users understand as sustainable. To analyze 
this, two dummy variables are created to differentiate between environmental and social sustainability. The 
following answer options indicate environmental sustainability: Preservation of natural resources, No 
pollution and harm of natural habitats, Using only recycled materials, Using only recyclable materials, No 
waste of resources during the production, Low carbon footprint and Small transport distances for resources 
and furniture. Social sustainability consists of Fair priced workers within the value creation, Profit for local 
communities, Health of the workers within the value creation and Fair distribution of profits within the value 
creation. Participants could give more than one answer what means sustainability to them. Without excluding 
any of the other answer options, 94.29 % of the participants (N=280) understand sustainability with regards 
to environmental aspects. 73.57 % of the participants also consider social elements of sustainability. The 
two most important factors out of eleven possibilities are the preservation of natural resources, e.g. only 
using wood from reforested forests, (216 of 280) and fair pay for workers in the value chain (172 of 280). 
By excluding the construct of social sustainability 62 participants (22.14 %) only consider environmental 
aspects of sustainability. That is relatively high in comparison to excluding environmental aspects, which 
leaves 4 participants (1.43 %). The data indicates that hypothesis 3 can be accepted, that for end users’ 
environmental sustainability has a higher priority than social. 

For the fourth hypothesis, the willingness to pay for sustainable furniture is considered. Participants were 
asked to indicate a percentage range that they would be willing to pay more. Figure 2 shows the data. A large 
majority of participants (74.61 %, n=191) are willing to pay up to 25 % more for sustainable than for 
conventional furniture. 45 participants (17.58 %) are even willing to pay more than 25 % more. Only a small 
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number of participants (7.81 %, n=20) are not willing to pay more for sustainable furniture than for 
conventional. Therefore, this hypothesis can be accepted. 

Figure 2: Participants willingness to pay more for sustainable furniture. 

Hypothesis 5 focuses on 3D printing and for this, it is analyzed whether end users (N=275) who are 
interested in 3D printing in general are more likely to buy 3D printed furniture. 70.18 % of the participants 
(n=193) are interested in the technology of 3D printing and 168 participants (61.09 %) are interested and 
willing to buy 3D printed furniture. Only 8.72 % of interested end users are not willing to buy 3D printed 
furniture. These numbers are compared then to end users that are not interested in 3D printing in general, 
however are interested in buying 3D printed furniture. These are only 6.55 % participants (n=18). Therefore, 
the hypothesis can be accepted, because end users, who are interested in 3D printing in general are more 
willing to buy 3D printed furniture.  

For hypothesis 6, the willingness to pay for 3D printed furniture is analyzed. The assumption is that end 
users have a lower willingness to pay for 3D printed furniture. The data (N=212) shows that 40.09 % (n=85) 
of the respondents are willing to pay less for 3D printed furniture than for conventional. However, more than 
half of the participants (53.30 %, n=113) are willing to pay the same for 3D printed furniture as for 
conventional. Considering these results, it can be concluded that hypothesis 6 has to be rejected. 

To analyze hypothesis 7, driving factors for the participation in the INEDIT platform are considered. For 
this question, participants could give multiple answers as to what is important to them in order to participate 
in the platform. 146 participants (50.69 %) named social interaction and use of technologies, among others, 
as driving factors for the participation in the platform. However, 68,06 % of the participants (n=196) named 
other factors as the motivators for participation. By excluding participants, who named other factors, and 
only taking those, who are driven by social interactions and use of technology, in consideration, 70 
participants (24.31 %) are left. Though the same can be done for participants that regard other factors as 
more important and excluding those, who are driven by social interactions and use of technology. 120 
participants (41.67 %) regard other factors as the main drivers behind participation in the platform. 
Therefore, hypothesis 7 can be rejected. 

For hypothesis 8, the end users interested in smart home technology and especially the field of application 
is analyzed. End users with a general interest in smart home technologies are considered and which features 
are of special interest to them. Figure 3 shows the results. Again, participants were able to give multiple 
answers and therefore a more detailed analysis is needed. 197 participants (64.80 %, N=304) are interested 
in smart home technology in general. Out of these 189 participants (62.17 %) are interested in support in 
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daily routines and energy savings. However, due to the multiple answers 132 participants are also interested 
in other fields of application (43.41 %). By excluding the different end user groups, the results are a bit 
clearer. 21.38 % of all participants (n=65), who are interested in smart home technologies in general, are 
only looking for objects that help with daily routines and energy savings. However, only 2.63 % of 
participants (n=8) are only looking for other areas of application. Therefore, hypothesis 8 can be accepted.  

Figure 3: In smart home interested end users and their areas of application. 

Hypothesis 9 considers, whether end users, who are interested in smart home technology in general are 
willing to pay more for smart furniture. Figure 14 shows the results. 43.65 % of the participants (n=86), who 
are interested in smart home technologies state that their willingness to pay depends on the value that is 
created through the smart feature. Another 43.14 % (n=85) are willing to between 10 and 30 percent more 
for a smart product. In comparison, only 14 participants (20.29 %), who are not interested in smart home 
technologies, are willing to pay 10 to 30 percent more and for 21 participants (30.44 %) it depends on the 
value created. Therefore, hypothesis 9 can be accepted.  

Figure 4: Willingness of smart home interested end users to pay more for smart furniture 
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6. Limitations, Conclusion and Outlook

There are a few limitations to this study. First, it was only conducted online which means that potential 
customers, who are not willing to participate in an online survey were excluded from the sample. Second, 
even though more than 300 people participated in the study, this is only a small sample size regarding the 
population of the European Union. Additionally, 70,1 % of the participants are living in Germany or France 
what can lead to a distortion as it does not represent the European Union in a completely equal way.  

The survey’s objective is to investigate the perspective of the end user of the INEDIT platform. Assumptions 
are made prior to the survey to investigate customer’s reasoning for buying furniture in general, but also 
their perceptions and expectations of sustainability, smartification and 3D printing in the furniture sector.  

The insights from the survey can have a valuable impact to the INEDIT platform. First, the potential 
customer base is quite diverse regarding age and income. There is not one dominating age or income group, 
which shows that the platform appeal to anyone. Furthermore, the survey results show that there is a 
considerable interest in sustainable furniture. Potential customers are also willing to pay more for it. This 
can be used to address potential manufacturers to register on the platform and offer their services. Second, 
the community aspect of the platform does not seem to be a driving factor behind the participation on the 
platform. Further research must be undertaken to find out whether this is true for all platform users (buyers, 
designers, and manufacturers) or just for one of the stakeholder groups. This leads to the design aspect. It 
seems that furniture design is also not one of the reasons for using the platform. Therefore, the design process 
should be as simple as possible to appeal to the end users. Third, there is a good chance that if the knowledge 
about 3D printing in general is increasing, that the interest in 3D printed furniture and therefore the demand 
of it will grow as well. Manufacturers should explore this technology to be prepared for the future. 

Furthermore, particular statistical methods are not yet applied. To make a deeper validation of the hypothesis 
further procedures can be performed in the follow-up.  
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Abstract 

The European Union's ambitious climate targets will make climate-friendly storage technologies essential. 
More than any other, this decade could be marked by battery technology, especially the lithium-ion battery 
(LIB). In addition, various trends in mobility and consumer electronics are spurring the cross-industry use 
of this secondary storage device. As a result, the need for additional production capacities is rising, and the 
need for vertical integration of the value chain of LIB in Europe. In current forecasts, Europe has a 
considerable deficit between battery cell demand and production capacities. The deficit highlights the need 
for additional capacities and effort to develop new production systems. Furthermore, production 
technologies remain challenging, as high reject rates are expected initially, and a reduction of costs at the 
battery cell level is mandatory. Formation and aging as part of the cell finishing are the production steps with 
the highest processing time and space requirements. The formation can take up to 24 hours, and the 
subsequent aging between 8 to 36 days. It thus represents the biggest bottleneck. In large-scale production, 
various process innovations are being worked on, depending on the degree of automation. However, a 
systematic study of the impact of these process innovations is hardly ever carried out. Various approaches 
are conceivable here: Innovative formation protocols, optimized plant technology, flexible goods carrier 
systems and other process-related innovations. This paper provides researchers and industry experts with 
meaningful insights into the status quo and future developments in the cell finishing of battery cells through 
a comprehensive research approach. These trends will be presented and systematically evaluated to identify 
the most significant levers to reduce costs and time. It reviews process innovations in cell finishing to 
approach this research gap and aims to answer how these innovations will benefit and shape the large-scale 
production of lithium-ion battery cells. 

Keywords 

Lithium-Ion Battery Cell Production, Cell Finishing, Cell Conditioning, Formation, Soaking, 2nd Filling, 
Aging, Process Innovations, Large Scale Production 

1. Introduction

Lithium-ion batteries are one of the key technologies for the transition from fossil fuels to renewable energies 
and thus have an outstanding significance on the way to a world free of pollutant emissions and for the 
mitigation of climate change. [1] Their ability to store electrical energy almost without a loss will make it 
possible to switch electrical energy production to renewable sources in the long term. Due to their technical 
properties as electrical energy storage devices, lithium-ion batteries have a wide range of applications. They 
are, for example, the most frequently used energy storage device in mobile electronic devices. [2] 
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Technological progress and announcements by Original Equipment Manufacturers (OEMs) about a fully 
electrified portfolio, among other things, are leading to a rapid increase in demand for lithium-ion batteries 
and massive investments in battery development and production [3,4]. The production of lithium-ion 
batteries is very time-consuming and cost-intensive and can still be considered challenging regarding energy 
consumption. Studies [5,6,7,8] show that especially the formation accounts for a great share of the 
operational cost and total energy consumption per year within battery cell production. The formation is one 
of the central stages in the production of lithium-ion battery cells. It involves the initial charging and 
discharging of the manufactured cells and influences their electrochemical performance throughout their 
lifetime by ensuring the formation of a protective layer that prevents cell decomposition reactions between 
anode and electrolyte. [9] 

2. Overview of the Battery Production Processes
The materials and cell chemistry (for the anode and cathode) of a battery cell must be defined as well as the 
cell format. As a first step, these parameters must be determined. Product specifications have far-reaching 
implications, especially for battery cells for production processes. After that, the resulting technology chains 
can be examined in more detail. This review will focus on the prismatic cell with conventional cell chemistry 
and dimensions to narrow down the innovation scope (Figure 1).  
The overall process of battery cell production can be divided into three stages: Electrode production, cell 
assembly and cell finishing (Figure 1). The individual process steps may vary depending on the cell format 
and the materials selected, but the basic sequence is essentially identical for all common lithium-ion batteries. 
Starting with electrode production, the raw materials are first processed into anode and cathode. These are 
then assembled into battery cells together with a separator, electrolyte and housing in cell assembly. In the 
last production step of cell finishing, the manufactured cells are formed and aged, followed by quality control 
(or characterization), which is also performed during aging. Afterwards, the battery cells are ready to be 
graded, packed, and shipped. 

Figure 1: Overview of the process steps in the production of lithium-ion battery cells with different formats [10,11] 

Figure 1 provides an overview of the battery cell production process chain. In electrode production, there 
are two lines of the same configuration each for anode and cathode. In cell assembly, the process steps 
depend on the cell format and design. The focus of this paper relates to the area of cell finishing. Due to long 
process times of up to 7-28 days in total, electrolyte wetting and the subsequent process steps of formation 
and aging in particular are major bottlenecks in battery production. The process sequence is variable and 
product dependent. [12,13,14] 

This paper explores process innovations in cell finishing to classify different approaches and opportunities 
for optimization to address this bottleneck. The objective is to provide insights into how different process 
innovations in cell finishing will promote and shape the large-scale production of lithium-ion battery cells. 
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3. Process Chain in the Cell Finishing
Cell finishing is the last stage in the production of lithium-ion batteries. The battery cells are fully assembled. 
The cells are now electrochemically activated. Depending on the finishing protocol, the battery cells pass 
through the process steps and measurements in a different order. [10,11] 

3.1 Soaking 
During the soaking process, the cells are stored in a high-temperature environment to reduce the viscosity of 
their electrolyte and thereby ensure its homogeneous distribution in the cell. The required duration of the 
process at a given temperature is highly dependent on the size of the cell, its format, the cell chemistry, and 
the electrolyte-filling process [15]. It is common to consider the process as finished without validating its 
successful completion since the direct determination of the homogeneous electrolyte distribution requires 
complex measurement procedures [12,16]. 

Innovations 
One option to indirectly determine the wetting degree of the cells is electrical internal resistance 
measurements [17,18]. Such measurements have the advantage of being very quick and they do not require 
the cells to be removed from their trays. Furthermore, no additional measuring equipment is required since 
both direct current (DC) and alternating current (AC) internal resistance are part of the regular quality control 
measurements. However, since both measurements do not take place within the soaking units, additional 
transport routes and logistical challenges arise. In addition, the validity of these indirect measurements is 
significantly lower compared to a direct analysis of the wetting degree, as several other factors influence the 
results. Therefore, resistance measurements are primarily advantageous if they are performed several times 
so that the interfering factors can be subtracted, and the actual course of the electrolyte distribution can be 
approximated. [19] 
Evaluation 
The implementation of electrical resistance measurements during the soaking process is a simple method for 
an indirect evaluation of the process progress. However, due to the additional transport distances and 
measurement procedures, it is only economical if the processing time saved exceeds the costs for additional 
measuring equipment or additional transport routes. Therefore, it is advantageous for large cells that would 
require an exceptionally long soaking time. The applicability for large-scale production with fully occupied 
transport systems is therefore limited. But the future potential can be significant if methods are found by 
which a single measurement during pre-forming is sufficient to analyze cell-specific the required soaking 
time. The foundation can be artificial intelligence (AI) methods or extensive knowledge about analyzed cells. 
In comparison, non-electrical methods for determining process progress typically require the removal of 
cells from their trays or time-consuming measurements. The implementation of such methods is therefore 
even more costly but offers a comparable acceleration potential. [17,20] 

3.2 Formation 
Formation represents the processes of cell finishing in which the manufactured and soaked battery cells are 
charged and discharged for the first time and thereby activated. However, there are several key differences 
in comparison to the regular charging process, which must be considered when designing a formation 
protocol. The primary objective of the formation is to cause the controlled development of passivating 
boundary layers on the surfaces of the electrodes. [12,21,22,23] 

The traditional method to avoid damaging reactions within the cell during formation is to charge and 
discharge at low C rates between their upper and lower voltage thresholds for at least two full cycles [21,22]. 
However, this results in the process taking up to 48 hours. Through a detailed analysis of the reactions 
leading to a sufficient solid electrolyte interphase (SEI) and the deleterious effects that may occur, 
accelerated formation procedures can be applied. 

Innovations 
The easiest way to implement accelerated formation protocols is to use adjusted current and voltage 
thresholds. This method has the advantage that no increased requirements are imposed on the equipment. A 
typical way to speed up the process is to increase the current during the discharge phase [23]. This can 
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prevent the damaging reactions at the anode that occur primarily during charging, while at the same time 
accelerating the process. Further acceleration can be achieved by not fully discharging the cells. This takes 
advantage of the fact that the functionally more important inorganic compounds in the SEI are formed 
primarily in the high cell voltage range [22,23]. 

In the so-called dual-current formation procedure, the charging power is adjusted in two stages depending 
on the cell voltage. As in a traditional formation procedure, the charging process starts with a low C rate in 
the range of 0.1 C. Once the cell voltage exceeds a predetermined value, the charging rate is increased 
abruptly to a value that is typically around 70 % of the C-rate capability of the cell. Thereby, there is 
sufficient time for the formation reactions of the organic SEI compounds to occur. Another positive effect is 
that the increased charge rates accelerate the formation of inorganic SEI compounds in the upper cell voltage 
range. However, many damaging reactions are also driven by the combination of high charge rates and high 
cell voltages. Therefore, a decision on the timing of the change and the increased charge rate must be 
balanced between the demand for acceleration and the risk of damage. [23,24,25] 

It can be useful to perform part of the formation before soaking or between two soaking sub-processes. This 
additional formation step, which aims to set the cell voltage before the soaking, is usually called pre-charge. 
By charging to about 2.5 V, decomposition effects that occur after a certain time between the uncharged 
anode and the copper foil can be avoided. This allows the soaking process to be carried out for a longer time, 
which is especially important for large format cells. During the pre-formation, charging must be conducted 
at particularly low C rates of about 0.05 C due to the uncompleted electrolyte distribution. By increasing the 
targeted voltage of the pre-formation to around 3.3 V, the increased cell temperature during soaking can be 
utilized to initiate and accelerate initial SEI-forming reactions. After storage above 40 °C and at a cell voltage 
of at least 3.3 V for 24 hours, a sizable portion of the organic compounds has already formed in the SEI. 
Thus, the subsequent main formation can start with higher C-rates without negative influences on the cell. 
[23,25] 

Evaluation 
The main advantage of any alternative formation procedure based solely on adjusted thresholds for current 
and voltage is that it is quite simple to implement in any existing cell finishing line. The only condition that 
such methods impose on the equipment is that it must be capable of delivering the desired current. At the 
same time, such methods provide a time-saving potential since typically a large part of the formation time 
takes place in unnecessary potential ranges. Therefore, it can be concluded that these methods offer a good 
mix of applicability for large-scale production and acceleration potential. [22,23] 

Besides simply adjusting the threshold values, several other electrical methods have the potential to 
accelerate the formation process. However, these often place special demands on measurement electronics 
and power electronics. The possibility of subsequently integrating them into an existing series production 
can therefore be limited. An even greater acceleration potential can be achieved by using a dual-current 
procedure. But the applicability of this process depends very much on the cell chemistry and requires power 
electronics that can provide the high currents needed during the second charging phase. [23,24,25] 

A major disadvantage of pre-charging into the SEI forming potential range is that this acceleration must be 
substituted with an extended pre-charge phase. In addition, a high degree of wetting of the electrodes with 
electrolyte should already be present before the pre-charge to prevent inhomogeneous SEI formation. 
Therefore, the overall acceleration potential of this technology is limited, but a positive influence on cell 
performance can be observed while at the same time being easily applicable in large-scale production. 
[23,25] 

3.3 Degassing 
During formation, some components of the electrolyte are reduced [26,27]. The resulting gases accumulate 
inside the battery cell, as these are already sealed. In hardcase cells, the pressure rises due to gas buildup 
inside the cell. For safety and quality reasons, the gas is therefore vented from the cell in the degassing 
process step, which is usually integrated as a separate station in fully automatic finishing lines [28]. In 
prismatic cells, a port, such as a valve is provided in the housing for degassing, through which the gas can 
be extracted. In smaller cells, e.g. cylindrical cells, the gas remains in the cell. In case of pouch cells, the gas 
escapes in an extra gas pocket, which is pierced and extracted in a vacuum chamber. Then the emptied gas 
pocket is cut off and the cell is finally sealed on the open side. [29] 
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Innovations 

Innovations in the context of degassing and final sealing of lithium-ion battery cells address in particular the 
reduction of process time and can influence the cell design. The elimination of a separate degassing process 
and the associated production station could be realized by extracting the produced gases while still forming. 
Immediately after formation, the gas is removed from the cell using internal pressure through a slight vacuum 
applied to ports or check valves. In addition to saving time, this would have a positive impact on the quality 
and performance of the battery cell, as the risk of plating is reduced. [30] 

Another approach involves wetting the cathodes and anodes before assembly, forming the pre-wetted 
electrodes into an assembly, and then housing them. This process reduces the time required for the complete 
wetting of the electrodes and requires dedicated equipment. The gas produced during formation can escape 
directly, which eliminates the need for a degassing and capping station. [31] 

Evaluation 
Innovations in the field of degassing often influence both the production process chain and the cell design. 
The solutions presented have the potential to save time but require new plant technology. Since the handling 
of activated battery cells requires different safety requirements for fire protection in factories, it is easier to 
implement solutions that are based on established production process chains. The integration of degassing 
into the formation plant technology offers an approach with the potential for application in large-scale 
production. 

3.4 Electrolyte Filling (2nd filling) 
The electrolyte filling of large prismatic battery cells is usually conducted in two steps. The so-called 1st 
filling, which describes the initial electrolyte filling, is an essential part of the cell assembly (Figure 1). In 
practice, filling systems have several dosing units. The partially assembled cells, the electrolyte solution and 
the inert gas are fed to the electrolyte filling unit. The electrolyte solution is dispensed into the previously 
evacuated cell housing via a dosing lance [32]. Complete filling of the housing and uniform wetting of the 
electrodes are essential for the quality and performance of the battery cell. [33] 

As a rule, large prismatic battery cells are only provisionally sealed after 1st filling or temporarily closed 
with a stopper if a further filling step is planned. 2nd filling is necessary to compensate for the reduction of 
electrolytes during the formation and to refill the cell. In the battery cell's initial charging and discharging 
processes, a reduction of the electrolyte can be observed due to the electrochemical activation of the cell and 
the formation of interphase layers such as the SEI [26]. 2nd filling only affects large-format cells, since the 
loss fractions of the electrolyte after formation are the highest. In addition, it is also possible to add further 
additives to increase the lithium-ion conductivity and stabilize the SEI layer. [22,34,35] 

Innovations 
An open question is the technical implementation of 2nd filling. There are various concepts currently 
discussed in the industry, each with a different degree of innovation potential. Three noteworthy options 
have different advantages and disadvantages based on expert talks (Figure 2). 
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Figure 2: Advantages and disadvantages of different options for 2nd filling 

Evaluation 
In option 1, 2nd filling is not intended. In general, the electrolyte losses are in the low single digits [26]. 
Therefore, the electrochemical cell performance is expected to deteriorate only slightly (Figure 2). 
In option 2, 1st filling is performed in the cell assembly and the 2nd filling is in the cell finishing (Figure 2). 
The advantages of second filling can be leveraged. It should be noted that prismatic battery cells must be 
provisionally sealed for the transfer from the assembly to the cell finishing and the initial process steps of 
soaking and formation. In addition, an equipment solution for the second filling is required. This results in 
increased space requirements and high demands on the process environment. Therefore, process-related 
encapsulation by mini-environments or during degassing (via a bell system) is one solution to address the 
dry and clean room requirements. 
Another innovative idea is to bundle the two filling processes into the cell assembly ideally on the same 
equipment (Figure 2). The high process environment standards in the cell assembly favor the bundling of 
the filling stations there. However, the battery cells must be returned from cell finishing to the cell assembly 
and vice versa. As a result, new logistic processes and plant interfaces must be developed and defined. The 
increased effort favors smaller laboratory and pilot lines. 

The three options promise different advantages and disadvantages (Figure 2). Depending on the constraints 
and desired flexibility of the planned battery factory, all three alternatives must be carefully evaluated. 

3.5 Aging, End-Of-Line Testing and Grading 

After formation, degassing and a potential additional 2nd electrolyte filling, the battery cell is finalized. The 
cells are then stored for up to three weeks at room temperature in the cell finishing plant for quality assurance 
purposes. The cells are typically neither pressurized nor energized in trays. During storage, also called aging, 
the open circuit voltage (OCV) is measured at regular intervals to determine the self-discharge rate of the 
battery cell. [28] 
The scope of the subsequent End-Of-Line (EOL) tests varies depending on the cell format, previous 
production process chain and manufacturer. The classical electrical measurements at the end of the 
production process chain are the self-discharge determined by the OCV measurements, alternating current 
internal resistance (ACIR) at a single frequency (typically 1 kHz), direct-current internal resistance (DCIR), 
and battery cell capacity calculated during formation [29]. For measurements that are typically not performed 
in one of the previous process steps, plant manufacturers implement separate EOL stations. These stations 
also include measurements of weight, dimensions, and visual inspection. Depending on the subsequent 
application, surface brushing and labelling or printing of the cells may also be integrated into this station. 
Based on the measured quality parameters determined in the EOL test, the battery cells are classified into 
different quality classes. [36,37] 
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Innovations 
Innovations in the field of aging and EOL tests address the reduction of lead times and the significant space 
requirement. One innovative approach to reducing the significant footprint of aging by eliminating the need 
for long rest periods between OCV measurements is called potentiostatic aging. In this method, the cells do 
not rest currentless but are kept at a constant cell voltage by charging them with microcurrents. Evaluation 
of the charge thus induced over up to 24 hours allows the self-discharge behavior of the cells to be 
determined. Since the measurements are no longer performed only in specific intervals but are recorded 
continuously, the obtained information goes beyond the self-discharge. For instance, other defects, such as 
micro-shorts on the separator, can also be detected based on short-term peaks in the required charging rate. 
[38] 

In addition to the potential future integration of electrical EOL tests into the formation procedure, there are 
many approaches for innovative measurement methods. By collecting extensive data and evaluating it during 
the aging process in adapted carrier concepts, a digital estimation of the cell quality can be made, and the 
aging time can be adjusted or shortened to meet the requirements of each cell. [29] 

Regular EOL tests are insufficient to obtain detailed information about the condition within the cell. A 
possibility to gain additional data is electrochemical impedance spectroscopy (EIS). This technique can 
obtain information about diffusion mechanisms, charge transfer resistances and the boundary layers at the 
electrode surfaces. However, since EIS measurements can take up to 60 minutes per cell and require very 
precise measurement and power electronics, implementation in large-scale production would lead to 
immense additional costs. However, innovative approaches exist that make it possible to determine the entire 
frequency spectrum of an EIS measurement within a few seconds by pulse analysis, thereby drastically 
accelerating the process without significantly degrading the information value. [39,40,41] 
Evaluation 
Metrological innovations in the field of aging or EOL testing, which pursue the purpose of shortening aging, 
have the potential for significant cost and space savings in production operations. In principle, potentiostatic 
aging can be integrated, but this requires adjustments to the cell finishing plant concept. The integration of 
electrical EOL tests into the formation procedure as well as AI-based quality prediction can be implemented 
with existing equipment concepts and therefore offer feasibility in volume production. By integrating pulsed 
impedance measurements, the technology can be implemented in large-scale production that is usually 
limited to the laboratory scale. 

3.6 Sorting and Packaging 
The cells are sorted into several classes according to the specifications ("grades") and filled into packaging 
units on holding structures in an automated manner for high-volume production. For safety-critical cells, 
packaging in safety transport containers is typically required. These packaging units are dispensed onto a 
conveyor belt or a facility for temporary storage with a specified capacity. The packaging units are then 
placed on a pallet. The capacity of the intermediate storage facility must be matched to the production 
campaigns so that the transport of the batteries to the storage facility can take place in the targeted schedule. 
[28,42] 

Innovations 
The automation degree of the packaging unit is a central adjusting lever for throughput and innovation. In 
large-scale production with high throughputs, fully automated AGVs (Automated Guided Vehicles) and 
multi-axis industrial robots are used. These robotic arms allow maximum utilization of the workspace and 
flexibility. [43] 
Additionally, the packaging must meet a variety of requirements for lithium-ion battery cells (UN 
certifications). In addition to ensuring the structural integrity of the cells, increased safety requirements must 
be considered. The fire hazard of batteries can be mitigated by the packaging. Modern packaging solutions 
provide improved flame retardance and arrestment, thermal management, pressure management, blast 
containment, and gas and smoke filtration. Furthermore, re-engineering allows for a reduction in product 
complexity through new material solutions while increasing the intrinsic safety of the packaging. [44, 45] 
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Evaluation 
The degree of packaging automation is essential for large-scale production to achieve cost and time 
reductions. However, the leverage at the end of the process chain is limited since the process cycle times 
have lower reduction potential in comparison to the processes in electrode production, cell assembly or cell 
finishing. Furthermore, automation solutions in the packaging process are characterized by cross-industry 
adaptability and applicability in scaled productions. The same applies to modern packaging solutions that 
can be used universally in production (e.g. storage and transport) and sustainable packaging materials. 

4. Results and Discussion
The innovations presented along the process chain in cell finishing were assessed regarding their potential 
and applicability in large-scale production. The assessment is based on insights from leading industry experts 
and publications in the field of cell finishing. The potential refers to the possible time and cost savings 
achieved with the innovations. Furthermore, the applicability of the innovations remains significant, as this 
determines whether the innovations can be used in large-scale production or if increased implementation 
effort is necessary. In addition, the scaling level of the concept must be technically achievable. 

It can be stated that the process innovations in cell finishing mainly focus on the bottleneck processes with 
the longest cycle times and largest investment requirements. The soaking, formation, and aging can be 
identified as such processes. There, experience and an understanding of the electrochemical principles are 
crucial. New process protocols and existing equipment technology will enable time reductions and 
potentially reduce energy costs. 
In addition, quality-enhancing measures such as 2nd filling are becoming increasingly important. Here, the 
focus shifts depending on the objective of cell production. The innovations presented must be adapted to the 
logistics and environmental constraints of the factory concept and the desired flexibility of production. 
It can be expected that these innovations will be associated with increased costs in the initial phase and will 
typically move in first where high-quality and more costly battery cells are produced. That's where the plant 
technology's increased costs and integration efforts are profitable at first. This also means that in large-scale 
production, the trade-off between low cost ($/kWh) and quality results in a much longer time horizon before 
new process innovations can be introduced. 

5. Conclusion and Outlook
New process innovations are supporting the development of so-called Gigafactories in Europe [46]. As well 
as improving product quality, these technologies could reduce costs and accelerate production times 
significantly. At the same time, sustainability through energy savings and thus an improvement in energy 
consumption through process innovations and further developments in plant technology is increasingly 
important. Research and industry efforts make it possible to exploit this potential. Batteries with higher 
requirements will be the first to benefit from the upcoming innovations due to the current cost pressure in 
battery cell production. Trickle-down effects into more price-sensitive cell production are expected mid to 
long-term. These activities and developments will be complemented by research factories, which will enable 
European machine and plant manufacturers to bring their process innovations into series production sooner. 
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Abstract 

Climate change is leading to massive changes, especially in the areas of energy and mobility. As a connecting 
element of the energy and mobility transition, electricity grids will play a key role. Bidirectional energy 
flows and massive fluctuation in generation and consumption patterns lead to high stresses on components 
and systems, especially in the distribution grid. This confronts Distribution System Operators (DSOs) with 
new challenges to continue to ensure security of supply in an economical and resource-efficient manner. 
New maintenance strategies can enable operators to address these challenges. Novel sensors and artificial 
intelligence enable the technical use of methods such as Predictive Maintenance to detect and predict the 
probability of failure of critical components based on current condition data. Whereas Predictive 
Maintenance is already being used in many areas of the manufacturing industry today, the procedures are 
still new in operating medium-voltage switchgear in the distribution grid, which are critical for ensuring the 
security of supply. Today's maintenance processes are not automated and are based on Preventive 
Maintenance strategies and differ very much from those of production environments. For example, the used 
IT-systems differ as well as the level of involvement of service contractors and regulative requirements and 
limitations. The use of Predictive Maintenance in the operation of critical infrastructures therefore places 
special demands on existing maintenance strategies at DSOs to economically ensure security of supply. This 
paper proposes an operational concept consisting of a process model, IT-system landscape, and information 
logistics model compatible with the current process and system architecture to deploy new maintenance 
strategies at DSOs. 
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Energy transition; Mobility transition 

1. Introduction

The focus of the German climate and energy policy is on a massive and area-wide integration of renewable 
energies [1,2] as well as on the integration of charging stations for electro-mobility into the existing power 
grid. The resulting numerous load fluctuations [3,4], e.g., caused by decentralized solar plants, as well as the 
temporally and spatially concentrated energy demand caused by charging infrastructure (eMobility), lead to 
very large loads that can lead up to overload on electrical equipment and components, such as switchgear. 
Literature and the conducted interviews show that typical switchgear assets are 30 years or older [5]. This 
imposes an immediate threat since operators are not aware about their current operation condition. Therefore, 
to achieve the goals of the energy and mobility transition while maintaining the same quality of supply, on 
the one hand, grid operators need an improved understanding of the current status and impending failures of 
components but on the other hand, have to deal with increasing cost pressure while maintaining the security 
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of supply. Novel sensors paired with new Artificial Intelligence (AI) approaches are now making condition-
based monitoring of assets for this use case technically possible [6]. The research project AproSys, which 
this work is part of builds upon the work of the finished project FLEMING, which was focused on a technical 
solution that consisted of low-cost sensor solutions paired with a corresponding machine-learning approach 
to classify condition states and make prognoses about the future state of components in switchgear. 

In this paper, we concise an operational concept based on the current processes and procedures at distribution 
system operators (DSOs) as well as necessary system landscape to implement condition monitoring and 
novel maintenance paradigms in organizations of DSOs. This research should answer the question: How 
does a holistic operational concept have to be designed to offer Predictive Maintenance Strategies in 
combination with legacy systems for medium-voltage switchgear at DSOs? Therefore, we will describe the 
technical foundations this research focused on and then describe the used methodology to derive the 
operational concept. The overall objective is to contribute to a more stable grid by reducing maintenance 
costs and downtimes for distribution grid operators and to instruct the implementation of such systems into 
an operating business environment at DSOs. 

2. Technical Foundations

In this chapter, we will introduce the technical foundations on which this research is based. Hence the status 
quo from the perspective of DSOs and switchgear will be explained as well as the relevant maintenance 
strategies. 

2.1 Switchgears and their typical fault patterns 

The total energy grid is composed of different grid layers with different properties and functions. As part of 
the research for a Predictive Maintenance application, we focused on medium voltage switchgear that 
connects medium and low voltage grids and is maintained by DSOs. As part of the distribution grid, it fulfils 
essential safety functions as well as controlling functions of the grid by providing energy to the typical “last 
mile” between homes and substations. Switchgears play an important role in the isolation of error patterns 
in the grid and its components. They come in metal enclosures and can be used in different operating settings 
such as urban buildings or dedicated substations in rural areas. Air is the most used insulation gas inside the 
switchgear. The subcomponent "circuit breaker" performs the error isolation function by closing or opening 
the affected circuit. [6] While the circuit breaker is crucial for error management, it has the highest failure 
rate of all components inside a medium-voltage switchgear. [9,6–8] The circuit breaker is composed of four 
components: Pole, Housing, Linkage, and Drive. The most common error patterns according to IEEE 
guidelines are: failure in the closed position, failure to close, failure to close (Properly), failure to stay closed, 
failure in the open position, failure to open, failure to open properly, and failure to stay open [9,6].  

2.2 Common and AI-enabled Maintenance strategies 

The terminology Maintenance refers to a comprehensive set of technical, administrative, and management 
procedures carried out during an object's lifetime to keep it in working order or return it to it [10]. The most 
common maintenance strategies are: Preventive Maintenance, Reactive Maintenance, and Predictive 
Maintenance. [12,11] 

Reactive maintenance describes the process of operating equipment till it fails. This approach maximizes the 
total operating time but can lead to severe damages through increasing defects in other equipment or long, 
expensive downtime. Preventive maintenance exploits knowledge about the typical lifetime of the 
equipment. With this approach, healthy equipment will be replaced or repaired periodically before defects 
occur. This leads to minimal unscheduled downtimes at the risk of over-maintenance parts. [6] The more 
sophisticated approach of Predictive maintenance monitors the equipment's condition through different 
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parameters and predicts the health based on intelligent AI-enabled algorithms, like machine learning. [13,6] 
It then predicts possible downtimes or defects and can trigger corrective action. This can maximize the 
equipment's operating hours while reducing repair costs and avoiding unscheduled downtime. [6] Therefore 
to offer condition-based monitoring Predictive Maintenance will be the focus of this research. 

3. Methodology

To solve the research hypothesis and to derive an operational concept for the application of Predictive 
Maintenance concepts for DSOs we gathered the status quo and identified the constraints and requirements 
to implement such a new system into the operational structure. To allow the interview to proceed as openly 
and flexibly as possible in a structured manner, the semi-structured interview approach was used to interview 
grid controllers and foremen of DSOs of different sizes and different grid topologies (s. Table 1). Within the 
framework of this method, some questions are planned in advance and consolidated in an interview guideline 
based on a user story framework; however, the majority of the course of the conversation is kept open. Based 
on the guideline, the topic and the interview direction are specifically controlled. This design creates the 
basis for new insights that the interviewer had not previously considered and makes it possible to gather and 
structure existing insights [14]. The interviewed grid operators and relevant data regarding the grid topology 
are described in Table 1. The choice of partners ensured that we were able to gather different insights into 
the needs for grid operators of different sizes. We also interviewed business departments to record the initial 
business process landscape. The requirements and constraints were structured into user stories and built the 
base on which the operational model was developed. 

Table 1: Overview of the interviewed grid operators and their respective grid topology (HV – high voltage; MV – 
medium voltage; LV – low voltage) 

Grid operator Habitants in area Area served [km²] Power line length [km] Operated grid level 
1 100.000 – 999.000 100 – 499 10.000 – 20.000 HV, MV, LV 
2 <100.000 <100 <10.000 MV, LV, 
3 100.000 – 999.000 <100 <10.000 MV, LV 
4 >1.000.000 >1.000 >20.000 HV, MV, LV 
5 >1.000.000 500 – 1.000 >20.000 HV, MV, LV 
6 100.000 – 999.000 100 – 499 <10.000 HV, MV, LV 
7 <100.000 <100 <10.000 MV, LV, 
8 100.000 – 999.999 100 – 499 <10.000 HV, MV, LV 

Generally, the purpose of operational concepts is to provide an overview of the activities utilizing one or 
more specific systems, or a group of related systems, in the organizational operational environment from the 
users' and operators' perspectives [15]. Therefore, we base the modelling of the operational concept on the 
common Architecture of Integrated Information Systems (ARIS) Framework and will detail the operational 
concept by describing the business process model, the IT-system landscape, and an information logistic 
model. Originally developed for the description and modelling of computer-based information systems, the 
ARIS-Framework has proven itself at the business concept level, i.e., at the semantic model level with 
(partially) formalized description languages, in the course of business process modelling, for solving 
organizational process problems, and for reducing complexity in the description of operational information 
systems [16]. It provides a structured approach for designing and implementing information systems that 
align with the overall goals and objectives of the organization. Therefore the framework describes in 
different layers the need for an organization view, function view, data view, process view, and product view. 
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[17] The context of the framework and the chosen models for the result documentation is outlined in Figure
1.

Figure 1 Context of the research methodology and models based on the ARIS-Framework based on [18] 

The process and organizational view were modelled using the common Business Process Model And 
Notation in the 2nd version [19]. Furthermore, the description of the IT-system landscape describes the 
function view and is based on a typical UML-Class Diagram, which was abstracted for the applied use case 
[20]. For the data view, we model the information logistic concept using the Information Logistics Notation 
(ILN), as illustrated by NIENKE et al. [21]. Because traditional interpretations of information logistics only 
model information as part of the flow of goods inside an organization [22]. We interpret information as an 
own logistical asset [23]. The ILN differentiates between stakeholders, database systems, and processing 
systems, representing objects that are characterized through an information sink on the left and an 
information source on the right side. Information flows are visualized through arrows between the objects. 
[21] 

4. Operational Concept

The Operational Concept for the use of condition-monitoring based Predictive Maintenance strategies for 
medium-voltage switchgear is described based on the ARIS-Framework and will cover a Process Model (s. 
Chapter 4.1), a description of the IT-system landscape (s. Chapter 4.2) and an Information Logistics Model 
(s. Chapter 4.3). 

4.1 Process Model 

The process model for DSOs regarding Predictive Maintenance methods for switchgear equipment is 
visualized in Figure 4 in the Appendix of the paper. It describes the necessary actors, systems, and activities 
that must interact to offer Predictive Maintenance to DSOs. The model is designed to work as a business 
process visualization that helps employees to work with the system and as an instruction to implement it at 
DSOs. Therefore, it illustrates the organization and process view of the ARIS-Framework. 

The relevant actors are the employees in the control centre and the installation technician. To interact in this 
system the process model introduces an Asset Management System (AMS), Geo-Information-System (GIS), 
and Machine-Learning-System (MLS). The model also interacts with external actors that are not part of the 
DSO’s organisation and provides different services. 

The process is characterized by reducing the need for additional interaction with the foreman and triggering 
the maintenance activities condition based on demand. The industrial technician now can check and gather 
the necessary parts based on the information he receives from the Predictive Maintenance report. The need 
to first check the premises while doing preventive maintenance to order the correct parts now becomes 
obsolete. Furthermore, the process describes how the workflow can be structured to skip the need to digitize 
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a paper-based maintenance protocol. Additionally, the process illustrates the possibility to include external 
service providers when the necessary workforce or specific data sources are not available. 

4.2 IT-System landscape 

The IT-system landscape as detailed in Figure 2 illustrates the different IT-systems, databases, functions, 
and interfaces as well as their interaction with each other to enable a condition-based maintenance 
application compatible with the proposed processes at DSOs. This represents the function view of the ARIS-
Framework. 

Figure 2 IT-system landscape and interfaces based on [24] 

The AMS must share an interface with the MLS and contains the database that contains all the asset data 
regarding the circuit breaker and switchgear as well as the legacy maintenance function module which is 
based on a common Enterprise-Resource-Planning system architecture. Further an interface to the GIS is 
essential to share the notification and service orders. The MLS is the only system that is connected to the 
sensor hardware, which range from vibration, temperature, camera, and resistance sensors. Data will be 
collected in a dedicated database in the MLS, which includes the processing. To complete the architecture 
the MLS shares an interface with the GIS, which incorporates the necessary locations-based functions. While 
the AMS and GIS are mostly legacy systems that are already in use at DSOs the addition of the MLS makes 
the interfaces necessary to integrate it into the architecture. The proposed architecture can run on-premises 
or in the cloud but regulative restrictions regarding critical infrastructure must be evaluated in this case. 

4.3 Information Logistic Model 

The ILM in Figure 3 illustrates the information flow in the proposed system and the different information 
structures and dependencies and shows the data view of the ARIS-Framework. Therefore, this model shows 
how the connectivity in the whole application context is realized on the information layer. 
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Figure 3 Information Logistics Model 

As the decision role the Grid Control Centre needs to receive all information on demand. Other roles that 
must be considered while modelling the information logistics are the industrial technician, external service 
provider and the switchgear including the sensors, which push and pull information. The MLS takes a central 
role in pulling all information and pushing the results information to the Grid Control Centre. Overall, this 
model extends legacy systems at current DSOs and illustrates the extended information flow that derive from 
gathering, processing and evaluating data and information that come from the novel switchgear sensors and 
external sources. 

5. Summary & Outlook 

This paper presents an operational concept for the condition-based Predictive Maintenance of medium 
voltage switchgear specifically designed after the requirements of DSOs. It extends the current status quo of 
preventive maintenance strategies at DSOs and offers an operational concept for different abstraction layers 
in organizations. Therefore, this research gives DSOs an important indication and design guideline on how 
to implement AI-based maintenance strategies into their current asset management and how to structure the 
operations. Furthermore, this research creates further possibilities to research and create Service Systems 
and to lower cost for DSOs and enabling equipment resilience in the energy distribution grid. The operational 
concept offers further possibilities to be adapted for the use on other equipment or branches, which needs 
further evaluation. The implementation with the technical solution has to be evaluated as well as the practical 
relevance for DSOs in everyday operations. 
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Abstract 

A minimum requirement of feasible order picking layouts is the accessibility of every storage location. 
Obeying only this requirement typically leads to a vast amount of different layouts that are theoretically 
possible. Being able to generate all of these layouts automatically opens the door for new layouts and is 
valuable training data for reinforcement learning, e.g., for operating strategies of automated guided vehicles. 
We propose an approach using answer set programming that is able to generate and select optimal order 
picking layouts with regards to a defined objective function for given warehouse structures in a short amount 
of time. This constitutes a significant step towards reliable artificial intelligence. In a first step all feasible 
layout solutions are generated and in a second step an objective function is applied to get an optimal layout 
with regards to a defined layout problem. In brownfield projects this can lead to non-traditional layouts that 
are manually hard to find. The implementation can be customized for different use cases in the field of order 
picking layout generation, while the core logic stays the same. 

Keywords 

warehousing; layout planning; order picking; optimization; answer set programming  

1. Introduction 

Warehouse layout planning is a well-studied problem with good results for predefined shapes and 
designs [1]. However, a completely rule-based generation without predefined shapes and designs is missing. 
This is considered a poorly structured decision problem [2]. Therefore, planners rely on their personal 
experience in designing warehouses [3]. Although there are systematic planning approaches to address this 
problem [2], the automation of the internal layout design problem depends on idealized conditions, e.g., 
rectangular space, predefined layout (multi-block, fishbone, etc.) or parallel aisles [4–6]. Each of these 
designs have to follow the same rules to be a feasible solution for an order picking system, e.g., every storage 
location has to be accessible. 

For highly constrained warehouses with spatial or resource-related constraints, it is even more difficult to 
find viable layout options. This is the case, for example, in brownfield projects with given structural 
restrictions and other constraints (e.g., existing material flow restrictions). Planning such highly constrained 
order picking layouts can be challenging even for experts, with no good solutions being found. One reason 
for this may be the planners bias based on their personal experience, and new layout options may not even 
be considered. Formalizing this expert knowledge to be machine-readable creates new possibilities for the 
automated generation of layouts. When all of the rules for the layout generation are formalized, it is no longer 
necessary to idealize the conditions (e.g., rectangular space, predefined layout). The layouts are generated 
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implicitly following the formalized knowledge. We are investigating the use of a declarative rule-based 
approach for the automated generation of layouts for this problem. 

Answer set programming (ASP) is a declarative problem solving approach from the area of logic 
programming [7] which can solve highly complex combinatorial problems [8]. Such problems are modeled 
in form of logic programs which consist of possibly defeasible rules that lead to a conclusion when the 
premise of the rule applies. The defeasibility of a rule is formalized by the use of default negation which 
causes that the rule is usually applicable unless the default-negated part of the rule is true. Therewith, ASP 
can resolve conflicts which arise from competing objectives automatically which represents an added value 
compared to classical constraint programming. Typically, ASP programs have several feasible solutions 
from which the optimal solutions with regard to a certain objective function can be filtered. In [9,10] the 
authors showed that ASP is an appropriate method for logistical problems. Here, we formalize the constraints 
and the basic objectives of the warehouse layout generation task by ASP rules and optimize the area 
utilization in order to find suitable warehouse layouts. 

The goal of this paper is to show that ASP is predestined to generate optimal order picking layouts respecting 
a defined objective function by reason of its declarative nature, readability, and versatility. After the 
formalization of the knowledge in a logic program, the implementation is capable of generating every 
optimal layout that satisfies all building restrictions and constraints, considering the optimization objective. 
Furthermore, it is possible to add and remove constraints and objectives in form of rules in a straightforward 
manner. Default negation allows to easily define exceptions to general rules. Together with their declarative 
nature, which deems the order of rules irrelevant, answer set programs are generally easily extendable. We 
will show that with all these key advantages, ASP constitutes an effective tool to assist the planning of 
layouts especially in brownfield projects. To demonstrate the benefits of ASP, we extended the solution 
presented in [9] in order to showcase an implementation that creates layouts for a manual order picking 
process based on given building restrictions and constraints abstracted from a real-world example. 

The remainder of this paper is structured as follows. After presenting an introduction into answer set 
programming and warehouse layout generation in Section 2, Section 3 outlines the goals of this paper and 
provides an overview of the implementation’s main functionalities. In Section 4, the developed 
implementation is illustrated and key components are explained. Then, the program is used to generate a 
possible layout for a given problem instance (building restrictions, number of racks, base position, etc.). The 
final section concludes the paper with a short summary and provides an outlook on future work. 

2. Preliminaries 

This section provides the necessary background on ASP and layout generation. Therefore, we first introduce 
ASP with the underlying definitions in order to illustrate on which bases the implementation in Section 4 is 
built. Afterwards we elaborate on the challenges of the layout generation and which indicators and goals can 
be pursued with different layouts. 

2.1 Answer Set Programming 

Answer set programming [7] constitutes a declarative programming paradigm based on logic programs 
which allows for a rule-based description of real-world problems. ASP features the concept of default 
negation with which it is possible to formulate default statements that hold unless an exceptional case arises. 
Therewith, conflicts in ASP programs can be resolved automatically. For more details, see [8,11]. Here, we 
consider ASP based on normal logic programs (NLPs), which are sets of rules r of the form 

ℎ ∶ −	%!, … , %", ()*	%"#!, … , ()*	%$.    (1) 
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where h and each bi are atoms. An atom a is of the form !(#!, … , #") where p is a predicate of arity k, and 
each ti is either a constant or a variable, like in classical first-order logic. Conventionally, variables are 
written in uppercase letters and constants in lowercase letters. Variable-free programs, rules, respectively 
atoms are called ground. The prefix not in r indicates a default-negated atom. Intuitively, the rule r states 
that unless any of the default-negated atoms is true, the rule head h follows from '!, … , '#. Otherwise, the 
rule is blocked. Rules with n = 0 are facts, in this case we omit the symbol “: -”, and rules with an empty 
head are constraints. Constraints serve to filter out unwanted solutions. 

The semantics of an NLP ( is defined over reducts of ( which are built w.r.t. possible solutions of (, more 
formally w.r.t. interpretations which are sets of ground atoms. The reduct (ℐ of a ground NLP ( w.r.t. an 
interpretation ℐ is basically ( but from which all rules r are removed that contain a default-negated atom not 
bi with bi ∈ ℐ. Further, from all remaining rules the default-negated atoms are removed as well as they are 
satisfied in ℐ and, hence, do not block r. An interpretation ℐ now is a solution of (, formally called answer 
set, if ℐ satisfies every rule in (ℐ, i.e., if {'!, … , '#} ⊆ ℐ implies ℎ	 ∈ ℐ for every rule ℎ	: −	'!, … , '# ∈ (ℐ, 
and ℐ is set-minimal with this property. An interpretation ℐ is an answer set of a non-ground NLP ( if ℐ is 
an answer set of the grounding of ( which means the ground NLP (′ that is obtained by replacing every 
variable in ( by each available constant once. While logic programs have a unique solution, NLPs with 
default negation may have several answer sets. 

The implementation described in this paper is implemented with the ASP system clingo1. Technically, the 
grounding of NLPs is executed by ASP grounders (e.g., gringo) and the answer sets are computed by ASP 
solvers (e.g., clasp). Clingo offers several language extensions and the integration of external methods (either 
in the programming language Python2 or Lua3) into the solving process which will be shown later. 

2.2 Warehouse Layout Generation  

A large extent of the warehousing costs is already determined during the design phase. This design phase is 
characterized by many trade-offs between conflicting objectives which means it is a highly complex task, 
resulting in a large number of feasible designs. The authors in [12] define the warehouse design as a 
structured approach to decision making at a strategic, tactical and operational level. 

An integral part of the warehouse design process are decisions on the warehouse layouts. It can be 
distinguished between two types of layout decision problems. The first type of decision problems is the 
placement of various departments such as receiving, picking, storage, etc. [13]. This is usually called the 
facility layout problem and it results in a warehouse block layout that is often based on minimizing the 
handling costs. The second type of problem is called internal layout design or aisle configuration problem. 
It consists of placing the equipment, storage space, paths, etc. within the departments [4,14]. 

The warehouse layout problem is usually defined as finding an optimal or at least good layout of the storage 
or order picking area. In contrast to the other areas, the order picking area layout design is not represented 
sufficiently in the literature [1,4]. It is mainly focused on conventional layouts or adaptations of it (fishbone 
or flying-V layouts) which is sufficient for greenfield projects [5,15]. Therefore, a limited amount of 
different layouts can be found in the majority of warehouses today. Usually these warehouses use a 
conventional warehouse layout for the storage area and the order picking area. These traditional warehouse 
layouts have a rectangular shape with parallel straight aisles [16]. There are two possibilities to change the 
aisles, at the front and rear of the warehouse. These aisles meet the main aisles at a right angle (as shown on 

 
1 https://potassco.org/clingo/ 
2 https://python.org/ 
3 https://lua.org/ 
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the left in Figure 1: Order picking layoutsFigure 1). There are some modifications of this general form that 
are usually created by adding one or more additional cross aisles [5]. Such layouts are then called multi-
block layouts (as shown on the right in Figure 1) [17]. 

The optimization of layouts usually takes place regarding two objectives, capacity and performance. These 
two aspects are conflicting with each other, optimizing the capacity usually has negative influence on the 
performance and vice versa. Several objectives can be pursued within these categories, e.g., minimizing 
inventory, maximizing storage capacity, maximizing area or space utilization, minimizing travel distance or 
travel time. Ultimately all these objectives aim at reducing costs [1,18–20]. Within a greenfield project, the 
capacity is usually set for the warehouse and thus, the optimization aspect is performance. In contrast, in a 
brownfield project the total available space is set [21]. Maximizing the capacity can be an important 
objective. Nevertheless, the performance still has to be considered in order to reduce the operational costs. 
This leads to the problem of warehouse layout planners on how to define the objective function and generate 
warehouse layouts with given restrictions. 

3. Problem Formulation 

In order to assist the layout planning process, we propose a modular framework that allows planners to input 
project-specific key values like the size of the available warehouse, the available types of racks and their 
respective sizes, and the amount of racks that have to be positioned. They are also able to define more 
detailed, project-specific properties and constraints regarding the project, e.g., inaccessible parts of the 
warehouse, constraints regarding the placement of racks of specific types, or the minimum/maximum 
distances between elements. The implementation presented in this paper constitutes a key part of such a 
framework with the goal to integrate ASP into the layout planning process. An overview of the framework's 
workflow is depicted in Error! Reference source not found.. It starts with the user who can enter the 
aforementioned key instance values. This instance data is then added to the problem encoding which contains 
the general facts and conditions that hold for the typical warehouse layouts like ensuring that each rack must 
be accessible. The problem encoding can be adapted and extended by further project-specific rules and 
constraints. The ASP solver computes the answer sets of the logic program where each answer set represents 
a layout based on the knowledge base modeled in the logic program. Subsequently, the set of layouts can be 
further reduced using additional algorithms via external functions. The filtered layouts can then be rendered 
as 2D graphics and displayed to the user. 

4. Implementation 

In this section, we outline the main aspects of the implementation. 

Problem Instance: In ASP, logic programs are often divided into the problem encoding and the problem 
instance [8]. The problem instance can be viewed as the input data for the logic program that varies from 

Figure 1: Order picking layouts 
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case to case. The base of our implementation is a logic program where the problem encoding contains the 
encoding of structural warehouse elements, the definition of general dependencies, and constraints regarding 
their positioning. The problem instance comprises case-based, individual specifications, e.g., details 
regarding the structure of the order picking area. Thus, the same problem encoding can be used for different 
use cases. 

Let ( be the answer set program of our implementation. The following rules r1-r8 constitute a part of the 
problem instance of (4. 
r1: #const size_x = 20.  r5: coords(1,1..size_x/2,1..size_y/2).  
r2: #const size_y = 20.  r6: coords(2,size_x/2+1..size_x,1..size_y/2).  
r3: elem_quantity(1,47). r7: blocked(1..2,1..2).  
r4: elem_quantity(2,13). r8: blocked(19..20,1..5). 

The order picking area is represented by a grid structure comprising x columns and y rows where a cell 
stands for a specific position in the area and is denoted by its coordinates. This kind of representation allows 
a coarse-grained but flexible modeling of the available area. A cell is either free, blocked from the start 
(which is illustrated by rules r7 and r8), or occupied by another element, e.g., a rack. Using the representation 
of an order picking area as a grid offers high flexibility with respect to scalability. In rules r1 and r2, a 
language extension called constants is used that works analogously to constants in common programming 
languages, i.e., constants are globally accessible but fixed variables. With the constants size_x and 
size_y, the size of the area is defined. Other mandatory instance values include the amount of racks for 
each rack type that each layout has to contain and the area restriction regarding each type of racks, i.e., the 
planner is able to define that certain rack types must be positioned in specific areas of the layout. Here, r3 
and r4 define that 47 racks of type 1 and 13 of type 2 must appear in a layout. Rule r5 ensures that racks of 
type 1 are only allowed to be positioned inside the lower left quadrant of the warehouse whereas rule r6 states 
that racks of type 2 must be positioned in the lower right quadrant. 

In the following, we present the key parts of the problem encoding. 

Defining Part: In the defining part, we provide auxiliary predicates and specify further general details 
regarding the order picking area and the structural elements. The following rules lay down the dimensions 
regarding two of the four rack types and state the possible orientations a rack can have. 

r9: elem_type(1,"BlockStorage",1,1).    r10: elem_type(2,"ShelvedRacking",3,1).  
r11: types_rack(1;2;3;4).      r12: orient(h;v). 

Rule r9 represents an element type named “BlockStorage” with id 1 that occupies exactly one cell. With rule 
r10 another rack type named “ShelvedRacking” is defined with id 2 and the width of three cells and depth of 
one cell. In rule r11, the distinction between racks and other structural elements like conveyor belts or bases 
is stipulated by explicitly stating that element types with ids 1,2,3 and 4 are rack types. The concept of 

 
4 The code snippets partially contain language extensions that go beyond the definitions stated in Section 2. For a formal explanation of such 
extensions, we refer the reader to [22]. 

Figure 2: Framework overview 
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rotating an element is represented by orientation-literals in rule r12. The available orientations are horizontal 
where an element either faces the north or south side of the layout and vertical, where the element faces the 
east or west side. 

Another important functionality in this encoding is the assurance that in every layout, each rack is accessible 
from the base, that is, there must be a path consisting of free cells from the base to each rack. 

r13: reach(10,5,1).  r14: reach(11,5,2).  
r15: reach(X,Y,TID) :- reach(X+1,Y,TID), not blocked(X,Y), coords(X,Y).  
r16: elem_reach(ID,TID,h,X,Y) :- elem(ID,TID,_,h,X,Y), reach(X,Y+1,TID). 

For this, we define the cells directly above the base as “reachable” (e.g., rules r13 and r14 for 
rack types 1 and 2, respectively). Using (recursive) rules like rule r15, every free cell that is adjacent to a 
reachable cell is also flagged as reachable. In case of r15, we mark all cells right of a reachable cell as 
reachable if they are not blocked. This rule shows how default negation can be used to define exceptions to 
a general rule, that is, a cell in the layout is reachable unless it is marked as blocked. By rule r16, the program 
collects all horizontally positioned elements that have a reachable cell above. Doing this for all possible 
combinations of racks and neighboring cells, we can later check if all racks are indeed accessible, that is, if 
all racks have a reachable cell in front of them. 

Generating Part: In the generating part of this program, the goal is to calculate the position of all racks that 
are requested via the instance data. A rack that is positioned in a layout is represented by the cells it occupies 
and a cell that is occupied by a rack is encoded by an elem-literal. The following rules r17-r19 constitute a 
segment of the program’s generating part. 

r17: elem_core_coords(T,X,Y) : coords(T,X,Y) :- elem_quant(T,Q).  
r18: 1 {elem_core(@get_rack_id(X,Y),T,O,X,Y) : orient(O)} 1  
           :- elem_core_coords(T,X,Y), elem_orient(T).  
r19: 1 {elem(ID,T,N,O,X,Y) : coords(T,X,Y) , not blocked(X,Y)} 1  
           :- X=STX..ENX,Y=STY..ENY, elem_core(ID,T,h,STX,STY),  
              elem_type(T,N,SX,SY), ENX=STX+SX-1, ENY=STY+SY-1. 

The exact positions of a rack are gradually computed. Keep in mind that the declarative nature of ASP does 
not involve a specific order or preference over rules. Instead, the importance of rules can be indirectly given 
using certain dependencies between rules. In this case, we compute more general elem_core_coords-
literals that encode the starting point of each rack, i.e., racks larger and taller than one cell is first represented 
by a single cell and expanded according to their actual size using another rule. Rule r17 states that for every 
rack type T there have to be Q elem_core_coords-literals in the answer set. The coordinate restrictions 
defined in r5 and r6 are used to let the racks appear in specific areas of the layout according to their type. 
Before the racks can be expanded, their respective orientation have to be established. In r18, to each 
elem_core_coords-literal, an orientation (see r12) is added, yielding fitting elem_core-literals. In the head 
of r18, the external atom @get_rack_id(X,Y) represents the return value of a function that is located in a 
connected Python script. This function uses the coordinate values X and Y to compute and return a unique id 
for the respective rack based on its coordinates. This does not only create explicit references to each rack, it 
also induces a total ordering over all racks. 

605



For racks that are derived to be horizontal, rule r19 states the expansion of each elem_core-literal by deriving 
the aforementioned elem-literals. A literal elem(ID,T,N,O,X,Y) encodes a (part of a) rack named N of type 
T with an id ID that is occupying cell (X, Y). Since during the expansion, the value in ID is adopted from 
the respective elem_core_coords-literal, every such unique identifier in elem(ID,T,N,O,X,Y) refers to 
each part of the expanded rack in the layout. Note that N identifies each of these parts as belonging to rack N. 

The default-negated body literal not blocked(X,Y) in rule r19 prevents the ASP solver from placing racks 
on blocked cells. The effect of this literal is that, by default, a rack can be expanded to any cell of the grid 
unless this cell is blocked (see Figure 3). For vertical racks, a rule analogously to r19 is considered in the 
implementation. 

Testing Part: According to the generating part, the layouts contain the correct number of racks and are 
positioned in the respective area, but there are no restrictions defined yet to ensure that the positioning of the 
racks is sound (e.g., racks do not overlap with other racks and every rack is accessible). For that reason, in 
the testing part of the program, constraints are added that prevent undesirable layouts. 

r20: :- elem(ID1,_,_,_,X,Y),elem(ID2,_,_,_,X,Y),ID1!=ID2.  
r21: :- elem(_,300,_,_,X,Y),elem(_,T,_,_,X-1..X+1,Y-1..Y+1), types_rack(T).  
r22: :- not elem_reach(ID,TID,O,X,Y), elem(ID,TID,_,O,X,Y). 

As only the starting points of racks are positioned in the layout and expanded separately according to the 
actual respective size, the expansion can lead to the overlapping of racks. Rule r20 prevents such errors by 
stating that rack parts that share the same coordinates must not belong to different racks. Another aspect to 
consider are minimum distances, e.g., between racks and the base. With rule r21, any layout that is solved 
contains a clearance of at least one cell between the base and racks of any type, where 
element(_,300,_,_,X,Y) stands for any element that belongs to the base. Rule r22 makes sure that every 
layout where a positioned rack is not accessible from the base is omitted. In this manner, further constraints 
can be added to satisfy further restrictions and requirements. 

Optimization Criteria: As logic programs output all possible solutions that satisfy all rules, a vast amount of 
layouts can arise. Therefore, for all computed layouts further properties are calculated externally in order to 
obtain optimal layouts. From the logistical viewpoint, there are several key values that can be used to define 
optimal layouts. In the current implementation, we exemplify the optimization of such values by minimizing 
the path lengths between each pair of racks and additionally minimizing the path from each rack to the base. 
In both cases, we use an external Python script that computes the different minimal path lengths for each 
layout using existing algorithms for breadth-first search and outputs those layouts that have minimal values. 
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Figure 3: Effect of the default-negated literal not blocked(X,Y) in rule r19: Consideration of blocked areas 
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5. Case Study 

In order to show the capabilities of the implementation, we conduct a small case study based on a real-world 
example. The aim of this case study is to illustrate that it is possible to generate order picking layouts based 
on defined rules and show its different possibilities, e.g., positioning of different systems, constructional 
constraints and implementation of objective function. The goal of the use case is the positioning of different 
types of racks inside a predefined layout for a manual order picking system. Such different types of racks 
can be e.g., shelf storage or pallet racks. The basic layout is a 20 meters by 20 meters square with restricted 
cells. Within restricted cells, racks cannot be positioned. These cells can be e.g., walls, pillars or rooms and 
are colored grey in Figure 4. Further restricted cells are the basis, where every picking task starts and ends, 
and a corresponding conveyor belt. This information is encoded in the problem instance (Section 4). 

To show that the implementation is able to handle different types of racks, the task is to position four types 
of racks. Since from a logistical point of view, it is not advantageous to mix different kinds of racks, for each 
group of racks an area where to put them is predefined. The racks to be positioned are 47 1x1-racks of size 
1 meter by 1 meter, 13 1x3-racks of size 1 meter by 3 meters, seven 1x5-racks of size 1 meter by 5 meters 
and five 1x6-racks of size 1 meter by 6 meters. Racks are marked as black outlined rectangles. The smallest 
racks should be positioned in the bottom left quadrant of the layout, the next bigger kind of racks in the 
bottom right quadrant of the layout. The second largest racks in the top left quadrant and the largest racks in 
the top right quadrant. The defining part (Section 4) of the encoding specifies these different types of racks. 
Besides defining the different types of racks, further layout specific restrictions can be defined. 

In order to generate valid layouts, basic rules of layout planning have to be obeyed. These are general rules 
that apply for most of the warehouses, such as two racks cannot be positioned in the same cell or that every 
rack needs to be accessible from one side. This is encoded in the testing part (Section 4). 

With these defined input parameters, we are generating unique layout models for the racks. The layout 
generation results in 474 different models for the 1x1 racks, 163 different models for the 1x3-racks, 
22 models for the 1x5-racks and 826 different models for the 1x6-racks. The generation of all layouts took 
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approximately 51 seconds. In order to get an optimal solution, we are calculating the travel distance between 
two racks and between the racks and the base for each model. The objective is to minimize the total travel 
distance in the layout. For this calculation, the orientation of a rack has to be considered, i.e., a rack must 
face a reachable cell. In some cases, a rack can have multiple possible orientations. As in each layout a 
unique orientation must be specified for each rack, additional models can arise. As a consequence, regarding 
the 1x1-racks, 1x3-racks, 1x5-racks, and 1x6 racks, we obtain 653440, 169, 32, and 1340 different models, 
respectively. The current implementation allows the calculation of distances in 50-200 milliseconds per 
model. Here, we reach total execution times of 107263.05 seconds (1x1-racks), 36.5 seconds (1x3-racks), 
8.99 seconds (1x5-racks), and 169.47 seconds (1x6-racks). Considering all requirements and the 
optimization directives, we get ultimately a single layout that is optimal w.r.t the total travel distance (see 
Figure 4). If desired, a user can always inspect the next best options to obtain a better overview of the results. 

To make further improvements to the layout, a manual refinement process can follow. In this case for 
example, the rack in cell (3,2) creates a dead space to guarantee minimum travel distances. The dead space 
can be avoided by moving this rack into cell (3,1). Additionally, the rack in cell (2,11)-(2,15) could be moved 
to cell (1,11)-(1,15) to get a passage between the different areas. To improve the visualization of the layout 
for a warehouse planner, the output data of the program can be used to generate a three-dimensional layout. 
This layout can then be used to validate the generated layouts as showcased in [9]. After this refinement 
process, the new rack positions can then be entered into the program instance in order to check if all defined 
constraints are still obeyed. This ensures that the warehouse planner does not generate an invalid layout. 

6. Conclusion and Future Work 

We have shown that ASP poses a powerful tool to enhance the layout planning workflow by presenting a 
logic program that generates feasible layouts where structural elements are positioned in a highly-constrained 
warehouse meeting predefined optimization directives. As a solver for ASP computes all possible answer 
sets that satisfy the program, all computed layouts meet the requirements and conditions defined in the 
program’s rules. To yield the most preferred layouts, specifications can be refined further, e.g., by adapting 
and adding suitable constraints and optimizations statements. The declarative nature of ASP innately implies 
a high degree of modularity (e.g., the generated solutions are independent of the actual order of the rules in 
a program) which allows for a continuous improvement of the program and therefore the layout generation 
process. This simplifies the process of adding or changing constraints in a logic program. Thus, using ASP 
allows a step by step approach of implementing the constraints and focusing on rather difficult problems at 
the beginning. 

The presented solution is able to generate restricted warehouse layouts within a short amount of time. In 
future work, we want to optimize the calculation of the travel distances to reduce the total computation time 
even further. For this, we will explore ways to decrease the number of models without sacrificing the 
expressiveness of the encoding and further algorithms to measure the distances. 

The generated layouts (including those computed without any optimization directives) can be utilized to 
create additional input data to train operating strategies of automated guided vehicles (AGVs). As the solver 
computes every possible layout w.r.t. the program’s rules, the AGVs are able to train on potential edge cases, 
i.e., layouts that in manual layout planning perhaps would not have been taken into consideration. This kind 
of reinforcement learning constitutes a significant step towards reliable artificial intelligence. 

The proposed framework aims at supporting a layout planner in the decision-making process rather than 
replacing them. One aspect that reflects the need for the planner is highlighted in the case study where even 
in technically optimal layouts further refinements might be necessary. The possibility to manually refine 
generated layouts is also crucial and the implementation of a refinement step is part of our future work. 
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Abstract 

Due to changing regulatory environments, evolving sustainability requirements, and the need to perform 
effective supply chain risk management, traceability systems have become an increasingly important aspect 
of supply chain management. However, globalized, interconnected supply chains require a dynamic mapping 
of direct and indirect relationships between companies and assets, driving traceability systems’ complexity. 
Here, the standardization of data formats provides an essential aspect to facilitate asset-related information 
sharing across companies. In this regard, the Asset Administration Shell is available as a holistic standardized 
digital representation of an asset. The representation of an asset via an Administration Shell includes data 
ensuring a clear identification of the Administration Shell and its assets as well as data describing aspects of 
the asset’s technical functionality in so-called submodels. Based on current literature and available 
prototypical concepts, this paper identifies the opportunities and challenges of the Asset Administration Shell 
when aiming to map interconnected multi-tier supply chains holistically and contextualizes their role in 
achieving holistic supply chain traceability. 

Keywords 

Supply Chain Management; Interconnected Supply Chains; Asset Administration 
Shell; Traceability; Industry 4.0 

1. Introduction

The importance of traceability for contemporary supply chains increases to address the growing demands 
from customers, supply chain partners, and regulatory bodies [1]. Emerging regulations aim to assign 
companies responsibility for compliance with social and environmental standards along their entire supply 
chain. This includes national regulations, such as the German ‘Act on Corporate Due Diligence Obligations 
for the Prevention of Human Rights Violations in Supply Chains’ [1], as well as international initiatives, 
such as the “EU rules on due diligence in supply chains” [2]. Here, traceability is a vital instrument for 
monitoring the compliance of supply chain partners along the entire value chain. Furthermore, traceability 
improves a company’s ability to deal with supply chain disruptions by enabling more effective decision-
making [3]. Olsen and Borit define traceability as “the ability to access any or all information relating to that 
which is under consideration, throughout its entire life cycle by means of recorded identifications”[4]. In 
contrast to the term visibility, which is sometimes used in a similar context, traceability focuses on an object 
to be traced and not on information on a supply chain level [5]. In a supply chain, the object to be traced is 
a product or service. For a given object, traceability systems capture the origin, processing history, and 
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location through supply chains [6]. Traceability focuses on the idea of product provenance [3,5]. To ensure 
a record of provenance, a traceability system must provide end-to-end traceability on an object or asset level 
[6]. Corresponding traceability systems require the capability to capture and store information for every 
relevant object-related supply chain event along the supply chain [6]. At the same time, supply chains have 
evolved into interconnected supply networks and display dynamic changes regarding the relationships and 
roles of the involved actors [7], driving the complexity of traceability systems. Standards can address the 
high complexity of traceability systems [6].  

Standardized data formats and interfaces are also required in Industry 4.0 to advance interoperability as an 
aim of Industry 4.0 [8,9]. Therefore, the ‘Initiative Industry 4.0’ promotes the adoption of the Asset 
Administration Shell (AAS) [10], which provides a “standardized digital representation of an asset” [11]. 
The reference architecture model for industry 4.0 (RAMI 4.0) models the basic components of Industry 4.0 
[12]. The RAMI 4.0 introduces the term Industry 4.0 component to consolidate the architecture requirements 
for a single subsystem [13]. Therefore, an Industry 4.0 component links an AAS and the corresponding asset, 
combining the physical and digital worlds [8,12]. The AAS uses several core concepts to create interoperable 
digital representations. The first concept describes distinct aspects of the asset in sematic submodels. 
Different submodels can relate to different stages of the lifecycle of an asset [11]. Submodels can be 
standardized and become templates to be shared in repositories. Another essential concept is identification. 
The AAS assigns unique identifiers to AASs, assets, instances, and templates of submodels and property 
definitions [10,11]. Figure 1 illustrates the fundamental structure of an AAS representing an assembly 
consisting of several components. 

Figure 1: Asset Administration Shell (adjusted from [11]) 

Consequently, the AAS holds a pivotal role in achieving interoperability between objects and applications 
in smart factories and value chains to realize the goals of Industry 4.0 [11,14].  

2. Rational and methodology of the paper

End-to-end traceability includes the ability to query data from upstream and downstream supply chains, 
which requires extensive sharing of relevant data between partners across a supply chain [6]. With the 
complexity and dynamic nature of connections in supply networks [7], organizing this data exchange without 
compromising the quality of traceability information becomes a complex task. Standardization in 
identification, sharing, and capturing traceability enables the efficient use of traceability systems [6]. Since 
the AAS  represents the asset in a standardized digital way [11], AAS shows promising capabilities when 
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applied in traceability systems. Some research addresses important aspects of AAS for traceability systems. 
Deuter and Imort investigate the use of AAS through several lifecycle phases of a product [15]. They, 
however, do not address the exchange of the product and the corresponding AAS between different 
organizations. Hang et al. describe the channeling of AAS between organizations for a production scenario 
[16] without addressing traceability specifically. Al Assadi et al. show the potential of AAS to serve as a
basis for environmental impact analysis [17]. Their implementation was limited to one inter-organizational
process and therefore did not consider traceability requirements. Adisorn et al. recognize the potential of the
AAS for sharing product data over the whole product lifecycle and through the whole supply chain by
suggesting it as a means of implementing digital product passports [18]. Plociennik et al. expand this idea
and the AAS to implement a digital product passport for e-waste sorting [19]. Although AAS shows
conceptual promise and is used in neighboring contexts, there are no papers addressing the concept of supply
chain traceability. Therefore, this paper investigates the use of AAS in traceability systems. Initially, this
paper infers requirements for storing and sharing traceability data from technical standards for traceability
systems and applications scenarios for supply chain traceability and maps them to the features of the AAS.
Furthermore, the paper investigates specific opportunities for AAS in supply chain traceability and analyzes
the challenges that AAS faces in this application scenario.

3. The AAS in supply chain traceability

This section explores the use of AAS in supply chain traceability, starting with the requirements for sharing 
traceability data. Based on these requirements, this section analyzes the opportunities and challenges of AAS 
in a supply chain traceability context.  

3.1 Requirements 

Traceability in supply chains can serve different purposes. There is initial evidence that high levels of supply 
chain traceability positively affect an organization’s environmental and cost performance [23]. Furthermore, 
traceability can help combat counterfeiting and other illegal activities, reducing companies’ reputational 
risks and facilitating supply chain cooperation [20]. However, while traceability systems collect and store 
relevant information regarding the traced object, this may not be sufficient to achieve the business objectives. 
Consequently, gaining useful insights from traceability data can require further analysis and the application 
of methods such as artificial intelligence [21]. 

Traceability systems require the mapping of the supply chain in an information system. In complex supply 
chains, this constitutes a difficult task and requires suitable models [22]. Recording object-related supply 
chain events throughout objects’ lifecycles is an important part of this mapping [6]. Derived from the 
specifications of the Event Product Code Information Services (EPCIS) standard, the following generic 
object-related supply chain events emerge [23]:  

• Object events. An event describing something that happens to one or more objects (e.g., the creation
of an object).

• Aggregation events. An event where two or more objects aggregate into a new object. The
traceability data of the aggregated object contains the information on the objects used for
aggregation.

• Transformation events. An event where an object is fully or partially consumed and one or more
other objects are created as output of the event.

• Transaction events. An event where an object is involved in a business transaction (e.g., the transfer
of ownership)

Traceability data refers to the data used to describe the individual event [6]. This data should include key 
data elements (KDE) identifying the traced object(what?), the parties involved (who?), the location of the 
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event (where?), the time of the event happening (when?), and the business transaction the event relates to 
(why?). Depending on the traceability systems’ purpose, traceability data requirements can increase. For 
example, when aiming to manage sustainability within the traceability system, specific information such as 
CO² or water consumption of material and processes must be available [24,25].  

To attain end-to-end traceability object related traceability data must be exchanged between supply chain 
partners. GS1 defines the modes of organizing the exchange of traceability data in supply chains [6]: 

• One step up- one step down. The ‘one step up- one step down’ model [6] refers to the exchange of
traceability data only with immediate supply chain partners. While it is still common practice to use
this model, it provides limited visibility and eventually leads to overall limited knowledge of supply
chains [26].

• Centralized. In a centralized approach, all traceability data is collected and managed in a central
repository [6]. The repository requires a central trusted authority to provide infrastructure and
enforce standards for the supply chain [25]. In a complex and dynamic supply chain agreeing on a
central authority can be challenging to achieve [10]

• Networked. In networked approaches, participants store their own data and enable all participants to
query traceability data [6]. This model requires control mechanisms to manage the permissions of
data access. In addition, effective querying requires standards regarding the available data [23].

• Cumulative. In cumulative traceability systems, participants cumulate data at every step of the
supply chain to achieve a complete mapping of the downstream supply chain [6]. This model creates
an asymmetry between the participants. Downstream participants receive more data to increase their
visibility. Simultaneously those companies must store and process greater amounts of data [6].

• Decentralized. Combining mechanisms from the cumulative and networked model, the
decentralized model replicates end-to-end traceability data and stores it distributed with all
participants using, for example, blockchain technology [6]. While this model can create a distributed
storage of traceability data, the processing and storage capability in this model is limited [27].

End-to-end traceability cannot be ensured by using the “one-up one-down” model, and the centralized model 
has limited viability in complex supply chains. Therefore, those models will not be considered when inferring 
requirements of AAS for supply chain traceability. The efficient use of networked and cumulative 
traceability systems requires the standardization of traceability data. Decentralized traceability systems are 
limited in their storage and processing performance. Adopting this model may necessitate separate storage 
and processing capabilities. Thus, organizing traceability systems with some degree of decentralization 
requires standardized data formats. In addition, the possible business applications of traceability systems 
cause more complex data about the traced objects and the supply chain events to be stored and 
communicated. Therefore, traceability systems require a standardized data interface capable of mapping 
complex attributes and functionalities.  

The AAS addresses those requirements. As a standardized digital representation of an object, the AAS meets 
the standardization requirement [10]. The AAS allows flexible and holistic mapping of assets, with Wagner 
et al. expecting a convergence of the terms AAS and digital twin [28]. Therefore, the AAS meets the 
requirements of digitally mapping complex attributes and functionalities. 

3.2 Opportunities 

Opportunities of the AAS in supply chain traceability mean potential improvements in the traceability 
system, which can be achieved using AAS to share traceability data. Table 1 summarizes the identified 
opportunities.  
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Table 1: Opportunities of the AAS 

Opportunity Explanation Source 

Decentralized 
networks 

Traceability systems can avoid the potential disadvantages of 
centralized networks while maintaining data quality.  

[16],[29] 

Standardized 
data interfaces 

Standardized data interfaces simplify participation in traceability 
systems. 

[30] 

Machine-
readable data 

Structure and semantic modeling of the data allows automated analysis 
of the data.  

[31] 

Decentralized networks. Traceability systems require a high degree of quality of their traceability data [6]. 
Coordinating the exchange and maintaining the data quality can be a central authority’s task. Yui names 
three disadvantages of centralized traceability systems [32]:  

• Single-point of failure. Central authorities in traceability act as a single point of failure. A full or
partial breakdown in a central system can endanger the integrity of the whole traceability record.

• Processing capability. A central authority in traceability systems must assume the costs of providing
the necessary processing power and maintaining the infrastructure, as dealing with the data created
by many objects in complex supply chains requires a lot of processing power.

• Storage. Similar to the processing capability, central authorities must provide sizeable amounts of
storage space to store the traceability data of every object in the system.

Companies tend to dislike centralized data-sharing models because they fear losing control over sensitive 
data [33]. Especially in dynamic supply chains without dominant focal companies, a commitment of all 
participants to one central authority is unlikely [26]. As centralized traceability systems carry these 
disadvantages, decentralized solutions can be advantageous. AAS allows a standardized peer-to-peer sharing 
of object-related data [16,29] traceability system circumventing the need for a central coordinator while 
maintaining high data quality.  

Standardized data interfaces. AASs’ core concept is improving interoperability between components [14]. 
The structure of the AAS achieves this by standardizing the representation of the asset data [30]. 
Standardized data interfaces allow end-to-end traceability in supply chains [6,34,23]. Integrating every new 
supply chain partner into the traceability system without agreeing upon standards is complex and requires 
effort. In addition, as emerging supply networks display dynamic changes in the composition and 
interactions of participants [7], the challenge of coordinating data exchange becomes more complex. 
Implementing standardized data interfaces allows companies to participate in traceability systems for supply 
chains they are only temporally a part of without requiring implementation efforts.   

Machine-readable data. Besides enabling data exchange between different actors in value chains, 
interoperability extends to the communication between machines [30]. The semantic modeling of the 
information contained in the AAS connects the data with a self-description [31]. Thus creating smart 
interfaces between machines, allowing not only the exchange of data but also conveying information about 
the meaning of the data [35]. This property can facilitate the integration of external data sources, such as 
machinery, into the traceability system. Furthermore, it can enhance the data contained in the AAS to analyze 
the traceability systems’ business purpose. 

3.3 Challenges 

Challenges of the AAS in supply chain traceability refer to potential implementation barriers for AAS in 
traceability systems. Table 2 summarizes the identified challenges.  



Table 2: Challenges of AAS in supply chain traceability 

Challenges Explanation Source 

Data 
sovereignty 

Participants require control over the access and usage of their 
traceability data to avoid misuse of sensitive data. 

[11],[29],[36],
[37],[38] 

Data 
inconsistencies 

Traceability data requires end-to-end consistency. Different formats 
and interfaces can cause inconsistencies when exchanging AAS 

[14],[15],[36], 
[16],[39],[40] 

Consistent IDs AAS requires globally unique identifiers. [10],[11] 

Data granularity The granularity of the data models used in the traceability systems is 
undetermined.  

[14],[13] 

Available 
models 

Submodels mapping relevant aspects of the object are required to be 
available.  

[14] 

Data sovereignty. Data sovereignty describes “meaningful control, ownership, and other claims to data or 
data infrastructures” [41]. Ensuring data sovereignty requires procedural or administrative measures as well 
as technical considerations [42]. Industrial actors in supply chains risk giving up much of their specific deep 
knowledge when participating in data exchange ecosystems that do not ensure their data sovereignty [43]. 
Both primary data and metadata have to be part of data sovereignty considerations [42]. Traceability systems 
require sharing data with known or unknown actors in supply networks. Without data sovereign exchange 
mechanisms, companies face the risk of competitors benefitting from their sensitive data. Reservations 
concerning the appropriate use of their data can inhibit companies from sharing data [33]. Regarding the 
AAS, data sovereignty is often discussed in terms of access management [29,36]. Several papers propose 
approaches for ensuring that every participant can only access the data it is authorized to by using connectors 
[29,38], encryption [36], or network access [37]. Usage control extends the idea of access control by enabling 
the data owner to influence its use after sharing the data [44]. Usage control could be achieved by sharing 
AAS through International Data Spaces networks [38]. 

Data inconsistencies. Meaningful end-to-end traceability is achieved by combining traceability data from 
different participants. During this process, the consistency of traceability must be ensured. Inconsistent data 
can lead to faulty provenance records and difficulties in gaining traceability insights. Since the submodel 
concept of the AAS allows flexible creation, there is a risk of high numbers of submodels and emerging 
ontologies [14]. When multiple participants model traceability data using different ontologies the overall 
record looses consistency Traceability systems might include IoT systems automatically capturing 
traceability data [6] or integrating data from other systems such as ERP or CAD. There is a challenge 
integrating these external data sources in the AAS [15,39,40] and, therefore, in the traceability systems. 
Furthermore, objects in supply chains can change their object-related data when experiencing certain supply 
chain events. Therefore, a traceability system with shared data requires a version control mechanism that 
works across different supply chain partners [39]. 

Consistent IDs. A key aspect of the AAS is the identification of ASs, assets, and submodels [10,11]. To 
ensure interoperability, the AAS requires globally unique identifiers. Inconsistent identification causes 
problems within the logistical processes as well as services in the product lifecycle [10]. As the AAS does 
not require a central authority to manage the identifiers, their global uniqueness is challenging to achieve 
[10]. Logistical objects might be identified in several contexts (e.g., part numbers, order numbers). There is 
a risk of mixing different identification schemes and violating the identification’s consistency [12]. 

Data granularity. The AAS tries to model an object comprehensively and allows for nested models. 
However, in the application, the issue of model granularity arises [13,14]. Communicating and storing overly 
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granular and, therefore, big data models in traceability systems is costly in terms of infrastructure. 
Furthermore, the effort of modeling highly granular models might deter actors from participating in 
traceability systems. 

Available models. Wei et al. explain that the current AAS applications focus on the smart manufacturing 
domain [14]. Therefore, submodels describing aspects of the object relating to supply chain management or 
logistics might be missing. A traceability system could, however, require these models to provide traceability 
data for application scenarios. 

4. Results and conclusion

The challenges identified in the analysis show that the AAS by itself is not sufficient to holistically map 
supply chains for traceability but instead should be integrated into a traceability system. We propose a high-
level framework exemplifying the possible role of AAS in a traceability system ordered in a physical layer, 
a product data layer, and an event layer in Figure 2. End-to-end traceability starts with the creation of the 
product on the physical layer. Simultaneously, on the product data layer, an AAS as the digital representation 
of the product is created. Here, the product is assigned a unique identifier, and its properties are described in 
submodels. An object event described by the five KDE of the EPICS standard is recorded on the event layer. 
Unique identification of the physical product is a central concept of the AAS as well as a KDE of the EPICS 
standard connecting the product data layer and the event layer.  

Figure 2: Framework for holistic supply chain traceability considering AAS 

After the creation event, the product will experience other supply chain events along its value chain. Figure 
2 exemplifies a subsequent event, namely the transfer of product A from company 1 to company 2 on the 
physical layer. On the event layer, this is represented by a transaction event that records the connected KDE. 
Any supply chain event causes an AAS update on the product data layer. In traceability systems, the AAS 
update process requires three elements depending on the specific event.  

Identification. Each product receives a unique identification included in the AAS. In case of a product 
transfer, the ownership of the AAS changes; however, the AAS maintains its unique identification. 

Data access. In case of a transaction event, the new owner needs the ability to access the data inside the 
submodels of the AAS.  

Product data update. Every event needs to be recorded in the AAS and consequently causes a change in at 
least one submodel of the AAS. 
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Efficiently organizing these AAS updates relates to several challenges and is yet to be solved. Maintaining 
consistency of the identification and the data inside the submodels of an AAS across the entire supply chain 
presents a challenge that requires further research into methods and best practices. Emerging technologies, 
such as the blockchain, show the potential to ensure global uniqueness of identification. However, further 
research needs to explore a possible combination of such approaches. As AAS can include sensitive business 
information, organizations require meaningful control over the data they share in AAS. Initiatives such as 
International Data Spaces or Gaia-X [45] address the need for sovereign data exchange between 
organizations. Initial research into the combination of AAS with International Data Spaces is already being 
conducted [46] and should continue to support the emergence of holistic supply chain traceability. 

Traceability in supply chains bears potential both in terms of improving the performance of supply chains 
and meeting the expectations of external stakeholders and regulators. Existing solutions, however, reach 
limitations when trying to establish end-to-end traceability in dynamic supply chains. This paper highlights 
the potential of AAS to improve traceability systems by providing standardized data formats for the exchange 
of traceability data capable of handling complex data structures. This leads to a more decentralized exchange 
of traceability data, reducing the complexity for participants in traceability networks. Based on the identified 
opportunities of AAS in supply chain traceability and considering the challenges elaborated in the analysis, 
this paper proposes a high-level framework outlining the role of AAS in a supply chain traceability system. 
The framework underlines the process of updating and sharing AAS at traceability events as a central 
challenge indicating the need for further research into this process.  
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Abstract 

In long-distance road freight transport, capacity utilization of semi-trailers is less than 30 % due to mandatory 
steering and rest periods. Truck parking spaces are overcrowded while resulting parking search traffic leads 
to additional emissions. At the same time, the acute driver shortage and customers' expectations of ever faster 
functioning supply chains force the highest efficiency in transport means and personnel. Multi-carrier relay-
transport represents an approach to solving these problems and exploiting untapped efficiency potentials: 
Via a digital platform, long distances are intelligently divided into short route sections which are distributed 
among different carriers. At predefined switching points, the asynchronous handover of semi-trailers to 
rested drivers takes place. To enable a secure cross-company physical handover, IoT-locking mechanisms 
play a crucial role. This paper details the asynchronous handover process and introduces the technical design 
of an IoT-lock which provides effective theft protection while the trailer is parked and reliably connects 
tractor and semi-trailer during transport. Based on an analysis of stakeholder requirements, software 
functionalities and mechanical properties of the IoT-lock are derived, which ensure effective theft protection 
as well as real-time data transmission for relay transports. These form the basis for digital handover protocols 
that record the condition of the freight and trailer during the handover process. 

Keywords:  

Road Freight Transport; Relay-Transport; IoT-Lock; Asynchronous Handover; Semi-Trailer 

1. Introduction, problem statement and solution

The road freight transport in Europe is facing a variety of challenges. In Germany alone, it is assumed that 
a lack of approximately 60.000 to 80.000 truck drivers exists [1]. In addition, transports are interrupted to 
comply with driving and rest periods. Truck parking spaces are occupied in the process, whereby Germany 
lacks 23.000 parking spaces for tractors/semi-trailers [2]. This phenomenon is accompanied by the fact that 
a parking lot expansion is progressing very slowly and at high costs – costs for comparatively small parking 
lots have risen significantly to about 80.000 EUR per space with a construction time of several years due to 
dramatic shortages for suitable land. [3] Road freight relay transport seems a feasible approach to address 
the described challenges. However, it must be considered that most of the German shipping companies (73 
percent) have less than 100 employees (11 on average) [4]; therefore, internal relay-transport cannot be 
integrated cost-efficiently. Additionally, stolen trailers and lost freight due to theft and robbery translate into 
potentially high costs as well as contractual penalties for delivery delays, repairs, and lost sales as a result of 
production downtime. 
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The interruption of transports can be avoided by securing trailers with an IoT lock at the end of the driving 
time and then handing them over to rested drivers. The research project ‘STAFFEL’ investigates a safe, 
cross-carrier relay-transport: on an internet platform, long distances are to be broken down into partial routes 
with the help of CI algorithms, which are then mediated between carriers and freight forwarders via a driving 
time marketplace on the basis of real-time data (e.g. traffic, infrastructure, IoT, telematics). The 
asynchronous handover of semi-trailers takes place at predefined switching points 

Based on internal calculations comparing the driving time of a single truck running in conventional traffic 
(9 h/day) to a truck running in relay traffic (theoretically up to 24 h/day as only the tractor is parked due to 
mandatory resting hours for the drivers)., this approach can reduce the transportation time by up to 62 percent 
while increasing truck utilization rate by up to 163 percent. Waste of driving time, empty runs and parking 
search traffic are reduced. The need for truck parking spaces is reduced by up to 65% if the semitrailers are 
handed over and only the tractor units have to park. At the same time, attractive, self-determined work 
models are created for truck drivers, who can drive more regional legs and be at home more often. It quickly 
becomes clear that relay-transport holds a multitude of potential advantages for the transport of goods by 
road. However, it also becomes clear that only an asynchronous transfer protected and supported by an 
appropriately designed IoT-lock makes this process possible in the first place. Such a lock will be derived in 
this paper with regard to the system architecture. 

2. Theoretical background: Fundamentals of relay-transport and IoT-applications

2.1 Road freight Relay-transport 

Multi-carrier relay-transport describes the intelligent division of long transport distances into short route 
sections which are distributed among different carriers. The distance of the newly calculated route sections 
is congruent with the time that truck drivers are allowed to drive without exceeding their driving times [5]. 
At predefined switching points, the asynchronous handover of semi-trailers to rested drivers takes place. 
This approach can massively reduce the transportation time, because it eliminates the need for overnight 
stays by the carrier, hence resulting in lower costs. The asynchronous handover supported by an IoT lock 
minimises the risk of otherwise lengthy wating times caused by traffic jams or other complications which 
only occur on one side of the interaction. The planning process of the relay transport will be executed by an 
algorithm, which intelligently subdivides transportation routes of long distances into shorter sections. A 
distribution among different carriers and the asynchronous physical handover of semi-trailers requires a 
platform to orchestrate the process digitally. 

2.2 IoT-applications and IoT-locks 

The IoT-technology describes physical devices (e.g. locks or sensors) which can be accessed and uniquely 
identified through a network and can also be represented in a virtual depiction. The device can be controlled 
and tracked in real time. It is critical that the devices can share information via the network with other 
connected devices to guarantee an intelligent and well-functioning process [6]. The number of IoT devices 
is rising and might triple from 9.7 billion in 2020 to mora than 29 billion IoT devices in 2030 [7]. 

The IoT-lock within the relay transport is the central enabling technology for this approach. It provides theft 
protection, accessibility for authorized users and allows traceability of the trailers through real-time data 
transmission [7]. Improved data transmission enables effective communication and connectivity between the 
various parties in the supply chain, which is pivotal for relay transportation planning. Besides that, it also 
allows a digitalization of processes such as the typically paper-based handover protocols [8].  

With regard to the state of the art in intelligent securing technologies in road freight transport, it should be 
noted that very few IoT securing mechanisms are currently in use. So-called "smart locks" exist without 
reference to road haulage, among others e.g., for securing house doors. In the field of securing semitrailers, 
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conventional kingpin locks with keys are offered. [9] There are currently no cyber-physical security systems 
on the market. Either related solutions are "purely digital" and passively record the position of the trailer or 
they are purely physical (including a king pin lock). An exception is the trailer immobilizer, which is not a 
lock in the traditional sense, however, but controls the air brakes. An exception to this is the trailer 
immobilizer. Hence it secures the trailer by controlling the air brakes it cannot be seen as conventional lock. 
This system is therefore easier to manipulate than a heavy-duty lock. 

3. Research Approach 

This paper’s scope is the definition of product features of an IoT-lock which enables the implementation of 
the above-described relay-transport through a digitally supported physical handover of semi-trailers. In order 
to achieve that, a methodical process has been chosen to ensure a complete description of the needed 
functionalities of the product. Figure 1 shows the steps that have been applied. After this a list of product 
requirements can be formulated, which are based on the identified process and the access authorizations of 
the users. Additionally, a derivation of technological product properties can be made to ensure that the 
previously identified functionalities can be fulfilled. In a last step a system architecture can be set up. 

 
Figure 1: Methodological approach 

The identification and characterization of the roles denotes the first step of the procedure in the chosen 
methodological approach and is based on internal discussions with the project team. In particular, the roles 
that are directly or indirectly involved in the use of the lock were described. A further distinction was made 
between authorized and unauthorized users. Consequently, four user groups could be differentiated, which 
are described in more detail below.  

First, those users who carry out the intended physical handover of a semitrailer can be identified. The truck 
drivers are either those who park a semi-trailer at a predefined location or who couple the trailer. Both roles 
are so called authorized users, but due to the deviating processes in the two operations, it is necessary that 
these two roles are differentiated from each other. A third role can be described as a higher level or superior 
participant. This user-group is the administrative layer which organises and orchestrates the transportation 
processes. In particular, this group relies on planning routes, transmitting appropriate destination data, and 
receiving data on the location of the tractor-trailer. In this user category you could find a fourth logistics 
party (4PL) or other forms of service providers. A fourth group of users is the unauthorized person. Within 
the context of thievery, a lock must be designed to ensure an adequate theft-protection. 

4. Results 

4.1 Requirements and product properties 

In the following a set of requirements based on the predefined roles will be presented. The basis for using a 
lock is the locking system itself. The driver locks the mechanism after uncoupling the semi-trailer. The 
system must be able to recognize and display the current status of the device (locked or unlocked), a visual 
display is particularly necessary. Technological components for this can be an LED, a reed contact and the 
corresponding coupling to the motor position of the lock-mechanism. In addition, a corresponding display 
in the app is necessary.  

In a lot of situations, a basic network connection is existing and needed. The driver and the administrative 
users must have the option of accessing the lock remotely. Possible component functionalities for this are 
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LTE (GSM as fallback), Sigfox, LoRa or NB-IoT/ LTE-M [10]. Furthermore, it must be possible to run 
updates of the system. This is ensured with the help of Over The Air Updates (OTA). Since the driver parks 
the semi-trailer at various locations and a risk of an insufficient or lacking internet connection is given, the 
lock must be opened offline and independently of the internet connection. Discussions within a project 
workshop showed that this could be realized by an RFID chip, Bluetooth LE or a Bluetooth Beacon. In 
principle, it must be possible to carry out updates to the system. This is ensured by means of over-the-air 
updates (OTA). 

Another requirement is that the system must be able to determine the exact location of the semi-trailer so 
that this position data can be made available to the administrator. Here, a solution using LTE or GNSS is 
also suitable. In terms of distinguishing between authorized and unauthorized users, the system must be 
capable of recognizing the authorized driver. RFID, Bluetooth LE or an app control in combination with a 
Bluetooth Beacon can be used for this purpose. A corresponding alarm or theft protection can be ensured by 
integrating a buzzer that emits an acoustic signal. Also, to be derived in this context is the requirement that 
a corresponding event can be forwarded on the system side and sent to the user (e.g. push notification). With 
regard to anti-theft protection, a corresponding system-side detection of the transaction is also relevant. 
Requirements can be derived that the system must be capable of detecting unauthorized access to a trailer 
and identifying tampering with the kingpin lock (e.g., mechanical action). These requirements can be ensured 
using sensors, including accelerometers, distance sensors, or a thermal sensor.  

With respect to unauthorized access, in addition to mechanical security, care must be taken to prevent 
unauthorized access to the IT system and to ensure adequate data security protection. Cybersecurity can be 
implemented with appropriate end-to-end encryption and secure protocols. However, further system-side 
development of these components is not included in this paper. 

When the driver of a tractor performs the coupling of a semi-trailer, it is important that an incorrect opening 
of the locking system is detected. Consequently, the system must be capable of providing feedback (e.g., 
alarm) if the lock does not retract during coupling to prevent damage to the trailer and tractor. This can be 
visual feedback (e.g., via LED) or an acoustic signal (buzzer). The corresponding feedback of an error code 
as well as the display of a warning message in the app communication should be ensured.  

Another requirement is that malfunctions are prevented while the vehicle is in motion. This can be ensured 
via magnetic bolts, an advanceable automatic latch, and appropriate dimensioning of the motor. Additionally, 
the lock should be designed in such a way that no removable components (e.g., keys) must be dismantled. 
The driver should not have to take any other components into the cab for reasons of convenience and quick 
coupling and uncoupling of the semi-trailer. In addition to the above-mentioned design conditions the 
asynchronous transfer of a semi-trailer can lead to longer idle times. In this case, the power supply must be 
ensured for the entire period so that the driver receiving the trailer can carry out the coupling process. For 
this purpose, a battery pack must be provided which has a connection to the semitrailer power supply. The 
charging process can then take place when the semitrailer is reconnected to the tractor unit.  

The above-mentioned requirements can be distinguished into four categories; theft protection/ cyber 
security, data transmission/ tracking, operability and authorization and other functions (see figure 2).  

 
Figure 2: Results of the requirements analysis 

Theft protection/ cyber security Data transmission/ Tracking Operability & Authorization Other functions
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§ Unauthorized access is detected
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unauthorized access to IT system
§ Adequate overall data security
§ Access history is logged
§ Triggering of emergency alarm
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interface (over-the-air update)

§ Playback of an acoustic signal
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4.2 System architecture 

The system architecture describes the basic structure of the IoT lock by showing the system components and 
their interdependencies in aggregated form. A distinction is made here between input and output and the 
processing layer. Figure 3 shows the below described architecture. 

Opening and closing the lock is described as an input and is accomplished with the help of the smartphone. 
The user interacts with the user interface of the app (UI/ UX) and initiates the desired process. Bluetooth is 
used as the technology for data transmission in order to ensure a robust process without the need of an active 
internet connection. Due to the need for further modification of the trailer, RFID technology is not used here. 
The process of opening or closing is also forwarded to the back end of the system in the processing layer.  

After the process has been triggered with the help of the smartphone app, the backend initiates the process 
using a gateway and LTE transmission technology and the signal is forwarded to the interlock or reed switch 
and the lock is opened or closed. If LTE communication fails due to a missing internet connection, it 
communicates with the Bluetooth receiver of the lock to open or close it. The sensor communication or the 
network setup takes place here via LTE-M and NB-IoT with an option for GSM as a fallback. This enables 
low-power communication and easy integration of new sensors into the network. GSM is used as a fallback 
when communicating with the backend. If the process was completed with the opening or closing of the 
lock, a corresponding signal is returned and the LED lights up. The state of the lock is transmitted to the 
backend. 

As LTE communication is used within the architecture of the lock, LTE is preferred for localization of the 
trailer. Nevertheless, GNSS (Global Navigation Satellite System) is used to support the system whereby 
feedback on the trailer location is sent back to the backend, thus enabling continuous tracking of the lock. 

If the lock is tampered with, if an error occurs during coupling or if the trailer is accessed, these events are 
registered with the help of an accelerometer and other sensors. It should be noted here that sensor technology 
is already present on the trailer. It still needs to be examined to what extent these can be integrated into an 
anti-theft system. Depending on the sensor feedback, a visual and acoustic signal is triggered (LED, buzzer) 
and the corresponding process is reported back to the back end.  

 
Figure 3: System architecture of the IoT-lock 

The charging of the IoT lock is ensured with the help of the power supply from the semi-trailer or its external 
charging source. A corresponding report on the battery level is transmitted to the back end. When selecting 
the battery, it is to be ensured that a minimum runtime without external charging source of seven to 14 days 
can be achieved. 
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No cyber security considerations have yet been taken into account in the system architecture. In this area, 
too, it must still be clarified whether sensitive data is exchanged and to what extent it must be protected. 
Further research effort is necessary. 

5. Summary and outlook 

Within this paper and based on a definition of roles and users within a relay-transportation, a list of 
requirements for an IoT-lock has been conducted, which can be used for an asynchronous physical handover 
of semi-trailers. Based on those requirements, it was possible to derive necessary technological components 
that ensure functional fulfilment. These components and the corresponding relationships between them were 
also described. As a result, it was possible to draw up a system architecture that represents the functionalities 
of the IoT lock. Based on input factors the processing layer shows interdependencies and signal operations 
of the components and presents the outputs. 

Further research is particularly needed in the development of the system architecture and the prototypical 
testing and validation phase. Since the system architecture is to be understood as a guideline for 
developement, possible barriers in the practical implementation of the concept must be identified. The IoT 
lock should serve for a safe and smooth transition of the trailer from one driver to another driver. The data 
exchanged in this process must be complete and meet the requirements in every situation. In addition, the 
extent to which sensitive data must be protected under data law and how this is ensured by the corresponding 
system architecture should be examined in more detail. 
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Abstract 

In the manufacturing domain, the systematic problem-solving (SPS) process is essential to eliminate the root 
causes of deviations from expected performance. The major goal of SPS is to prevent the recurrence of 
known deviations. However, due to time and resource limitations, the deviations that occur on the shop floor 
should be prioritized before applying SPS. Therefore, a method to support the decision-making process for 
prioritization of deviations is required. Traditional methods, such as the Pareto analysis, are widely accepted 
and applied for easy use. But their performance is no more sufficient for the production environment with 
large fluctuations nowadays. Therefore, this paper proposes a decision support model – the error score – to 
prioritize deviations on the shop floor. The error score is calculated based on the process data as well as 
textual data found in the deviation documentation. As the quality of textual data in the deviation 
documentation has great effects on the performance of the model, Natural Language Processing (NLP) 
methods are developed to pre-process the unstructured text. To validate the model, it is applied to a real-
world use case in the automotive industry to demonstrate and evaluate the performance. The study shows 
that the proposed model can effectively support the decision-making process on the shop floor and is superior 
to traditional methods. 

Keywords 

Systematic problem-solving (SPS); Deviation management; Natural language processing (NLP); Shop floor 
management; Production and manufacturing 

1. Introduction 

In the manufacturing domain, the systematic problem-solving (SPS) process is an essential process to ensure 
the stability of production. The goal of SPS is to find the root causes of occurring problems and to develop 
solutions as well as new standards to prevent recurrences. However, due to time and resource limitations, 
the deviations that occur on the shop floor should be prioritized before applying SPS [1]. In some cases, shop 
floor managers decide on priorities based on their personal experience. Moreover, it is possible to support 
the decision-making process based on historical data by means of data analysis [2]. For example, Pareto 
analysis has been widely accepted and applied in production. However, their performance is no longer 
adequate for today's highly volatile production environment, since they can only consider one aspect (e.g. 
number of occurrences) at a time [3]. 

The development of digitalization provides the possibility to get access to more information from the 
production process and related activities [4]. More process- and problem-related data is documented through 
terminals on the shop floor, such as the digital shop floor management (dSFM) system, which enable the use 
of data analytics and machine learning algorithms to automatically analyze the data in real-time [5]. 
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However, in practical applications, there is often unstructured data, such as textual data, which can cause 
difficulties in the automatic analysis process. To overcome this issue, the methods of natural language 
processing (NLP) can be utilized in data pre-processing to remove the ambiguities present in the unstructured 
text [6]. Based on this, the major research contributions of this work can be summarized as follows: 

• A decision support model to prioritize deviations on the shop floor is developed 
• NLP is used in the preprocessing steps of the model to raise the data quality of the textual data  
• An application of the model on a real-world use case in the automotive industry where the proposed 

solution is demonstrated and evaluated. 

The remainder of this paper is structured as follows. Section 2 introduces the background and related work 
of this study. Section 3 establishes the decision support model aiming at prioritizing the deviations for the 
SPS on the shop floor. Section 4 conducts a case study on an automotive company using data from the 
rework process. The results are listed and discussed in Section 5. Finally, Section 6 concludes this study and 
suggests several directions for future research. 

2. Background and related work 

2.1 Shop floor management 

The methods of shop floor management (SFM) are widely used in industry to control and improve production 
processes on a daily basis [7]. The shop floor control loop is based on identifying deviations through 
performance indicators (KPIs), discussion about the deviations in the regular shop floor meeting, initiating 
SPS and the stabilization as well as standardization of the processes [8]. With the increasing popularity of 
digitalization, the use of dSFM systems is now gradually increasing in production companies [9]. During the 
use of the dSFM system, data about deviations and problems is collected and stored in the system. This data 
includes both structured and unstructured data. The structured data includes information like the time of the 
deviation as well as the product number, while the unstructured data is mainly textual and includes for 
example, the description of the deviation, defined measures.  

When deviations occur, there are usually two ways to counteract: On the one hand, if the cause is known, 
quick measures should be taken. On the other hand, if the cause is unknown, a SPS should be triggered [10]. 
Besides, quick measures have to be taken to prevent the problem from escaping to the customer. Compared 
to SPS, taking quick measures skips a thorough analysis of the deviation and can quickly restore production 
from the deviated state back to standard. However, in order to prevent recurrences of the issue, a SPS must 
be applied to analyze and solve the root cause of the problem [11]. Considering the time and labor costs, it 
is necessary to prioritize the deviations before applying SPS. There are not many existing methods in the 
literature that specifically mention how to prioritize deviations; the existing methods mainly include 
empirical-based and data analysis-based approaches. Shop floor managers determine the prioritization by 
referring to their own experience and anticipating the likely outcome of the problem. The severity of the 
problem can also be evaluated by analyzing the historical data of its occurrence. As a commonly used method 
for decision support processes, Pareto analysis is widely used on the shop floor, which can helps managers 
to identify top errors with Pareto chart [12]. Advanced statistical tools are also being applied to assist in the 
decision-making process, such as presenting important problems as graphs by means of text clustering [13]. 

2.2 Natural language processing 

NLP is an interdisciplinary research area that combines computational linguistics, computational science, 
cognitive science and artificial intelligence to inquire how computers process human language to perform 
useful tasks [14]. Textual data is an important form of human language in the production, most of which are 
unstructured or semi-structured. Because few restrictions can be applied to those data, the likelihood of errors 
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and inconsistencies is higher than in structured data [15]. Figure 1 shows typical data errors and 
inconsistencies in textual data on the shop floor. These errors can be separated into orthography and the 
content. Misspellings and synonyms are the significant properties that affect the quality of textual data [16]. 
As an essential part of NLP, the preprocessing step of textual data normalizes the unistructural data into a 
computer readable form. It consists of three steps: tokenization, normalization and vectorization [17]. In a 
recent study, Mueller et al. have identified best practices for the handling of shop floor textual data [6]. 

  
Figure 1: Typical errors in textual data on the shop floor 

3. Structure of the decision support model 

To improve resource allocation in form of SPS capacity on production deviations, this paper introduces a 
new approach to support deviation prioritization. The model in this study primarily consists of three parts: 
the data preprocessing with NLP, the calculation of the error score and the weight optimization. The data 
preprocessing analyses the deviation descriptions and utilizes NLP to raise the textual data quality. The 
calculation of the error score delivers the deviation ranking list based on the preprocessed textual data and 
the certain weights. The weight optimization adjusts the weights in a certain rhythm to enable a specific fit 
to the company’s production environment in order to provide a better decision-making support. 

For the sake of clarity, Figure 2 depicts the structure of the proposed decision support model.  

 
Figure 2: Structure of the decision support model 

3.1 Data preprocessing with NLP 

The calculation of the error score is based on the type of deviations. This process is highly related to the 
quality of the textual from the workers. If the quality is not sufficient, e.g., containing semantic similar 
description or spelling errors, this will affect the result of the designed decision-support system. Based on 
the analysis in Section 2.2, misspellings and abbreviations are selected to be addressed through NLP. 

3.1.1 Preprocessing of misspellings 

The open-source python module “Pyspellchecker” provides a function to correct misspelling. It lists a set of 
candidates for the input word by identifying whether the input word is included in the word frequency list, 
and gives the best correction for the input word [18]. However, this word frequency list is trained from 
existing corpus, which do not contain the words related to activities on the shop floor, and therefore cannot 
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be directly applied to handle typos in textual data. Some adjustments are required. As shown in Figure 3, 
there are two operations in the preparation phase, i.e., enriching the existing dictionary and preprocessing 
the input textual data. At first, the shop floor-specific words including standardized abbreviations should be 
embedded into the word frequency list. The list employed to enrich the existing dictionary must be without 
spelling errors. After identifying the typos in the preprocessed data, the words that are not in the enriched 
dictionary are returned. Depending on the volume of the textual data, two different approaches can be used 
to correct the typos. If the volume is manageable, the system can list the candidates for each detected typo 
to be corrected manually. For large volumes, the system can automatically suggest the best correction for 
each identified typing error, inducing the risk of false corrections.  

 
Figure 3: Pre-processing of misspellings 

3.1.2 Preprocessing of abbreviations 

The purpose of dealing with abbreviations is to normalize the abbreviations and thus reduce ambiguity. 
Based on the analysis of possible patterns in abbreviations, a rule-based algorithm is proposed. As shown in 
Figure 4, there are mainly three steps to check whether a token is an abbreviation. The process starts with 
the tokenization and filter of words. Only the abnormal words, which have potential to be abbreviations, are 
contained in this process to be checked. The check of regular form contains the following conditions: 

• The token contains at least one and less than three letter 
• The token only contains digits and letter belonging to the language in which the text is written 
• The token does not begin with digits 

If a token satisfies all these three conditions, it can then be saved to the list of candidates of abbreviations. 
If not, it is possible that the token contains special characters that affects the first check. The special 
characters refer to all characters, excluding digits, letters, and dots. Therefore, the special character should 
be transformed into a whitespace character. Those transformed spaces that locate at the beginning and the 
end of the original token shall be then removed. Subsequently, the process returns to the first step again. If 
no more special characters can be found in the token, the third step is to be performed. In the check of special 
form of abbreviation, the following conditions should be fulfilled: 

• A special pattern can be observed in the token, which is: a letter is followed directly by a dot 
• This pattern appears at least once but less than four times in the token 

If a token satisfies all these three conditions, it can then be saved to the list of candidates of abbreviations. 
After the three steps, a list with abbreviations is generated. With the help of expert knowledge, the meaning 
of the abbreviations is explained and stored to normalize the abbreviation in the whole dataset. 

 
Figure 4: Pre-processing of abbreviations 
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3.2 Calculation of error score 

A previous study by Longard et al. has shown the effectiveness of error scores in the field of rework processes 
in production [19]. To extend this model to more fields related to problem-solving, this work applies several 
adjustments to the original model, which are explained in the remainder of this section. 

3.2.1 Error Score 

Data analytics is applied to calculate an error score based on documented errors from the past. The following 
parameters are included: the total cost for the deviation and the trend of the occurrence. The goal is to faster 
identify errors and to prioritize which errors to focus on [20]. The error score is defined as 
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are identified. After the normalization, the score of time tendency is defined as 

!!)#"*+ =
%!$%&'(

49 =>1:;!;< %!
$%&'(4

=?@:;!;< %!
$%&'(49 =>1:;!;< %!

$%&'(4 (3.4)

, where B is the total number of deviations. And 

!!,$-)
4 = ∑ 0!89+-

+;< (3.5)
, where ∑ 0!89+-

+;<  means the sum of the cost in the last = days. = is determined empirically, and usually in 
reality, when a deviation arises, the longer it causes to the production line, the larger the value of =. This 
gives a more complete image of the impact of the error. After the normalization, the score of cost 
is

!!,$-) =
%!)*+$

49 =>1:;!;< %!
)*+$4

=?@:;!;< %!
)*+$49 =>1:;!;< %!

)*+$4 (3.6)

, where B is the total number of deviations. After the calculation of !!)#"*+ and !!,$-), the error score can be 
calculated with the pre-defined weights. 

3.3 Automatic weight determination and optimization 

Since the severity of a deviation is affected by trends and costs differently at different times, the two weights 
controlling trends and costs, )./012 and )345., need to be updated at intervals so that the algorithm is adapted 
to the current state of production in each period. This is done by a novel optimization algorithm. The basic 
concept of the algorithm is described in Figure 5. 
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Figure 5: Weight optimization 

The weight optimization process runs as follows: 

• The weights )./012 and )345. are updated in every 4A days. The default length of 4A is one month. 
• On the day of weight optimization, the time frame for calculating the sub scores is 4B, which means 

= = 4B and @, 3 < 4B. The default length of 4B is three months. 
• The weight optimization process considers the performance of error score in the past period, the 

length of this time frame is 4C. This is to make sure that the weight is not only adjusted to one day 
but a whole period. The default length of 4C is one month. 

• The performance of the error score is how well the error score can predict the top errors in the next 
.  days. Therefore, the evaluation is always based on .  days. This is considered as one sliding 
window. The default length of . is five days. 

• In each siding window, one shop floor meeting is simulated, error scores are calculated, and the top 
deviations are ranked. With the deviation cost of the next . days, the performance of the error score 
is also evaluated. The performance of each sliding window is marked as FD. In the time frame 4C, 
the sliding window moves to the left and simulates all the shop floor meetings in the period as shown 
in Figure 6. The total number of sliding windows is 4C − . + 2. 

 
Figure 6 Weight optimization with sliding window 

• The average performance F is then calculated based on the performance of all sliding windows. And 
the target of the algorithm is to obtain the right weights by iteration, which can achieve a better 
overall performance. 

The average performance F is the optimization target of the algorithm. In order to achieve a higher F, the 
algorithm uses the method of gradient descent to find out the best weights with historical data. And the best 
weights are used for the calculation of error score in the next period of 4A days. 
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4. Case study 

In the automotive production, an effective problem-solving process is essential, as the right and immediate 
recognition of the deviation can prevent the severe deviation that may cause the huge consequence in the 
future [19]. In this work, the proposed algorithm is tested with the data from a production line of an 
automotive company. At the end of the production line, the workers check the quality of the products with 
both test equipment and eye check. The deviations are recorded in the dSFM system through the terminals 
at the quality gate. Products that don’t fit the defined requirements are sent to the rework station. After 
finishing the rework, the workers record the measurements and time needed in the system. In the every-day 
shop floor meeting, the managers go through the rework records and identify the most serious deviations 
that may occur in the next days, so that the measurements can be taken as soon as possible, and the personnel 
plan can also be adjusted. 

4.1 Dataset 

The dataset contains three different sub datasets, namely a process dataset, a quality check dataset and the 
rework dataset. The process dataset is collected from the manufacturing execution system and contains the 
basic information about the product and the production process. The quality check dataset is collected from 
the terminal of the SFM system at the quality gate at the end of the production line, contains the results of 
the quality check. The rework dataset is collected from the terminals at the rework station. As shown in the 
section 3.1, the datasets are merged according to the product number. The failure description is in natural 
language. With the methods described in section 3.2, the abbreviations and misspellings are corrected and 
standardized, so that every failure type is identical and can be further used in the error score calculation. An 
excerpt of the final data, used for the error score calculation, is shown in the following table. 

Table 1: Excerpt of final data for error score calculation 

Product No. Deviation Description Rework Duration Rework Time Production Time 
1000001 Steckplatz Drehmoment n.i.O. 60.0 09.06.2021 18:54 09.06.2021 10:12 
1000003 Fehlendes Getriebe 60.0 09.06.2021 18:54 09.06.2021 13:31 
1200057 DGM Einstellung 90.0 09.06.2021 18:54 09.06.2021 10:16 
2257009 Beschädigte Schrauben 30.0 09.06.2021 18:54 09.06.2021 08:07 

4.2 Methodology 

To verify the model, the proposed method is compared with the Pareto analysis, which is often used in the 
production line to identify and prioritize the most serious deviations. The goal of both error score and the 
Pareto analysis is to generate a list of deviations, displaying them from highest to lowest severity. Therefore, 
the evaluation is done by comparing the overlap between the deviations recommended by the list and the 
deviations that occurred. For the five largest deviations that occur, if the percentage of costs resulting from 
deviations predicted by the error score is greater than the results of the pareto analysis, then the performance 
of error score is superior. Based on this understanding, the metrics are defined to evaluate the performance 
of the decision support system. They can be defined as follows: 

FG(H8=9) = ∑ <! ∗ 0!E
!;B (4.1)  

FG(J;<H;392K;) = ∑ <! ∗ 0!E
!;B
∑ 0!E
!;B

(4.2) 

0! = ∑ 0!8(+F
+;< (4.3)

, where 0!8(+ is the cost of the deviation ( on day > + 4, 0B, … , 0E is the cost of the top deviations. <! means 
whether the deviation is suggested by the decision support system. 
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As the test of the algorithm lasts for a period, which means that there are more shop floor meetings and 
decision-making processes involved. Therefore, to get the performance of the algorithm in a period, the 
average performance of the algorithm is calculated as follows: 

FGGHI =
∑ JK=>
=8:
L (4.4)

, where FGD is the performance in one day, = is the number of days in the period when the same weight is 
used. The larger the FGGHI , the better the performance of the decision support system over the period. 

To better observe the changes in the rework process after the error score is applied, the Cox-Stuart test [21] 
is used to assess whether there is a downward trend in rework duration. 

5. Results and discussion 

The proposed method is tested with the data from 06.2020 to 08.2021. After merging the process data, 
deviation data and the rework documentation, this results in a total of 7771 records. In the data preprocessing 
process, all the text related to deviation are analyzed with the algorithms to correct the misspellings and 
abbreviations. The 62 abbreviations automatically found by the algorithm. With the help of the expert 
knowledge from the shop floor, the abbreviations are replaced in the data. A new dictionary with 49 new 
words is trained and imported to the system, so that the algorithm for misspelling can also recognize and 
correct the specific words in the rework documentation. After the preprocessing with NLP, the original 1316 
failure categories are lowered to 1063. Through this process, 19.33% of the original records were fused with 
records that had the same meaning, enhancing the accuracy of the data. 

For the evaluation of the error score, the shop floor meetings from January to July are simulated. As 
comparison, the performance of the Pareto analysis is also calculated. As shown in Table 2, the performance 
of error score is overall better than the Pareto analysis.  

Table 2: Results of the evaluation 

Simulated Date Performance of error score Performance of Pareto analysis 
!"($%&')!"# !"()*+$*,'-.*)!"# !"($%&')!"# !"()*+$*,'-.*)!"# 

01.2021 893, 34 min 31.84% 830.75 min 29.28% 
02.2021 1215.75 min 58.27% 950.75 min 45.52% 
03.2021 1007.5 min 52.56% 651.0 min 34.17% 
04.2021 942.0 min 47.71% 819.0 min 40.44% 
05.2021 957.75 min 47.25% 826.75 min 41.47% 
06.2021 643.25 min 28.44% 522.75 min 25.25% 
07.2021 678.75 min 38.33% 117.5 min 9.60% 
average 905.48 min 43.49% 647.07 min 32.17% 

Besides the results of simulation, the rework duration after applying the error score is also observed. Figure 
6 shows the rework duration since the official Go-Live in September 2021 to September 2022. The Cox-
Stuart test identifies a significant downward trend with J − M2NO<; = 0.0063 (see Figure 7).  
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Figure 7: Rework duration from September 2021 to September 2022 

This case study reveals that the proposed decision support model can be effectively and practically applied 
for the prioritization of the deviation in the problem-solving process. A comparative analysis with the pareto 
method also shows that the proposed method has a good predictive performance for the problems that may 
arise in the future. In addition, a trend of gradual reduction in the cost of rework time caused by errors in 
practice was also observed during the year when the method was applied to the actual production process. 
This also reflects the effectiveness of the method in practice. 

6. Conclusion and future work 

This paper establishes a comprehensive decision support model that utilizes process and deviation 
information to assist the deviation prioritization for the SPS on the shop floor. The proposed method is able 
to achieve better performance than the traditional Pareto analysis. It is also demonstrated by deploying the 
method in a real production environment. The results show that the deviation prioritization process can be 
improved to a certain degree with the help of this decision support system. This paper makes some attempts 
in dealing with heterogeneous data in production, combining structured and unstructured data for analysis. 
In the future, there are many more directions for the analysis of heterogeneous data, such as the graph 
databases that can be used to model the data involved in SFM, which can better provide the data basis for 
other decision support systems. In the direction of NLP, there is also a need to further analyze and study the 
textual data in SFM, so that more information for problem solving can be extracted. 
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Abstract 

Increased volatility continues to challenge the automotive manufacturer’s production performance. More 
than a century after the start of mass production, changeable production systems that allow the flexibility for 
the economic mass production of customized products have arisen. Limitations on established production 
systems are driving the development of changeable production systems like the Fluid Manufacturing System 
(FLMS). In an FLMS, the individual production modules are mobile and consist of Cyber-Physical Systems 
(CPS) which can be combined ad-hoc to adapt to changing requirements. By connecting different CPS – 
e.g., Autonomous Mobile Robots (AMR) or smart load carriers – adaptable and flexible production will be 
achieved. This paper presents the first real-world initiation of an FLMS with the design and development of 
CPS and digital twins for production and logistics at the ARENA2036 research campus.  

Keywords 

cyber-physical-systems; digital twin; material flow control; human-centric production, automotive  

1. Introduction  

Driven by growing competition, companies need to increasingly focus on customer requirements in order to 
remain competitive in the long term. Exclusive differentiation based on product price and quality is no longer 
sufficient. On the other hand, high delivery reliability and short delivery times have become a well-
recognized competitive factor. Due to their technical limitations, a traditional production system, such as the 
Dedicated Manufacturing Lines (DML), cannot achieve the required changeability to achieve these 
requirements especially in high mix low volume production environments. Therefore, new, changeable 
production systems have been developed over time. As early as in the 1990s, the term "changeability" was 
used to describe the ability to adapt quickly to changing influences. Since then, the term has been one of the 
key success factors for manufacturing companies and various systems have been developed. The Flexible 
Manufacturing Systems (FMS) enables the adjustment of production capacity and functionality within a 
fixed flexibility corridor (e.g., a family of parts). This requires the use of predefined functionalities, which 
leads to additional costs and higher complexity. The retooling of an FMS beyond the flexibility corridor 
takes several weeks or months [1–7]. FMSs are thus configurable within a corridor, but not reconfigurable 

640



beyond it. The Reconfigurable Manufacturing Systems (RMS) can resolve this limitation. In contrast to 
FMS, an RMS allows the adaptation of the production system across fixed flexibility boundaries. Koren 
refers to this as customer-specific flexibility. RMS thus combines the advantages of DML and FMS [8,9]. 
According to Koren, the productivity of an RMS is higher than that of a line, for example in large complex 
systems [10]. However, efficient algorithms are necessary for the real-time control of an RMS. These are 
also correspondingly complex [11,12]. The Matrix Manufacturing Systems (MMS) consists of flexibly-
linked, usually dedicated process modules. Each process module provides predefined sets of technological 
functionalities necessary for production. An MMS enables new production control functions, as each product 
can determine an individual production path by selecting its process modules, depending on the available 
process module functionalities, the assembly precedence graph, and the current state of production resources. 
The cycle times of the process modules are no longer uniform [13,14]. The Fluid Manufacturing System 
(FLMS) is based on the principle of ad-hoc resource allocation and reconfiguration to individual process 
modules for optimal manufacturing performance [15] and develops the MMS concept further. 
Comprehensively using the benefits of cyber-physical systems [16,17] and their capability to self-integrate 
and self-parametrize, process modules can be easily aggregated from single resources to advanced 
manufacturing systems [18]. To fully leverage the potential of FLMS, all process modules must be modular 
and mobile. The requirements for mobility and modularity are on-demand adjustments of capabilities and 
functionalities as well as adaptable production layouts. Thus, the manufacturing system is capable of being 
iteratively reconfigured in variable steps to the currently required product configuration. This 
reconfigurability requires complex production planning and control logic, considering previously unknown 
degrees of freedom in production system design. New degrees of freedom are the: Operation Sequence 
(specifies the sequence of work operations), Work Distribution (assigns the process modules to the 
production order), Work Content (defines the competencies of a specific process module) and Layout 
Position (defines the position of production equipment on the shop floor). These freedoms affect both the 
planning and control complexity of the order management. Order management thus defines the new 
understanding of production planning and control (PPC) in which the fulfilment of customer orders is the 
central goal [19]. Order management covers the planning, control and monitoring of all activities (including 
orders, resources, ...) along the value chain from customer inquiry to shipment [20,21]. The remainder of 
this paper is organized as follows: Section 2 provides an overview of the state of the art, Section 3 presents 
various developed CPS for FLMS, Section 4 presents the initiation of the FLMS. Section 5 concludes the 
key points of this paper and provides an outlook.  

2. Designing and Development of Cyber-physical Systems  

CPS connect the physical world with the virtual world by allowing mutual control and information exchange 
via the internet, also known as the Industrial Internet of Things (IIoT) [22,23]. They are commonly used in 
engineering, manufacturing and logistics. Moreover, CPS are providing benefits for manufacturers by 
utilizing sensor generated data [24]. However, the boundary conditions and the new levels of freedom in an 
FLMS have resulted in new requirements for future CPS. These requirements affect several production 
assets, e.g., AMRs, machines and sensors. Some of these requirements are related to the design and others 
to software [18]. In the next step, each requirement for CPS in an FLMS will be described in detail.  

Reconfigurability is the ability to change and evolve rapidly in order to adjust productivity, capacity and 
functionality [10]. Therefore, CPS have the task of enabling these requirements. For example, by adapting 
to different products and parts with a wide range of measures, different weight sizes, etc.  
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Modularity is the integrating element directed at highly customizable manufacturing engineering structures 
[25]. In an FLMS, all units, including CPS, are modular and can be combined ad-hoc to new resources. 

Asset Administration Shells (AAS) are necessary for communication amongst the individual I4.0-
components. This is embodied in the approach of this paper through the concept of submodels which broadly 

describe features and capabilities. One submodel precisely explains one technical feature. Submodels are 
published in a central location that is accessible to each partner in order to ensure that this shared 
understanding is as clear as possible and is used by as many I4.0-components as possible [26]. An I4.0-
component must introduce itself and specify one or more supported submodels in order to make its attributes 
and capabilities known to others (see Figure 1). An I4.0-component consists of the following objects: 

- Submodels: An I4.0-component's technical details are specified by one submodel only. In order to achieve 
this, the submodel explains the traits, occasions, and actions connected to this feature. 

- Properties: A submodel can specify any number of properties. A property describes a static or variable 
property, e.g., a position, color or serial number. If an I4.0 component communicates a property, the 
specification is assumed to be valid until the component sends an update. 

- Events: Unlike properties, events have a unique time reference. The event contains a timestamp. 
Examples for events are the arrival of an AMR at the destination or the completion of an assembly 
process. Events also have a unique name and can communicate with other data fields. Each data field is 
specified in the same way as a property. 

- Operations: While properties and events describe outgoing communication, operations specify services 
that can be called upon by other components. For example, a manufacturing process can be triggered. 
Operations are identified by their unique name within the submodel. Optionally, parameters can be 
specified. Unlike events, a return value can also be specified, e.g., to report a successful operation. 

Creation of a digital twin: Representing a CPS with an AAS raises the possibility of representing any asset 
from the real world as a copy in the digital world. Visualization, simulation, etc. are just some examples of 
what can be done by utilizing the given data from an asset. 

The orchestration of CPS in an FLMS is realized by Node-RED. Node-RED is a browser-based, graphical, 
open-source programming environment. Processes can be modeled in the form of so-called "flows" and are 
then processed in a server-side engine. A node is a data processing step. It is always triggered when new 
data is present at the input. Node-RED is designed to be supplemented with its own node types to fulfill 
application-specific tasks. A service ensures that, for each submodel that is currently in use, a node type is 
automatically created for its properties, operations and events. In this way, processes can be modeled in 
Node-RED that can access all the elements of the management shells and thus all assets. 

Service-oriented architecture (SOA) allows IT system services to be structured and used more efficiently. 
At the same time, business processes can be mapped more flexibly, which reduces maintenance efforts and 
costs. The basis for this is the decomposition of complex business processes into their individual steps. SOA 
is not only comprised of components required to interact with an AVG or AMR, which can be represented 

Figure 1: Communication between assets based on known submodels 
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as an AAS, but value-added services can also be set in this format. Utilizing this approach has an impact on 
the development of different services. 

3. Cyber-physical Systems for FLMS 

According to the requirements in the following chapter, different prototypes of CPS for FLMS and a concept 
for human-centric production have been developed. In the following sections, the implementation process 
and the concept are described in detail.  

3.1 Human-centric production  

In human-centric production, the user interfaces allow the easy operation and commissioning of the CPS. In 
addition, collaborative assistance systems enable the worker to perform simple maintenance tasks without 
prior training. Human-robot collaboration also makes it possible to parallelize the processes in the process 
modules and thus reduce cycle times [18]. In the context of the ARENA2036, a shared safety concept for 
human-machine collaboration in an FLMS has been developed. Taking machine safety into account, a 
sensible approach for automated guided vehicles (AGVs) to drop-off or pick-up locations, which are 
protected with safety devices, can only be realized if those devices are switched off. This entails potential 
hazards for workers in the working space. However, since this must be excluded by the machinery directive, 
additional hardware in the form of separating safety devices or additional sensors are necessary. If an AGV 
approaches the storage location and a Safety and Control Unit (SRU) with the safety devices switched off, 
there may also be a blind spot (Figure 2) behind the AGV that the laser scanners miss. A person could be 
behind the AGV and enter the danger zone of the SRU. This must be absolutely excluded. The designed 
concept provides four steps to counter the problem described. In the first step, the second asset, the SRU, 
controls the AGV. In order to transfer the control of the AGV to the SRU, it is necessary to clearly identify 
the two assets, as there may be several assets of the same design in a real environment. Initially, the transfer 
takes place manually. Therefore, the AGV takes a picture of the asset and sends it to a worker for 
confirmation, who then releases it on his smart device. In addition, approaches for the automatic handover 
are examined in more detail. To enable the transfer of the control functionality from the AGV to the SRU, a 
safe switchover is required, which is carried out via a safe operating mode selector switch. This puts the 
AGV into manual mode and provides the laser scanner data of the AGV via AAS (Figure 2). 

 
Figure 2: Person recognition in front of the AGV 

In order to adjust the safety devices, it is necessary to open a corridor in front of the AGV in the area of the 
laser scanner of the SRU. In this way, the entry of the AGV does not trigger a system stop of the SRU. At 
the same time, the data of the laser scanner of the AGV, which is turned away from the SRU, must also be 
evaluated via AAS. Thereby, a person can be prevented from entering the safety area of the system. In 
addition, person detection is performed in front of the AGV in order to additionally secure the muted area. 
The last step of the concept is undocking and restoring the original state. Therefore, the AGV must be 
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navigated out of the danger zone and then, as soon as the AGV is in the warning zone of the SRU, the muted 
zone must be reactivated before finally switching to autonomous operation again. In general, the concept 
was designed generically in order to combine a wide variety of assets and their safety devices. A first 
prototypical implementation has already taken place.  

3.2 Fluid Production Logistics  

In order to use the full potential of an FLMS, adaptable and flexible logistics systems are needed. Therefore, 
a smart load carrier and an AMR have been developed. Furthermore, different approaches for a decentralized 
material flow control system have been designed.  

The aim of the development of AMR was to enable the transformation of an Autonomous Guided Vehicle 
from its task-based applications to an autonomous, smart and safe mobile robot platform. The AMR is an 
autonomous logistics unit, which is responsible for pick-up and transportation tasks as an essential part of 
FLMS. Depending on the size and the task, the AMR is able to transport different sizes of load carriers and 
car bodies. This enables more flexibility and further benefits in the logistics and production process, e.g., 
modularity and reconfigurability. The mobile robot system consists of two drive-rotation-axis units, which 
enables the AMR area-moving kinematics. Compared to differential kinematics, it is possible for the AMR 
to drive in the Y-direction as well as to change orientation during the drive. In addition, the AMR has two 
safety laser scanners, which can be used for the safety field and navigation. In order to transform the AMR 
into a CPS, the following key issues are considered for this purpose, which will be illustrated in the following 
sections: communication interface to Industry 4.0, higher-level control and target-oriented navigation. For a 
unified semantic description, the interfaces of the AMR are realized via an AAS. Figure 3 shows the first 
Version of the AAS of the AMR with its submodules, which was later expanded with further Submodules 
for the order management to realize the use cases in section 4.2 and 4.3.  

 
Figure 3: First Version of the AAS for the AMR “Poseidon” 

An advantage of the AAS is that any size of data can be implemented in the description. Thus, the interface 
can be severely limited or allow full access at all levels of the control hierarchy down to the sensor level. 
Likewise, it offers the possibility to the other participants in the network to receive information on the 
components as well as to send control commands like, for example, different movements or the fine 
positioning of the AMR. The higher-level control system has the task of planning and coordinating AMRs 
within a production area. In general, it is a master control or fleet management which is used with the help 
of the VDA 5050 recommendation for AMRs/AGVs [27]. With this standard, it is possible to coordinate 
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several AMR among the others, independently of the manufacturers. Navigation is an important part of the 
AMR, which can be described as one of the main features for the transformation into a CPS. Localization 
and route planning go hand in hand. The aim is to determine the current starting position in relation to the 
specified target position autonomously and without collision. The Robot Operating System (ROS) offers a 
wide range of packages so the navigation of the AMR can be safely achieved. It offers the navigation stack 
via a navigation algorithm by using different information such as laser scanners. The move_base requires a 
map of the environment which is recorded using the laser scanners and the wheel odometry of the AMR. For 
localization, the ROS offers different software packages. In this case, the mobile robot system uses the 
slam_toolbox, which has the modes "mapping" and "localization". With this combination of localization and 
navigation, the AMR can approach its respective workstation in the FLMS. 

Smart Load Carriers are load carriers which are equipped with different sensors and computing devices to 
provide smart services, e.g., tracking & tracing or condition monitoring In order to fulfill an adaptable and 
flexible logistics system in an FLMS, the following requirements for a smart load carrier have been defined: 
(1) Reconfiguration for different load carrier sizes and materials, (2) Storage and visualization of condition 
monitoring data, (3) Decentralized control of the material flow, (4) Localization for a location-flexible 
material supply and (5) Provision of master data, e.g., bill of material, CAD model. Based on the 
requirements, several physical and virtual Smart Logistics Modules have been developed. This includes 
modules for Condition Monitoring, Container Management, Localization, Power Management and the 
Master Data via an AAS, as shown in Figure 4 [24].  

 
Figure 4: Modelling example for the AAS of the Smart load carrier 

The smart load carrier is reconfigurable to different sizes of load carriers and parts. Moreover, it contains 
different interfaces for the connection and interaction with other CPSs, e.g., AMRs and Smart Products. 

3.3 Assembly Process  

Smart Sensors are an important part of meeting requirements for reconfigurability, fast ramp-up and 
flexibility in an FLMS. For this purpose, the existing sensor technology needs to become significantly more 
flexible and integrated more strongly into the overall system. For example, by expanding the interfaces, 
communication can take place across devices and systems. Thus, a fast reconfiguration to a new use case 
can take place within a minimal time. The Balluff Smart Camera BVS002F is used as a CPS. It is 
characterized by a CMOS chip of the size 1/1.8" and the recording of the image using the global shutter 
method. This enables better image capture with moving objects. The camera captures color images with a 
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resolution of 1280 x 1024 pixels. The control and readout of the images is realized via Gigabit LAN. For the 
application positioning tasks (see Chapter 4.1), the largest possible angle of view is required in the close-up 
range. Therefore, a lens with an 8mm focal length for wide-angle images is used especially for the close-up 
range. This enables a large depth of field, so the entire working area is always sharp and refocusing the lens 
is not necessary. The images and results from the camera are sent to the Raspberry via an FTP interface for 
further evaluation and processing. The Raspberry Pi can extract the information and make it available to the 
other CPS components. The camera can also be reconfigured by calling various operations. Hence, it is 
possible to switch between different inspection programs and configurations. This allows, for example, 
adaptation to environmental conditions in strong or weak light conditions or switching between different use 
cases. The Smart Camera can perform the following operations directly on the camera: (1) Object inspection, 
(2) Color analysis, (3) Measurement within the image, (4) Object recognition and (5) Barcode, 2D, OCR 
identification, QR code. The asset administration shell of the camera provides the two properties X-position 
and Y-position of an object in meters (see Figure 5). 

 

 

 

 

 
 

Figure 5: Modelling example for the AAS of the smart camera 

In addition, the theta angle, i.e., the displacement of the object towards the camera, is output. The operation 
used here is the switch between the two programs Fine and Coarse Positioning on the camera. These 
programs can each be controlled by means of the two start and stop operations. As soon as a program change 
has been carried out successfully, an event is sent with a message about the change. 

Smart Assembly Modules: An important aspect in the realization of FLMS is the modularization of the 
assembly processes involved. In classical manufacturing systems, the assembly processes and components 
involved are usually permanently integrated and difficult to adapt. The initial investment cost as well as the 
cost of changes are usually very high. An FMLS can profit from the usage of versatile and reconfigurable 
manufacturing concepts, in which the individual processes or components can be changed in a rapid and 
efficient manner. The usage of smart assembly modules (also called Mechatronic Objects (MO)) presented 
in this section precisely enables this modularization. The modularization considers aspects such as electrical 
engineering, mechanics, process technology and IT and captures them systematically at the component-level 
of the MO. With this modularization, an MO is standalone, possesses its own control and can be easily 
integrated into a higher-level manufacturing system as a part of the overall process orchestration. The overall 
system, in which the MOs are an integral part, is called CESA3R. In the context of the project, CESA3R 
stands for Concept for Engineering free, Scalable, Advanced Automated Assembly system for Rapid ramp 
up. An MO can be described and set up in a process-specific manner (see Figure 6) and usually consists of 
two important parts: (1) a standardized process carrier, and (2) a Process Unit that can be especially designed 
and constructed according to the process demands.  
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Figure 6: Structure of a Process Module 

For instance, Figure 6 shows an example of a vibratory bowl feeder designed for the feeding process. The 
feeder is divided into a part-independent process module and a part-specific component, which can be 
adapted to suit different parts. 

The standardized part of the MO serves as a functional sample for all MOs. This standardized process carrier 
is comprised of a fixation system to fix the MO during operation and a localization system to determine the 
position of the MO in the working area. In addition, the MO is equipped with an embedded Control which 
handles the inputs and outputs (IO) as well as the external communication. Finally, the MO comprises data 
about itself in a self-description file. The self-description integrated in each MO can provide different static 
and dynamic data that are useful for the overall process orchestration as an important feature of a cyber-
physical system. For example, some fundamental static information, such as the identification (ID) of the 
MO, the available work positions and the geometry data are made available. Other dynamic data that are 
updated consistently during operation include, e.g., the real-time coordinates and the current operational 
state of the MO. For an effective standardization of the self-description, standardized data modelling for the 
MO is required. The data modelling used for the MO is based on the concept of the AAS. In relation to the 
AAS, an MO may also be described as an asset. The AAS is based on so-called submodels, which provide a 
standardized description of the technical aspects of an asset. A submodel can be structured into properties, 
events and operations. 

- Properties describe the static and dynamic characteristics of an MO (asset). Those cover, among 
other information, the above-mentioned ID of an MO or the dynamically measured position of the 
MO origin. 

- Events are used to communicate changes in the state of the MO to other assets. This may include 
the completion of a specific assembly task or a notification that an operation call has been received. 

- Operations offer predefined functionalities for the respective MO, which can be triggered by 
external modules. Those operations may be used e.g. to request information or to execute a motion 
command. 

To enhance the reusability, a single submodel should only cover a single functionality, e.g., the position data. 
Thus, the submodel can be used for different assembly modules and a single MO can integrate many 
submodels handling a variety of functionalities. Figure 7 introduces the concept of an MO using the example 
of a bowl feeder 
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Figure 7: Modeling example for the AAS of a mechatronic object for the storage or provision of parts with the two 
submodels "Process Carrier" and "Storing, Oriented.” 

The submodel diagram shown in Figure 7 visualizes the corresponding submodels. Each MO has a submodel 
for the Process Carrier and one or more additional submodels, depending on the necessary skills of the 
equipped process unit. The introduced bowl feeder MO therefore contributes a Storing, Oriented submodel. 
Each submodel provides MOs defining properties such as the current position, events such as Basis 
Command (CBC) Result and finally operations which allow other modules and assets to reserve a part or fix 
the base. The reservation of a respective part guarantees that it is only used once in the process. The fix base 
operation allows an MO to be fixed on its current position and disable any further adjustment of its position. 
The MO can also be enhanced or extended with other submodules, if any functionalities should be added. 

4. Instantiation of the FLMS  

In the context of the project, different use cases were developed and tested. The aim through the composition 
of the individual use cases was the instantiation of an FLMS.  

4.1 Use case – Assembly System (CESA3R) 

In order to verify the concepts and modules introduced with the CESA3R system, a demonstration product 
was defined. The Battery Management System (BMS) is an easy to assemble product that provides a great 
use case to prove the functionality of the CESA3R system. Figure 8 gives an overview of the MOs and assets 
involved in the assembly task. 

 
Figure 8: FluPro demonstrator and mechatronic objects (MO) for assembling the printed circuit board of the Battery 

Management System (BMS) demo product. 
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The assembly of the BMS requires a great variety of skills from robotic guidance to screwing and dispensing. 
For this assembly demonstration, the assembly of the printed circuit board (PCB) was chosen. Therefore, 
four MOs have been developed which provide the required skills: 

- MO Robot for Pick&Place tasks 
- MO Workpiece Carrier (WPC) Port for suppling the necessary workpieces 
- MO Screw Feeder for suppling the screws used for fixing the PCB 
- MO Workposition for providing a work position during the assembly procedure 

The assembly starts by collecting the BMS case from the WPC Port and fixing it on an MO with the 
corresponding workposition skill. The PCB is attached to the BMS case using four screws. The screws are 
provided by the corresponding MO. The assembled case is then placed back on the workpiece carrier which 
is automatically moved out of the robot cell for further assembly tasks. 

4.2 Use Case – Robot-based Assembly 

For a fluid manufacturing process, it is important to communicate with different assets to get more flexibility. 
Therefore, the following use case was defined to test a precise positioning process for a robot assembly 
station using the AMR. For most transport processes, the accuracy of the AMR is sufficient for positioning. 
In order to achieve higher accuracy, an additional sensor is needed. Therefore, a flexible camera on a robot 
is used. Figure 9 provides an overview of all the assets involved in the positioning task. 

 
Figure 9: Use-case: accurate positioning for the assembly station, Bär AMR and Balluff Smart Camera. 

Rough positioning: An ARUCO marker is attached to the carrier on the AMR. This enables the alignment 
and the distance of the carrier and AMR to be determined. Since the camera does not directly support 
ARUCO marker detection, only the raw images from the camera are used and processed for this use case. 
Figure 10 provides an overview of the individual AAS assets and the communication channel. Data from the 
evaluation of the ARUCO marker are output via the AAS to the MQTT rough_position topic. The AMRs 
subscribe to this topic and derive the necessary driving command from it. The X-position (displacement 
right/left in the image) and the Y-position (distance camera - AMR) are used here, each specified in meters. 
Furthermore, the theta angle, which indicates the rotation of the AMR in the image, can be used to derive 
the driving command. The camera and the AMR use different coordinate systems, so a transformation of the 
data is necessary. This transformation is performed before transmission via the AAS and allows the AMR 
to use the data directly for the driving commands. Once the AMR has arrived at the rough target position, 
the position of the camera is changed using the positioning robot. The following fine positioning is performed 
by positioning the camera directly vertically above the AMR with the workpiece. 
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Figure 10: Overview of the asset administration shell for the use case. 

Fine positioning: As soon as the robot with the camera has reached the new position, then the inspection 
program on the camera is switched over to an operation of the AAS. For fine positioning, the image 
processing algorithms running directly on the camera can be used. This is possible since the distance between 
the camera and the workpiece does not change during fine positioning. In order to perform fine positioning, 
the current position of the workpiece must be determined. The first step is to search for the workpiece in the 
image and then calculate the deviation from the center of the image. This results in the x and y deviations as 
well as the theta deviation from the learned target state in the center of the image. Driving commands for the 
AMR are derived from these deviations. The AMR receives the movement commands for the fine 
positioning via the call for operations of the Raspberry Pi of the camera. This directly addresses the 
operations of the AMR with the current data. The AMR attempts to minimize these deviations as far as 
possible by means of driving maneuvers. If the positioning robot with the mounted camera moves in the 
direction of the table, these deviations become larger, and the AMR must readjust by following the 
movement of the positioning robot. As soon as the positioning robot reaches its final position, this is reported 
via an event. The AMR drives the remaining distance to the desired final position and remains there for 
further assembly. 

4.3 Use Case – Decentralized Material Flow  

The aim of the logistics use cases is to demonstrate an event-based decentralized material flow-control via 
the interaction of several CPS. A decentralized material flow control is the capability of system elements to 
interact with each other and make autonomous decisions [24, 28]. In an FLMS, the material flow can be 
triggered by different events [29]. In the first use case, the smart load carrier triggers the material flow on a 
pull principle like the e-Kanban concept. If the material is removed from the smart load carrier, the time-of-
flight sensors initiate the “material reorder” event followed by the “transportation” operation for the AMR. 
In the next step, the empty smart load carrier will be transported [24]. In the second use case, the material 
flow is trigged by a condition-monitoring event. If a sensor detects a deviation in temperature, humidity or 
a high acceleration, it publishes an event. Afterwards, the “transportation order” operations are published 
and the defective material is transported away [24]. In third use cases, the material flow is triggered by the 
BMS. The BMS uses an infrared interface to transmit information about the condition of the product to the 
Raspberry Pi installed in the battery case. Subsequently, the information is transmitted via AAS to the MQTT 
broker. If the BMS is completely assembled on the battery case and connected, it triggers the “connected” 
event, followed by the “material reorder” operation and “transportation order”. In the last use case, the 
material flow is triggered by a condition-monitoring event of the BMS, similar to the second use case. Then, 
the product is transported via an AMR either for rework or quality inspection.  
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5. Conclusion and Outlook  

In this paper, the development of CPS for FLMS is presented and tested on a defined product. The various 
CPS are elements of the FLMS, without rigid coupling of stations, routing and location flexibility. In order 
to ensure the scalability and technological adaptability of the production system, a planning logic for the 
design and development of a production system consisting of flexibly linked process modules were 
implemented. The interoperability of the CPS, fast, intuitive and the ad-hoc creation of process and assembly 
modules are supported by plug-and-produce approaches. Further, the presented approach will help to master 
a change in automotive production especially on the human work force in production. The separation 
between production and logistics and also between product and production will be further eliminated due to 
the increasing merging of systems. Value-adding processes will take place in all areas of production.  

In the next step, to fulfil the premises of the FLMS, the CPS will be reconfigured for a second product, which 
is unknown at the start of the production. It represents the core point of the validation of versatility in FLMS, 
since it will show that a second product, which is not known at the time of planning, can be included in 
production. In addition, the presented concepts and logics in logistics and human-centric production will 
also be tested and validated on the second product. Moreover, the efforts on the reconfiguration of CPS in 
an FLMS will be measured and evaluated for future research.  
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Abstract 

Driven by continuous cost pressure and increasing market requirements, the optimization of lithium-ion 
battery production is the focus of attention. To save time and costs, machine learning represents a promising 
tool. But a considerable amount of training data is needed. Since data is not always available to the required 
extent, approaches for synthesizing artificial data were investigated. In this study, the quality and corre-
sponding measurement parameters in electrode production were assessed and selected. Based on this selec-
tion, coating trials have been conducted and the corresponding data set collected. The data set forms the 
basis for the synthesis of artificial coating images and parameters. The selection and design of the synthesis 
models were divided into two sub-steps. First, the synthesis of artificial coating images was investigated. A 
promising method for the data synthesis of (coating) images is Generative Adversarial Networks (GAN). 
The basic idea of GANs is to oppose two models: a discriminator and a generator. The generator generates 
artificial data samples that match the input of the training data set. Afterward, those data samples (both input 
and artificial data) are introduced to the discriminator. The discriminator's function is to identify whether the 
data presented originates from the training data set or whether it is a counterfeit (artificial data) of the gen-
erator. In a second step, the synthesis of new parameter sets in the form of tabular data is investigated. The 
requirements for the synthesis of tabular data sets correspond in principle to those for multivariate regression 
analysis. The combination of the models resulted in a method that allows the prediction of the corresponding 
measured quality values for arbitrarily selected process parameters, as well as the visualization of the asso-
ciated coating result in the form of an artificial image. 

Keywords: Machine Learning; Generative Adversarial Networks; Data Synthesis; Electrode Manufacturing 

1. Introduction  

Due to their various properties, lithium-ion batteries have come to the fore as an energy source for mobile 
applications. As demand increases, so do the demands on their quality, performance, and service life, coupled 
with steadily growing cost pressure. To meet these requirements, not only further technological development 
and research in the field of cell technology is needed, but also continuous optimization of the production 
processes. In this context, the production of electrodes in particular represents a complex sub-step in cell 
manufacturing. [1] It has a large number of adjustable production parameters with complex influences on 
the quality characteristics of the electrodes. [2,3] This complexity makes it difficult to analyze the interrela-
tionships and thus to find suitable parameter combinations for the desired production results.  

Data-driven approaches are becoming increasingly important for such use cases. For example, image recog-
nition processes trained by means of artificial intelligence can be used to detect production defects and thus 
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help in the automated optimization and control of production processes. [4] Just as the development of hu-
man intelligence requires a large number of experiences and perceptions over the course of a lifetime, ma-
chine learning algorithms must generally be confronted with many observations in order to make accurate 
predictions. For this reason, machine learning algorithms usually require large amounts of data for their 
training. In many areas, however, these are not available in the required amount and can only be obtained 
with difficulty, for example at enormous expense in terms of time and money. [5] In the production of elec-
trodes for lithium-ion cells, for example, the large number of production parameters and their complex in-
terrelationships regarding the production result makes it very difficult to collect large amounts of data for 
process optimization supported by machine learning methods. Synthetically generated data sets represent an 
economically interesting alternative to obtaining real test data. 

For this reason, an approach to synthesizing artificial electrode coating test data was investigated. Both 
structured (tabular) and unstructured data (image data) were artificially generated. As a data basis, a refer-
ence data set was first created experimentally. For this purpose, tests were carried out on a pilot production 
line and corresponding quality parameters were measured. The basics of electrode production as well as the 
models and machine learning algorithms used are introduced in chapter 2. The experimental setup and data 
preparation, as well as the design of the models for data generation, are described in chapter 3. An overview 
of the achieved results is given in chapter 4, while chapter 5 summarizes the main conclusions. This study 
demonstrates that synthetic coating images and their associated process data can be generated using artificial 
intelligence. However, it is necessary to conduct further research to assess the suitability of this approach as 
a standalone data source, rather than relying on real data. 

2. Fundamentals 

In the following chapter, the technical principles of electrode manufacturing and relevance of surface in-
spection as well as the fundamentals of applying GANs and regression using multilayer perceptron networks 
(MLP) are established. 

2.1 Electrode manufacturing for lithium-ion batteries  

Figure 1 shows an overview of the manufacturing processes of electrode manufacturing for lithium-ion bat-
tery cells. First, the active material for the electrodes is mixed from several powder components and the 
solvent to produce the so-called slurry. In the coating step, the slurry is coated onto a metal foil as a thin film 
and dried afterwards. During calendering, the film is compressed by applying a line load over a roller ar-
rangement to reduce the porosity of the coated material. The electrodes are then cut or punched into the 
desired shape. This marks the end of electrode manufacturing, which is followed by cell assembly. [6] The 
work of this paper is focused in particular on the front-end processes from weigh-in of materials, over mix-
ing, to coating and drying. 

 
Figure 1: Schematic view of the steps in electrode production [4]  

Surface inspection during electrode manufacturing is critical for process control and minimizing scrap rates. 
By carefully examining the surface of the electrodes, manufacturers can identify and address any defects or 
irregularities that may affect the performance of the final product. This helps to ensure that the electrodes 
meet the required specifications and are of high quality. In addition, surface inspection can help identify 
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potential issues early in the manufacturing process, allowing manufacturers to take corrective action (e.g. 
based on machine learning algorithms) and prevent defective electrodes from being produced. This ulti-
mately leads to lower scrap rates, as fewer defective electrodes need to be discarded, and helps to reduce 
costs and improve overall efficiency in the manufacturing process. Optical imaging of electrode coatings 
thereby presents a consistent and automatable solution for the detection of defects. [7]  

Choudhary et al. present a promising approach to detect and classify mechanical defects in real time [4]. 
Also, in other research areas, especially in the medical field, image analysis by means of artificial intelligence 
have been widely explored in recent years. [8,9] Since the problem of lack of data also exists in the medical 
setting, Kanayama et al. developed a GAN-based model for the synthesis of endoscopic images for gastric 
cancer detection [10]. Also, Sedigh et al. used a GAN to generate synthetic skin cancer images to compensate 
for insufficient data for training a proposed CNN algorithm. [11] Generally, GANs are capable of generating 
very realistic high-resolution images [12], which make them a viable solution for the presented use case. 
However, no work could yet be found on image generation in the context of electrode coating. The experi-
mental setup and data basis will be explained in chapter 3. 

2.2 Generating synthetic images using generative adversarial networks 

The basic idea of GANs is to introduce two opposing models: A discriminative model and a generative 
model. The generator receives random noise (training data) as input and generates data samples (matching 
the form of the training data), that are later presented to the discriminator. The task of the discriminator is to 
identify whether the given sample originated from the training dataset or whether it is a "fake" of the gener-
ative model. Mutual competition drives both models to keep improving their methods until the counterfeits 
are so similar to the originals, that it is no longer possible to distinguish them. Both the generator and the 
discriminator are typically constructed as deep neural networks and use the binary cross entropy for optimi-
zation. [13] When a GAN-trained generator is used to synthesize data, the output cannot be precisely con-
trolled. For example, if the training data set includes data that can be categorized, the classic GAN method 
cannot be used to specify which category the generated data should come from. Depending on the applica-
tion, it may be necessary to control the output of the generator. In this case, conditional generative adversarial 
networks (CGAN) as shown in Figure 2 represent an alternative.  

 
Figure 2: Schematic structure of a Conditional Generative Adversarial Networks (CGAN) [14] 

In this case, in addition to the latent vector, a label expressing the membership to a class is passed to the 
generator and discriminator. The training data set, which is used to train the model must also be labelled. 
The information of the label is linked with the random signal noise and thus serves as input signal for the 
data synthesis. In addition to the data point to be evaluated, the discriminator is also provided with the label, 
which is linked with the input data point (image). [15] 
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2.3 Regression using multilayer perceptron networks 

MLPs are a type of feedforward neural network, that can be used as universal approximators and represent 
any continuous function. As the name suggests, an MLP is composed of several layers. Between the input 
layer and the output layer, there is any number of hidden layers. The number of neurons in the input layer is 
equal to the number of input values. Since in this work three parameters are varied, this also corresponds to 
the number of input neurons. Analogously the number of neurons in the output layer corresponds to the 
number of output values. The definition of the number of hidden layers and neurons in each hidden layer are 
hyperparameters that can be tuned during the optimization process. [5] 

3. Methods 

The following chapter introduces the experimental design used to generate the data basis as well as the data 
preprocessing and model design for data synthesis of electrode coating images. 

3.1 Experimental design and data acquisition 

In order to investigate the coating process, electrodes with different process parameters are produced. For 
this purpose, three sets of trials are conducted using graphite slurries with different material ratios for the 
production of anodes. Regarding the processability of the slurry, its viscosity plays a major role. [16] For 
this reason, the proportion of carboxymethyl cellulose binder (CMC), which significantly controls the vis-
cosity properties, is slightly varied for each test series. Table 1 shows the formulations of the test series for 
three different slurries. Starting from the basic formulation (Slurry 1), which is based on industrial experi-
ence [17], the mass fraction of the CMC binder is slightly increased and reduced. The mass ratios of the 
other components remain the same relative to each other, resulting in their quantities. 

Table 1: Slurry formulations for graphite anodes 

Material  Slurry 1 Slurry 2 Slurry 3 
Graphite (SG3) 564,00 g  562,30 g  565,70 g  
CMC binder 12,00 g  16,00 g  8,00 g  
Carbon black 6,00 g  5,98 g  6,02 g  
SBR binder 45,00 g  44,87 g  45,14 g  
Dist. Water 706,00 g  703,85 g  708,14 g  

 

The electrodes are coated in a roll-to-roll coating line with a slot die for single-sided coating and two drying 
units. The adjustable parameters of the system are the distance between the slot die and the metal film (which 
is kept constant at 200 μm), the web speed, and the speed of the feed pump. Table 2 shows the abbreviated 
representation with the indication of the respective value ranges. To be able to map the influences of the 
individual parameters, a full factorial experimental design is conducted.  

Table 2: Varied test parameters during the full factorial coating trials 

Parameter  Value settings 
Formulation Slurry 1; Slurry 2; Slurry 3 
Web speed 0.5 m/min; 1.0 m/min; 1.5 m/min 
Pump speed 100 rpm; 125 rpm; 150 rpm; 200 rpm 

 

Figure 3 shows extracts of the recorded coating images showing different coating patterns. It is striking that 
in many cases there is no continuous film. Rather, the coating patterns show defects or line or grid patterns. 
Also, drying flaws can be observed at high pump speeds and low web speeds. In addition to the images, 
quality characteristics such as wet film thickness and viscosity of the slurries are recorded. The coating 
images reveal a strong correlation to the wet film thickness. The ideal wet film thickness is in the range of 
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120 μm to approx. 200 μm for the defined drying parameters from a process engineering point of view, at 
which neither coating nor drying defects occur. 

 
Figure 3: Extract of characteristic images of electrode coatings from the experimental test series 

3.2 Data preparation and pre-processing 

As previously described, about half of the coating runs do not show a continuous coating film. Rather, line 
or grid patterns appear. Since in this case there is no wet film thickness to be measured for the respective 
coatings, a new parameter is introduced to evaluate the test results. The aim is to show what percentage of 
the film is coated (coating area). For this purpose, the coating images are imported and processed in Python 
with the help of the scikit-image software library. By applying a grayscale filter, each pixel of the image is 
assigned a value between 0 and 255 depending on the brightness of the pixel. The values are stored in a 
matrix with the resolution of the original images (2448x2046).  

In the next step, the images are cropped to the coating area, removing the remaining film areas on both sides 
that do not contain coating. Afterward, a threshold is set for the pixel values above which all values are 
raised to 255 (white) and set to 0 (black) below. The result is a binary image consisting only of black and 
white pixels. Dynamic adjustment of the threshold value ensures that, regardless of the exposure of the im-
age, the coated areas appear black and the uncoated areas appear white. Based on the binary image, the 
proportion of black pixels and thus the proportion of coated area can be calculated for each coating image. 

 
Figure 4: Conversion of the input coating images to binary images including exposure correction 

The same principle is used to analyze the images of the coatings that have not fully dried. Since the pixel 
values (gray levels) of the dry and wet areas are closer together, the determination of the limit value must be 
much more precise. Another complicating factor is that the images are not evenly illuminated by the camera's 
flash. Pixel values assigned to the dry state in one image area might describe moist zones in other image 
areas. In order to compensate for this effect, a brightness filter, as shown in Figure 4, is applied over all 
images. Since the relative illumination by the flash is almost identical on all images and only the absolute 
brightness values differ (presumably due to ISO adjustment of the camera), the filter is created manually 
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based on a few images and does not require any dynamic adjustment. Figure 4 shows an example of the 
binary distribution with and without the filter. 

By additionally determining the coating and drying area, a label is assigned to each image. If the edge at the 
start or end of a coating or bare copper foil is visible on the image, the label foil edge is assigned. All other 
labels are assigned depending on the fraction of coated or dried area. Coating images with a line or grid 
pattern are considered partly coated and receive values as coated40, [...], coated100, which indicate the 
percentage of coated (in increments of ten). The label coated50 for example describes a coating image, with 
which the fraction of the coated area accounts for 50-59 %. Complete coatings are labeled as coated100. 
Furthermore, fully coated but not fully dried images are labelled likewise as dried20, dried30, [...], dried90. 
If the image showed a flawless, fully dried, and continuous coating, the label OK was assigned. 

To reduce the demand for data storage the image areas of lesser interest (uncoated edges) were cropped and 
the images were scaled down from their original format of 2448x2046 pixels to 205x128. Furthermore, the 
pixel values of the images were normalized between -1 and +1 using MinMax-normalization. 

3.3 Design of the Conditional Generative Adversarial Network 

Since the aim of this paper is to generate data points representing different coating patterns according to the 
labeling logic mentioned above, a CGAN was chosen for image generation. The generator and discriminator 
were designed as fully interconnected neural networks. The dimension of the latent vector was set to 100. 
Its values are random but constrained between 0 and 1. The first level of the generator, therefore, comprised 
100 neurons. Since the scaled coating images have a resolution of 205x128 pixels, the input level of the 
discriminator has 26,240 neurons. This also corresponds to the number of neurons in the output layer of the 
generator. The labels were numbered and embedded into the input layers of each model. As the discriminator 
returns only one value, it also has only one neuron in the output layer. The models are trained in 50,000 
epochs with a batch size of 128. The Adam algorithm [18] is chosen as the optimizer with a learning rate of 
0.0002 and a momentum of 0.5. 

3.4 Regression of coating parameters 

The first modeling approach investigated uses linear regression. The assumption was made that the relation-
ships between the dependent and independent variables are linear. This assumption represents a simplifica-
tion that can be justified on the basis of the course of the measured data. 

The second modeling approach investigated is realized by the construction of an MLP network that contained 
two hidden layers with 64 neurons each. Rectified linear unit functions (ReLU) are chosen as activations 
with the exemption of the output layer for the parameters that represent the fractions of coated and dried 
areas, as they are limited between 0 and 1. Therefore a sigmoid function was used. The chosen error function 
is the mean squared error and optimization uses the Adam algorithm with a learning rate of 0.001. 

4. Results 

In this chapter, the results from the synthesis of the coating images are discussed and the application of a 
combined model to synthesize tabular data sets is validated. 

4.1 Synthesis of the coating images 

As can be seen in Figure 5, the developed CGAN is capable of generating coating images that are very 
realistic to human perception, representing all types of defects that occur in the training data set. For some 
predefined categories, the generated images show great similarity to the corresponding real images (e.g. 
coated70). This can be attributed to little variation in the images of the affected categories of the training 
dataset. In addition, the generated images show minor distortions in the form of noise.  
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Figure 5: Coating images generated by CGAN 

The validation of the “computational” quality of synthetic images remains a focus of current research. The 
most commonly used quantitative metric for evaluating artificially generated images is the Fréchet Inception 
Distance (FID). [19] The goal of this is not to analyze the generator or discriminator, but rather to take a 
more outcome-based approach in which generated images are compared to real images and a similarity score 
between them is determined. [20] The score is calculated by using the Inception-v3 model. [21] Table 3 
shows the results for comparisons of randomly selected batches of 500 images each. 

Table 3: FID-Scores for batches of 500 images 

Compared batches  Real-1, Real-1 Real-1, Real-2 Real-1, Artificial 
FID score 0 70 220 

 

As expected, the FID score for the comparison of two identical batches is 0. The FID score of two batches 
of real images represents the reference score to aim for. The comparison of real and artificial images shows 
FID scores about three times higher value than the desired reference score. [19] 

4.2 Synthesis of tabular data set 

For the synthesis of the tabular process parameter data sets, a simple linear regression model and a more 
generalizable MLP regression model were applied and evaluated. Figure 6 shows the results of the linear 
regression (top) and MLP regression analysis (bottom) for the dependent variable wet film thickness. For 
this parameter, the linear model shows a better fit toward the measured data. The error was quantified using 
the mean squared error, which reached values of 29.23 for the MLP model and 15.09 for the linear model. 

The results for the regression of the fraction of coated area can be seen in Figure 7. Here the MLP regression 
(bottom) shows a slightly better fit toward the measured data, than the linear model (top). In this case in 
particular, it is evident that the linear regression produces counterintuitive results (i.e. fraction of coated area 
greater than 100 %). This prediction requirement is addressed by the MLP. The mean squared error for the 
MLP model was calculated at 0.10, whereas the error for the linear model is 0.13. In order to achieve the 
best possible results and generate a fully synthesized dataset, the constructed models of the CGAN and MLP 
were combined. The structure of the combined models is shown in Figure 8.  

For the approximation of the wet film thickness the linear model is used and the fractions of coated and dried 
areas are calculated by the MLP regression, since these models show the smallest errors as shown in Figure 
6 and Figure 7. The values for the fraction of coated and dried areas represent the type and severity of the 
examined error and thus are transformed into the label that serves as input for image generation. 
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Figure 6: Prediction of the wet film thickness using linear regression (top) and MLP-regression (bottom) 

 
Figure 7: Prediction of the fraction of coated area using linear regression (top) and MLP-regression (bottom) 

 
Figure 8: Structure of the combined overall model for data synthesis of electrode coating images 

Coating speed: 0.5 m/min Coating speed: 1.0 m/min Coating speed: 1.5 m/min

100

200

300

400

500

100 150 200 250
Pump speed n [rpm]

W
et

 fi
lm

 th
ic

kn
es

s [
µm

]

100

200

300

400

500

100 150 200 250
Pump speed n [rpm]

W
et

 fi
lm

 th
ic

kn
es

s [
µm

]

100

200

300

400

500

100 150 200 250
Pump speed n [rpm]

W
et

 fi
lm

 th
ic

kn
es

s [
µm

]

Slurry 1 Slurry 2 Slurry 3 Slurry 1 (model) Slurry 2 (model) Slurry 3 (model)

100

200

300

400

500

W
et

 fi
lm

 th
ic

kn
es

s [
µm

]

100

200

300

400

500

W
et

 fi
lm

 th
ic

kn
es

s [
µm

]

100

200

300

400

500

W
et

 fi
lm

 th
ic

kn
es

s [
µm

]

Coating speed: 0.5 m/min Coating speed: 1.0 m/min Coating speed: 1.5 m/min

0.2

0.6
0.8
1.0
1.2

Fr
ac

tio
n 

of
 c

oa
te

d 
ar

ea

0.2

0.6
0.8
1.0
1.2

Fr
ac

tio
n 

of
 c

oa
te

d 
ar

ea

0.2

0.6
0.8
1.0
1.2

Fr
ac

tio
n 

of
 c

oa
te

d 
ar

ea

0.4 0.4 0.4

Slurry 1 Slurry 2 Slurry 3 Slurry 1 (model) Slurry 2 (model) Slurry 3 (model)

0.2

0.4

0.6

1.0

100 150 200 250
Pump speed n [rpm]

Fr
ac

tio
n 

co
at

ed
 ar

ea

100 150 200 250
Pump speed n [rpm]

Fr
ac

tio
n 

co
at

ed
 ar

ea

100 150 200 250
Pump speed n [rpm]

Fr
ac

tio
n 

co
at

ed
 ar

ea

0.8

0.2

0.4

0.6

1.0

0.8

0.2

0.4

0.6

1.0

0.8

amountcmc

80 %

vweb

0,70 m/min

nPump

180 U/min

amountcmc

80 %
vweb

0,70
npump

180
tcoating

255
areacoated

100 %
areadried

61 %
image

ABC.jpg

modelMLP,areas

modelLIN,coat

modelCGAN
Label 

(dried60)

661



5. Conclusion 

The production of electrodes for lithium-ion cells represents a complex manufacturing process with strong 
influences on the quality of the battery cells. To save time and costs, machine learning methods can provide 
helpful support for ensuring the quality of the coating process. They are capable of analysing and evaluating 
complex correlations and abstract data spaces, for which, however, they require a great amount of training 
data. To provide this amount of input even with limited availability of real test data, an approach to synthe-
sizing artificial coating data by using a CGAN was proposed. The results show that the combination of a 
linear regression model and an MLP regression model for synthesizing structured data together with a CGAN 
for synthesizing coating images is capable of generating an artificial data set. The computational quality of 
the artificial data was evaluated using the Fréchet Inception Distance and could be sufficiently confirmed. 
However, the commonly applied evaluation metrics are still part of current research. When viewed with the 
human eye, the quality of the generated images can be considered good. Only a pixel-like noise is visible on 
many artificially generated images. In summary, this study shows that synthetic coating images and the 
associated process data can be generated using artificial intelligence. However, further research is needed to 
evaluate the viability of the artificially generated images and datasets as a stand-alone data source, rather 
than relying on real data.  
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Abstract 

In complex supply chains, digital platforms play an emerging role as an infrastructure for network-based 
collaboration of industrial companies to stay competitive. Participating in a platform business offers a range 
of new potentials, while also introducing new challenges. Awareness of these is crucial for both users and 
providers to make informed decisions. Thus, this paper provides an overview about typical challenges and 
potentials from the perspective of potential or actual digital industrial platform users to support decision 
making processes. Against that backdrop, a descriptive study is conducted in the field of industrial service 
platforms motivated from two sides. Expert workshops are held to examine the practical opportunities and 
hurdles. The findings are then compared to those identified in literature. Then, the results are organized into 
a category system that highlights the key challenges and potentials for users as well as providers of digital 
industrial platforms. 

 

Keywords 
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1. Introduction 

The increased use of information and communication technologies as well as advancing digitalization is 
affecting industrial companies and its value chains. Thus, significantly more data is gathered, making it an 
economic resource critical for success [1]. However, enhanced networking of the partners simplifies the 
exchange between them and thus facilitating interaction. Digital platforms play an important role as the 
predominant marketplace for exchanging data. [2] At the same time, the industrial service sector gains 
importance, leading to a transformation of the industry into a service society, forcing companies to secure 
their competitiveness by offering additional services to their existing products [3]. This so-called 
servitization [4] enables companies to develop unique selling propositions by offering services individually 
tailored to various customers’ demands. The expansion of the value-added spectrum further enables new 
sales and profit potentials. [5] Furthermore, the interplay of services with platform economies opens the 
scope for completely new disruptive business models [6]. Low entry barriers initially stimulated the platform 
market in the business-to-consumer (B2C) area and platforms such as Amazon or Netflix changed the 
competitive market dramatically. This trend is also increasingly observable in the business-to-business 
(B2B) area, but challenges slow down business transformation. [7] Research on the fundamental requirements 
for digital platforms has progressed significantly in recent years [8–10].  Nevertheless, it is still unclear for 
many companies, particularly small and medium-sized enterprises (SMEs), whether it is beneficial for them to 
enter the platform business, which is of great interest due to its current relevance for optimizing processes in 
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industrial service industry. While actual research focuses on specific aspects and components of digital 
platforms [11–13], there is a lack of a comprehensive view in the targeted domain. To address this gap, this 
paper aims to answer the following research question: What are companies’ challenges and potentials using 
digital platforms for industrial services? The paper addresses both users considering participating in platform 
businesses, as well as platform providers seeking to design and operate successful platforms. For this, we 
conducted a two-stage mixed inductive and deductive approach. We first analyzed practice-led knowledge 
obtained from expert workshops and compared this to theoretical insights gained through a systematic literature 
review. By combining the results from these two sources, we develop a category system that we utilize to 
present the implementations of identified challenges and potentials. Finally, the paper concludes with a 
summary of the results, an assessment of limitations and a subsequent outlook for future research.  

2. Related Background 

In order to understand the research, we explain basics about the related topics digital platforms and industrial 
services. It is worth noting that while platforms can also have a physical presence, we narrow our focus to 
digital platforms for the purposes of this investigation. Additionally, we consider industrial services as the use 
case for these digital platforms, taking into account the background and expertise of the practitioners involved. 

2.1 Digital Platforms 

Digital platforms are two-sided or even multi-sided markets that facilitate transactions between different 
costumer groups or consumers [14,15]. The most important assets of digital platforms are information and 
interactions, which boosts the interplay by far-reaching developments in Information and Communication 
Technology that made computing power cheaper and allowed the homogenization of huge amounts of data. 
Those digital platforms scale well due to the fact that no physical structure has to be owned, which make 
network effects as their key characteristic easier to exploit. [16,17] The activity of many users on a platform 
encourages new users to join the platform, which results in scale effects [18]. Those digital platforms consist 
of two main elements: the actual core with its technological infrastructure, dominated by the platform owner, 
and the periphery with complementary apps of third parties. Combined, these serve as a base for externals 
to build their products or services on. [19,6] The owners of the platform control the intellectual property and 
the dynamic interactions between various roles of participants, also called governance. Providers operate as 
intermediary to the user, whereas producers offer something on the platform and consumers take up those 
offerings. [20] After all, platforms can create value in two different ways or a combination of them. On 
transaction platforms individuals are brought together to interact with each other. Besides, innovation 
platforms offer a technological infrastructure for innovators to develop new services or products. [21] 

2.2  Industrial Services 

Due to the heterogeneity of industrial services, no common accepted definition has been found yet. 
DONABEDIAN [22] provides an integrative definition that divides services into three phases: potential 
orientation, process orientation and result orientation [23]. Other approaches focus on specific attributes, but 
there is no consensus about which these are exactly [24]. In this context, services are often characterized by 
their intangibility, heterogeneity, inseparability and perishability [25]. Other authors mention attributes like 
lack of transfer of ownership, non-storage capability and simultaneity of production and consumption. In 
general, services can be defined by two characteristics: the immateriality of services and the external 
integrity in the service creation process. [26] Addressing customer needs, the industrial sector often 
combines service-based offerings with tangible goods. Thus, TUKKER distinct between eight different types 
of product-service systems, each with a different degree of material goods and services [27]. In summary, 
industrial services have a wide range of manifestations, from basic transactional services, e.g. maintenance 
or repair, to more complex relational offerings, e.g. plant operating or full service contracts [28,29].  
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3. Research approach 

To gain a comprehensive and rigorous understanding of challenges and opportunities of digital industrial 
platforms, the authors utilize a two-stage mixed inductive and deductive approach is conducted. First, we 
analyzed practice-led knowledge from expert workshops, highlighting the topic by both users and providers. 
In order to further expand our understanding, we conducted a systematic literature review to gather additional 
theoretical insights. The results from these two stages were then combined and organized into a category 
system to provide a structured, easily understandable overview. 

3.1 Focus Group Workshops 

To get a broad range of different views of the examined topic and to start with understanding the meanings 
behind this as well as efficiently use the group dynamics arising from that method [30,31], focus group 
interviews according to MISOCH have been conducted [32]. The underlying design is presented in Table 1.  

Table 1: Research design for the focus group interviews  

Date Length 
Number of 

groups 
Number of 
participants 

Composition of 
groups 

07.05.2021 10 + 35 + 10 min 3 14 Mostly practitioners 
25.06.2021 10 + 30 + 20 min 2 10 Mostly researchers 

 

We conducted a total of five focus group interviews with 24 participants (4-6 per group) on two different 
occasions. These interviews took place in the context of a workshop during a conference on maintenance 
and service, as well as a webinar featuring different research projects in the field of digital platforms. The 
groups were divided in a manner that ensured the best possible mix of different backgrounds. For the first 
iteration, a surplus of practitioners was noted, for the second one more researchers were involved. The given 
stimulus was a 10 minutes’ presentation with basic information about industrial services and digital 
platforms. Within the 30 respectively 35 minutes the groups had to answer four different questions, whereof 
two referred to the current processes and the other two explicitly to the challenges and potentials of platforms 
(“Where are you seeing the greatest potentials of platforms?” and “Which problems arise using platforms?”). 
We conducted the workshop with an online collaboration whiteboard, where the participants formulate their 
ideas under moderation. For a better structure, we used relevant modules of a reference process for industrial 
services according to [33], which contained an exemplary process. After, the participants presented and 
summarized their results within 10 respectively 20 minutes to the other groups. To complement and cross-
validate the findings from the expert workshop, the authors conducted a systematic literature review. 

3.2 Systematic Literature Review (SLR) 

To also build upon existing knowledge from academic research and enhance that knowledge through the 
given input from the practical side, an exhaustive systematic literature review has been conducted [34,35]. 
This is based on the methodological guidelines proposed of WEBSTER & WATSON [36] and VOM BROCKE 
ET AL. [37]. To ensure a broad base of literature, the authors used a selection of well-known databases 
(Scopus, Web of Science, IEEE Xplore). Within those, we applied the searchstring ’(challenge OR barrier 
OR hurdle) AND (opportunity OR chance OR potential) AND platform AND industrial AND service’. The 
use of three operators regarding challenges and potentials helped us including publications in which 
synonyms of these appear. The terms ‘platform’, ‘industrial’ and ‘service' derive directly from the research 
question. As a result, he literature search provided a total of 595 publications identified in October 2022. In 
the first iteration we excluded 157 duplicates and non-available papers. Afterwards, the authors examined 
the papers in context of content, only including papers dealing with digital industrial platforms with reference 
to engineering. Papers dealing with physical platforms, such as those used in automotive, were excluded. 
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Similarly, papers from other domains such as healthcare where the term platform is widely used in context 
of service robots or in the IT sector where programming units are often referred to as services, were not taken 
into account. Applying this, the remaining 438 publications were reviewed based on their titles, abstracts 
and keywords. If that was not enough to define the specific topic and thus determine relevance, we scanned 
the papers, resulting in 31 relevant publications. Following, the authors conducted a forward- and backward-
search using Google Scholar, identifying additional relevant papers, resulting in 4 further publications. To 
ensure the reliability of the results, two of the authors independently carried out the process of identifying 
relevant publications. If there was any uncertainty about the relevance of a publication, a discussion followed 
until we reached a consensus. As a result, the authors identified a total of 35 publications (see Figure 1).  

 
Figure 1: Process of the structured literature review 

3.3 Categorization 

In order to structure the findings and derive a category system out of this, the authors conducted a qualitative 
content analysis in the form of an inductive categorization according to MAYRING & FENZL  [38]. 
Complementary to this, the structural framework proposed by GIOIA ET AL., a three-level classification 
consisting of so-called 1st-order terms and 2nd-order themes as well as the aggregate dimensions (which 
correspond to the term “categories” used in this paper) to make the process more understandable and resilient 
[39]. To ensure the comprehensiveness and relevance of our category system, we paid close attention to the 
completeness and selectivity of the categories, only including relevant issues [40]. In total, we collected 189 
1st-order terms out of the focus group workshops (86) and SLR (103), including 83 challenges and 106 
potentials. First, the authors derived seven categories (standardization, technology, co-creation, resources, 
governance, communication and security) from the 1st-order terms. Following, we found 26 variant 2nd-order 
attributes for the 1st-order terms and assigned these to the categories. The categorization process was carried 
out in multiple iterations by three different researchers, ensuring reliability [41]. Considering completeness 
and selectivity, this results in a structured and easily understandable overview of the challenges and potential 
benefits of digital industrial platforms. 

4. Challenges and Potentials 

To structure and summarize the results with its categorization, we propose the following Table 2.  
The 2nd-order attributes from the categorization are referred to as ‘Attributes’ and assigned to the respective 
‘Category’. The terms ‘Challenge/ Potential’ and ‘Workshop/ Literature’ show how often the respective  
1st-order terms are mentioned. If there were identical statements within the literature, we removed these – if 
two different points are addressed, we integrated both.  

Table 2: Categorized Challenges and Potentials of digital industrial platforms 

Category Attribute 
Challenge/ 
Potential 

Workshop/ 
Literature References 

Standardization 

Interfaces 
13 / 1 2 / 12 [44,43,50,42,48,52,47,49,45,

51,13,46] 
Specification clarification 3 / 8 10 / 1 [46] 

Data structure 2 / 4 5 / 1 [42] 
Maturity level 2 / 1 1 / 2 [53,45] 

Customizability 2 / 1 3 / 0 - 

Database search in Scopus, 
WebofScience, IEEE Xplore

(n=595)

Duplicates, non-
available publications

(n=438)

Review of Title, Abstract 
and Keywords

(n=31)

Forward- and backward
search on Google Scholar

(n=35)
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Technology 

Data management 4 / 9 9 / 4 [44,47,45,46] 
Additional services 2 / 9 2 / 9 [54,57,53,47,56,12,45,51,55] 

Dependency 5 / 0 3 / 2 [52,58] 
Scalability 2 / 3 1 / 4 [59,42,53,47] 

Co-Creation 
Mergers 0 / 16 0 / 16 [54,42,60,65,64,62,11,12,63,

61,13] 
Network effect 1 / 8 4 / 5 [58,11,46,66] 

Partner management 4 / 3 1 / 6 [12,51,55,61,13] 

Resources 

Know-how 11 / 0 6 / 5 [58,11,51,13,67] 
Process modifications 1 / 6 3 / 4 [68,12,61,13] 

Portfolio 0 / 6 2 / 4 [69,11,13] 
Financial 1 / 1 0 / 2 [54,13] 

Governance 

Transparency 5 / 3 7 / 1 [52] 
Roles 4 / 3 5 / 2 [70,13] 
Trust 2 / 3 3 / 2 [42,13] 

Sovereignty 2 / 1 3 / 0 - 

Communication 
Customer relations 1 / 9 3 / 7 [70,47,11,51,61,13] 

Networking 0 / 6 5 / 1 [71] 
Unified language 2 / 2 3 / 1 [60] 

Security 
Data security 8 / 0 2 / 6 [52,47,45,46] 

Counterfeit protection 2 / 3 3 / 2 [47] 
Attacks from outside 4 / 0 0 / 4 [42,47,73,72] 

 

Subsequently, the authors explain and discuss the attributes, including the challenges and potentials per 
category. This is done based on the 2nd-order attributes, referenced from both the focus group workshop as 
well as the SLR, to deduce further implications for practitioners and researchers. Since the authors mention 
all references within the table, the following statements only include an excerpt of the most relevant thus 
representative literature. If all challenges and potentials derive from the workshops (‘Customizability’ and 
‘Sovereignty’), there is no further reference to literature. 

4.1 Standardization 

Standards can help simplify many processes by providing predefined building blocks, but they can also 
restrict customizability, making it harder to react to unexpected situations or deviations from the standard. 
Finding the right balance is not trivial and many stakeholders may be included, which is why standardization 
may often not reach the needed maturity level [53]. For example, in the industrial sector, it can be challenging 
to find a common language for specification clarification at the beginning of an order [46]. Especially, 
introducing standards within companies might lead to problems with physical and digital interfaces due to 
heterogeneous system landscapes and data structures [44,42,51].  

4.2 Technology 

Digital platforms have the potential for scalability due to their digital structure, but this requires a 
corresponding architecture [53,47]. A major issue is the technical dependency that users may have on a 
platform. For example, the need to build platform-specific interfaces can make it difficult or even prevent 
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users to change systems. [58] Additionally, platforms often allow the incorporation of external parties for 
additional services. If these parties can be easily integrated into the platform, it can provide added value for 
all users. [54,57] However, to fully realize this value, functioning data management is essential above all. 
Since many companies do not even have most of their data in a digital way, this is both a challenge and a 
potential. By using platforms, they may be forced to digitize further, potentially leading to improvements in 
internal processes. [44,46] 

4.3 Co-Creation 

Co-Creation between platform users is a central aspect of digital platforms. Accordingly, digital platforms 
provide mergers by entering cooperation with other participants, expand the customer base, exchange 
knowledge, services and values, and reduce initiation costs [11–13]. It can also facilitate partner 
management  by providing a common place to find suitable partners and to communicate and exchange data 
[51,55]. These increases with the number of users, a phenomena known as the network effect, which is the 
core benefit of platforms [46]. However, it can fail to materialize if not enough active users on the platform.   

4.4 Resources 

Platforms can disrupt the internal structures of companies, presenting both potentials and challenges. For 
many companies, platforms are new and unfamiliar due to a lack of know-how and commitment among 
employees [58]. This can require significant efforts and financial investments at the beginning due to 
training, knowledge generation and internal changes, leading to uncertainties according the benefits of the 
platform [54]. At the same time, breaking up traditional structures can offer new opportunities, such as 
process modifications or the ability to expand the portfolio due to platform-based optimizations [68,11,13]. 

4.5 Governance 

Trust, sovereignty and transparency are crucial considerations for companies when connecting to a platform. 
Potential users must trust the platform, especially with regard to data sovereignty. In addition to the platform 
owner, companies must also trust other third-party providers. At the same time, companies can benefit being 
transparent in some situations, such as allowing them to present their processes openly and disclose their 
capabilities to potential customers. [42,52,13] To ensure necessary hierarchies and associated rights and 
obligations, clear roles must be defined to prevent unauthorized transactions or data manipulation [70].  

4.6 Communication 

One of the main advantages of digital platforms is their ability to facilitate the exchange and networking of 
a broad range of users. Companies can present themselves to a large number of other users and easily connect 
with target groups. [71] Doing so, platforms can help with customer relations, allowing to establish new or 
maintain existing contacts and increase customer loyalty. This can be achieved through optimal in-service 
feedback and constant exchange. [70,47,13] However, to bring the diverse target groups and their ways of 
thinking together and support their common understanding, a unified language is necessary [60]. 

4.7 Security 

Data and the related know-how are valuable resource for companies. Therefore, data security of platforms 
is of particular importance, especially in the B2B sector [52,47,45]. Companies fear the loss their data 
sovereignty, which can increase their vulnerability to attacks from outside [42,73]. Counterfeit protection is 
also important, as companies may worry about losing their data integrity. However, a platform as an 
intermediary for data exchange can use appropriate technologies to meet these requirements and enable a 
secure and regulated exchange. [47] 
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5. Conclusion, Limitations and Outlook 

By examining the topic from both practical and literature-based perspectives, this study provides a broad 
overview of emerging challenges and potentials for companies using digital platforms for industrial services. 
The findings serve as a foundation for further research and help practitioners make informed decisions and 
assess their own situation. We reveal that there are categories in which challenges arise above all, such as 
security, and there are also categories that offer more potentials, such as co-creation. Overall, the number of 
identified challenges (83) and potentials (106) are nearly balanced, indicating a degree of skepticism but also 
recognition of the significant potential of digital platforms. To fully realize this potential, however, there are 
still several steps to be taken, including standardization for a better communication and the use of appropriate 
technologies to reduce interface problems. Education and training for users and providers of platforms on 
the use of digital technologies are also important factors. 
This paper also has underlying limitations. The evaluation shows that there was bias in the workshops, with 
certain topics receiving more attention than others through discussions during the implementation. 
Additionally, participating in the workshops was voluntary, which attracted people with a general positive 
and open attitude towards digital platforms. Furthermore, a large part of the literature deals with the operator 
side, which created a certain gap between the mentions from the focus group workshops and the literature, 
but at the same time broadened the scope of consideration. During the selection of literature during the SLR, 
we noticed that both terms ‘service’ and ‘platforms’ were broadly used and not clearly characterized, posing 
a challenge in the context of our research topic as well as in terms of clearly differentiating different research 
streams. 

As previously noted, the user side of platforms has not been extensively studied in the research field. 
However, this study has specifically identified significant challenges faced by companies in participating in 
the platform business, while they generally have a positive attitude. Further research should aim to address 
this gap and provide support to companies during the implementation process. This could be achieved 
through practical access to identify the most important factors for companies and developing a structured 
process model with clear recommendations for both users and providers to address the challenges and take 
advantage of the opportunities presented by the platform business. 
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Abstract 

At ever shorter intervals, manufacturing and processing companies of all industries are confronted with 
external or internal disruptions and crises that need to be managed. Consequently, a corporate focus on 
robust supply chains and processes is essential. At the same time, crises and their impact on supply 
chains cannot be predicted. To be able to act anticipatively, it is necessary to link product and production 
system design to take suitable measures to safeguard production at an early stage. In this context, a 
monetary conflict of objectives arises concerning when a company should position itself robustly and 
when it is sufficient to react flexibly to disruptions. The production planning and control (PPC) task 
inventory management is an essential lever for realizing robust order fulfilment processes. Inventory 
management aims to ensure that production and assembly within the company are supplied in the right 
quantities and without lateness. In particular, companies that operate according to the engineer-to-order 
strategy (ETO) face specific challenges in dimensioning stocks for materials or components - for 
example, due to the low level of standardization or lack of supplier diversity. This paper presents an 
approach for anticipatory inventory management using product portfolio characteristics. A new 
modeling approach for dimensioning safety stocks under the increasing influence of crises is also 
developed and integrated into the process.  

Keywords 

Production planning and control (PPC), Inventory Management, Safety stock, Robustness, ETO 

1. Introduction 

Increasing dynamics and volatility in the global business environment lead to rising uncertainties for 
companies in every sector. As a result, future market developments and resulting supply chain 
disruptions are more challenging to anticipate and cannot be predicted with sufficiently accurate 
probability. [1,2] Companies must therefore create robust processes which, despite these developments, 
enable on-time deliveries to customers and, in turn, sustainable competitiveness. In recent years, the 
planning and design of supply chains have been primarily characterized by cost optimization and 
profitability [3]. Current crises (e.g., the COVID-19 pandemic, the Suez Canal blockage, and uncertainty 
in the financial markets) illustrate how unpredictable the business environment is becoming and how 
susceptible the widely interlinked supply chains react to such disruptions. Additionally, companies are 
being affected by crises/disruptions and associated material shortages with increasing frequency and 
intensity [4]. This poses particular challenges for ETO-manufacturer (e.g., Aircraft or shipbuilders). The 
high level of customer influence throughout the production process leads to additional uncertainties [5] 
and requires close cooperation with suppliers. In some cases, joint development and design work is 
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carried out with suppliers, which must have appropriate certifications (e.g. regarding safety and quality). 
In crises, therefore, manufacturers cannot necessarily switch suppliers to counteract supply bottlenecks. 
At the same time, stocking certain materials or components for complex products is associated with high 
costs. These constraints require a closer link between the early development phase and production 
system design, including procurement and production planning and control (PPC). An important task 
within the PPC is inventory management. The main challenge is dimensioning the safety stock 
depending on the service level to be realized. Safety stocks are considered suitable for avoiding supply 
bottlenecks [6]. Since crises/supply chain disruptions cannot be predicted, it is hardly possible for 
companies to realize necessary inventory increases in time. This paper defines anticipatory inventory 
management as a link between product and production system design. It enables companies to identify 
materials/components in early planning phases that require higher risk hedging, e.g., through higher 
stock levels, due to their high importance regarding complexity, price, or multiple uses. Previous 
approaches hardly examine how the product structure or standardization characteristics influence the 
decision regarding safety stock dimensioning [4] and how companies can assess potential delivery 
quantity deviations logistically and economically during crises [7].  

This paper develops an approach to mathematically model delivery quantity deviation as a safety stock 
component. This model is integrated into an analysis procedure that supports companies in selecting 
materials for which robust inventory dimensioning is appropriate. Section 2 presents the state of the art 
for safety stock dimensioning. In Section 3, the research methodology used is described. Section 4 
describes the mathematical model for dealing with delivery quantity deviations and the analysis 
procedure for anticipating inventory management before Section 5 provides a summary and outlook for 
future research activities.  

2. State of the art 

2.1 Fundamentals of stock dimensioning to deal with uncertainties 

Various properties of production systems for dealing with uncertainties exist. The property of robustness 
aims to avoid disturbances from the outset. In the case of unexpected disruptions, robustness will 
minimize the influences in such a way that the functionality of the production system is 
maintained.°[8,9]. In contrast to the reactive resilience strategy, robust stock sizing is a proactive 
strategy since the system is designed anticipatively - i.e., before a disturbance - so that corresponding 
properties take effect when the disruption occurs [10]. For example, multiple-sourcing strategies are 
generally more robust than single-sourcing strategies. In the case of a supplier breakdown, the entire 
supply chain is not jeopardized since if the other suppliers for this material remain able to deliver, 
production can continue at least for a certain time without any significant loss of performance°[11].  

Robust production systems are insensitive to external and internal influences and thus continue to 
perform in the event of unexpected disruptions [8,12]. One important supply chain element for absorbing 
these influences are warehouses, which enable decoupling in terms of time and quantity and supply 
subsequent processes with materials, semi-finished products, or tools. Inventory dimensioning focuses 
on the trade-off between low inventory costs (e.g., resulting from capital commitment and floor space 
costs) and a high level of service. The service level indicates the share of demand the available stock 
can serve in terms of quantity and time [13,14]. The basis for the approaches of stock dimensioning 
described below is the general REFA inventory model, which represents the stock development of an 
article or material over time. The safety stock is used to achieve a high level of service despite deviations 
from the plan concerning dates, quantities, and requirements [7]. The dimensioning of the safety stock 
is based on three essential components, shown in Figure°1°[15]. 
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Figure 1: Three components for dimensioning the safety stock due to plan deviations 

The first component takes into account schedule deviations in stock inbounds. Here, the stock is 
increased to such an extent that the demand can still be met for the duration of the maximum positive 
input lateness (!"#!"#$ ). The second component focuses on the quantity deviation from the planned 
input to the warehouse. The safety stock required for this ($%!"#% ) results from the maximum negative 
quantity deviation to be assumed. The third component of the safety stock represents demand rate 
deviations that occur within the replenishment time. For this purpose, the difference in the maximum 
demand rate deviation %&!"#$ and the mean demand rate (%&!) is formed. Given that the individual 
components can add up and compensate, which is the case if stochastic independence is assumed, the 
minimum safety stock is calculated according to formula 1 [7]. BECKER evolves this formula by taking 
into account seasonal fluctuations in demand or offtake rates [16] so that a time-dynamic calculation of 
the safety stock is possible. 

!!!"# 				= $(&'($%&' 	· *+$)( + (.*$%&) )( + ((	*+$%& −*+$) · 0+1)(     (1) 

''!&',&  = )*∑ %,)&$*+,$*+,!"#+
)-&$.$*+, -

/
+ /.*-./− 0/ + /,%!"#$ ∑ %,)&$*+,

)-& 0/ (2) 

with ''!&',&   Minimum safety stock at the time i / QTY 

 &'($%&' 			 Maximum positive lateness to be assumed / SCD 

 .*$%&)   Maximum negative delivery quantity deviation to be assumed / QTY 

 ,%!"#$     Maximum positive forecast deviation to be assumed / %. 

 %,)          Demand forecast for the time t / QTY 

 1&2 Total Replenishment time / SCD 

2.2 Approaches to take into account product structure properties in safety stock dimensioning 

The literature review by GONÇALVES ET AL. shows that only a few relatively old papers deal with how 
product structures and standardization affect the dimensioning of stock [4]. COLLIER develops a formula 
for safety stock calculation that considers an analytical metric based on the bill of materials (BOM) to 
measure the degree of commonality in a product family. This formula was validated using simulation. 
The results indicate that increasing the degree of component commonality leads to lower safety stocks 
while maintaining the same service level [17]. GRUBBSTRÖM'S approach aims to determine a safety 
stock in the case of demand uncertainty for planned production flows in single-stage product structure 
systems. The annuity flow is used as the evaluation criterion instead of the usual average cost 
approach°[18]. CARLSON AND YANO calculate a heuristic upper bound for safety stock dimensioning 
for each component of a product structure with periodic and replanned production schedules under 
stochastic demands. Using simulation, the authors demonstrate the approach's potential by 
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comparatively evaluating different stock levels using the inventory cost criterion. In another paper, the 
authors investigate how the frequency of replanning affects safety stock decisions for a single product 
and its product structure.°[19,20] In developing their solution, PERSONA ET AL. consider the benefits of 
modular product design and Super-BOMs, which were created by combining multiple BOMs of similar 
products. In the paper, cost-based analytical models are developed, evaluated, and applied to quantify 
the optimal safety stock for modular subassemblies and components. In doing so, the authors focus on 
the requirements of a make-to-order and assemble-to-order strategy [21]. The approach developed by 
HERNÁNDEZ°ET.°AL. also deals with calculating and reducing safety stocks for modular product 
structures in the context of make-to-order strategies. In addition to safety stock reduction by 
commonality in modules and components, a substitution factor revised from group technology theory is 
also considered. Using fictitious examples, different scenarios for inventory dimensioning are tested 
(e.g. with and without high commodity), and it is shown that safety stocks could be reduced by applying 
the developed model [22]. The literature analysis shows that only a few approaches deal with the 
interface of product and production system design. None of the methods considers the three components 
of the safety stock (cf. section 2.1) and focuses on modeling quantity deviations due to increasing 
disruptions. 

3. Research Methodology 

The variety of interdependencies and the technical and organizational influencing factors that must be 
considered while integrating predictive inventory management into ETO production require a model-
based approach to structure and solve the problem. A deductive-experimental research approach was 
chosen to develop a generally applicable model for inventory dimensioning. In doing so, argumentative-
deductive analysis achieves inferences from issues or facts through reasoned argumentation. The 
research is construction-oriented and qualitative. The hypotheses created about specific real-world 
points using deduction will then be examined by observations and experimentations to confirm or 
disprove them. (cf. [7]). If the limits of analytical methods have been reached, if complex cause-effect 
relationships are involved, or if experiments on the real object of investigation are challenging to 
perform, experiments can be carried out with the help of simulations. The results presented in this paper 
are based on the deductive modeling approach. An experimental investigation of the interrelationships 
is focused on in following papers. 

4.  Anticipatory inventory management for ETO processes 

4.1 Modeling assumptions 

Section 2 shows the components of the safety stock for static and dynamic cases. The impact of delivery 
date variances is related to inventory inputs, and the effect of demand rate or forecast variances is 
connected to inventory outputs. Quantity deviations as an additional safety stock component should only 
be considered if the replenishment time is higher than the period between two planned deliveries.°[7] 
The modeling approach presented in this paper is based on the assumption that if a crisis occurs, the 
availability of certain materials is abruptly reduced while demand remains constant. If the availability 
of materials decreases, suppliers may no longer be able to deliver the contracted quantity of materials 
within a specified replenishment time. As a result, at certain measurement times after the crisis has 
occurred, there are deviations in the delivery quantities of materials that are affected by the 
corresponding bottleneck situation and, therefore, cannot easily be compensated by subsequent 
deliveries, e.g. from other suppliers. In that case, companies whose safety stocks were already 
replenished in adequate quantities before the first signs of demand availability problems will realize a 
higher service level for a more extended period in the event of supply shortfalls. For anticipatory 
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dimensioning of safety stocks, business parameters such as increased storage costs or loss of revenues 
due to opportunity costs must be considered when determining the added value of an early increase in 
safety stock.  

4.2 A mathematical model for robust dimensioning of safety stock as a result of crises 

To make crisis-related inventory adjustments, it is generally not necessary to anticipate the exact time a 
crisis will occur. Instead, it should be determined how many and which deliveries (cf. section 4.2) could 
be affected by the availability problems. Therefore, it is essential to make accurate predictions about the 
length of the crisis and the number of deliveries that occur during the crisis. Furthermore, similar to the 
demand forecast from BECKER'S approach (see section 2.2), it must be predicted how significant the 
quantity deviations of the deliveries will be during the crisis. If this can be estimated separately for each 
delivery, a more accurate calculation of the costs arising from the safety stock increase can be made. 
However, the method is only effective if the average deviation values in delivery quantity are calculated. 
If the crisis impacts many deliveries, an average value simplifies the calculations significantly.  

The number of affected deliveries is calculated from the estimated duration of the crisis and the time 
between two deliveries or the original replenishment time. All deliveries between the last complete 
delivery before the occurrence of the crisis and the first full delivery after the occurrence of the crisis 
are considered affected deliveries: 

#0 = 7 %01&28 (3) 

With #0            Number of deliveries affected by crisis c  
 %0         Expected duration of the crisis c / SCD (supply calendar days) 
 TRP Replenishment time / SCD 

The minimum theoretical safety stock level is the cumulative shortfall forecast over the crisis duration. 
These can be determined both via the averaged forecast quantity deviations of individual deliveries and 
via the forecast availability level: 

''12,0 =9 :12!,3 	
'"

3-.
	= %0 ∙ %&! ∙ (1 − :",0)	 (4) 

With ''12,0 Component of safety stock due to quantity deviations resulting from crisis k / QTY 
 %&! Mean demand rate / QTY per SCD 

 :12!,3     Predicted negative quantity deviation from delivery l / QTY 

 #0 Number of deliveries affected by crisis c 

 %0          Expected duration of the crisis c / SCD 

 :",0        Mean availability forecast of the affected item for crisis c / %. 

The safety stock component calculated in this way represents the quantity of a material/article by which 
the safety stock must be increased before the crisis occurs to survive the crisis without reducing the 
service level. The safety stock component calculated in equation (3) considers the shock's intensity and 
duration of the availability crisis. In principle, it can be assumed that no two crises are alike. 
Furthermore, a crisis does not necessarily have identical effects on companies. For example, particularly 
cooperative relationships with a supplier can mean that a company can better overcome a crisis than 
other competitors. The impact of crises on the procurement situation of a company must be understood 
as a multi-factorial result, which must be analyzed separately for each crisis. Therefore, the theoretically 
necessary safety stock component ''12,0 (see formula 3) is extended by four additional factors. The 
adjusted safety stock component is calculated with consideration of all factors as follows: 
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''A12,0 = ''12,0 ∙ ,4 ∙
,+
,5
∙ ,6 (5) 

With ''A12,0 Adjusted component of safety stock due to quantity deviations resulting from 
crisis k / QTY 

 ''12,0   Unadjusted component of safety stock due to quantity deviations resulting from 
crisis k / QTY 

 ,4             Factor for the probability of occurrence 

 ,+              Factor for the relative order quantity 

 ,5          Factor for the importance of the order/customer 

 ,6          Factor for alternative procurement options and the procurement strategy 

The factor probability of occurrence of the crisis indicates the extent to which the forecast delivery 
quantity deviations are actually to be expected. The second factor is the size of the order quantity. The 
larger the order quantity, the greater the probability that delivery will not be complete in the event of 
availability problems. In this context, the customer's economic or strategic importance or the 
supplier's order must be considered as a factor, too: As a rule, customers who regularly purchase large 
quantities are of greater importance than customers whose order quantity is significantly smaller. The 
supplier, therefore, endeavours to serve large orders as fully as possible to ensure the satisfaction of 
essential customers. Given the factor described above, customers whose vast order quantities should 
receive as complete deliveries as possible. However, this isn't easy to achieve precisely because of the 
large quantities involved. In times of availability problems, other customers may no longer be able to 
be supplied. In contrast, smaller purchase orders from customers of lesser economic importance can be 
served more readily. It can therefore be assumed that these effects offset each other to a certain extent 
(see formula 4).  

In addition to the factors already mentioned, it must be examined which procurement strategy is being 
pursued and to what time alternative procurement options can be activated for the article concerned. In 
the most unfavourable scenario for the company ,4, ,6 and the ratio 7#7$  assumes the value 1. In this 

case, the necessary adjusted safety stock ratio ''A12,0 corresponds precisely to the forecast shortfall 
''12,0. accumulated throughout the entire crisis. The necessary safety stock component is reduced if at 
least one factor is smaller than 1. As a result, the theoretically required safety stock percentage calculated 
based on intensity and duration cannot increase any further, taking equation (4) into account. In order 
to determine these factors for the respective (crisis) situation, an evaluation table can be used as a 
decision-making aid based on the factor evaluation within the framework of a Failure Mode and Effects 
Analysis (FMEA).  

To integrate the determined safety stock component ''A12,0 into equation (2), it must first be noted that 
the forecast and delivery date deviations components refer to the following replenishment time. ''A12,0, 
on the other hand, refers to a crisis that occurs within the following replenishment time. However, the 
determined inventory share refers to the duration of this crisis, which can cover several replenishment 
times. If ''A12,0 should be used for .*$%&)  in equation (2), this would result in the compensation effects 
of geometric addition only acting on the additional quantity deviation-related safety stock level required 
in the first replenishment time, so an excessively high safety stock level would be calculated. Therefore, 
it is necessary to consider the compensation effects for the entire crisis period. If it were possible to 
replenish the safety stock during the crisis, the safety stock required at the beginning of each 
replenishment period would be calculated according to equation (5). This requires demand forecasts for 
the entire crisis period. These are then assumed to remain constant during the crisis period.  
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''!&',& = .
'"
)(#0 ∙ ∑ %,)&$*+,$*+,!"#+

)-&$.$*+, 	)/ + (''A12,0)/ + (#0 ∙ ,%!"#$ ∑ %,)&$*+,
)-& 	)/ (6) 

With ''!&',&   Minimum safety stock at the time i / QTY 

 &'($%&'    Maximum positive lateness to be assumed / SCD 

 ''A12,0 Adjusted component of safety stock due to quantity deviations  

resulting from crisis c / QTY 

 %,)     Demand forecast for the time t / QTY 

 ,%!"#$  Maximum positive forecast deviation to be assumed / %. 

 1&2   Total Replenishment time / SCD 

 #0          Number of deliveries affected by crisis c 

4.3 Procedure for anticipatory inventory management 

In designing, planning, and controlling production systems, ETO manufacturing focuses mainly on the 
product. Decisions in the context of product development are primarily made for design- or customer-
oriented reasons. The challenges this creates in the individual production stages, assembly, or 
procurement and provision are only considered to a limited extent. The realization of a high logistic 
performance (e.g. a high service level in the warehouse) is thus made more difficult. The three-stage 
procedure developed here (see figure 2) starts at this point and focuses on the interface between driver 
variables of the product structure and inventory dimensioning.  

 
Figure 2. Approach for anticipatory inventory management 

In the first step, the product portfolio is analyzed about the driver parameter of the degree of multiple 
uses of the material numbers[23].  

BC&!,8 	= .
'%&'(

∙ 	
∑ :;)
*+,-,/
)01
'+,-./

  
(7) 

With BC&!,8 Mean degree of multiple uses of the material numbers of product p / - 
 #,<=> Number of all products in portfolio / - 
 p Product p / - 
 #:").8 Number of all material numbers of product p (j = 1, ... J) / - 
 BC@            Number of products in which material number j is used / - 

 

1
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As stated by KÄMPFER & NYHUIS [23], the frequency of usage can be utilized to calculate the proportion 
of the portfolio in which the material numbers of a product are used on average. If the information on 
the multiple usage levels within the (future) portfolio is linked with corresponding key figures on the 
sales forecasts per product p, a description matrix can be created (cf. Figure 2; left block). This makes 
it possible to identify materials in the early development phases for which robust safety stock 
dimensioning appears worthwhile from an economic and logistical point of view. This form of product 
representation allows materials to be identified for which robust inventory dimensioning offers a 
powerful lever for safeguarding production against potential disruptions. The second step of the 
procedure involves the application of the modeled formula presented in the previous chapter (see 
formula 5 in section 4.1.) for the robust dimensioning of safety stock, which takes into account delivery 
quantity deviations depending on crises at the time i. The first step is selecting materials for which robust 
stock dimensioning is a significant lever for safeguarding production against potential disruptions. After 
selecting materials suitable for robust stock dimensioning, this approach phase assists with the question 
of "how robust should the company set itself up to be". After dimensioning has been carried out for one 
material or component, the profitability (R) of the safety stock increase due to quantity deviations should 
be finally evaluated. For this purpose, the following calculation logic is integrated into the third step of 
the procedure: 

2 = ' − ∆F3 − ∆FA#8 	=  (20 − 2B) ∙ ''A12,0 −	,6∙∆EE7
8∙(G$#$H9:)

2+7∙JKLLL
 (8) 

With 2 Profitability of the safety stock increase / € 
 ' Savings of the safety stock increase / € 
 ∆F5            Additional inventory costs / € 
 ∆FA#8            Additional costs due to interest expenses / € (opportunity costs) 
 20             Price level during the crisis / € per QTY 
 2B             Price level before the crisis / € per QTY 
 ''A12,0      Adjusted component of safety stock due to quantity deviations  

resulting from crisis c / QTY 
 ∆''!       Mean additional safety stock throughout the crisis / QTY 
 %&!        Mean demand rate / ME per SCD 
 G5+            Opportunity interest rate p.a. / % 
 HMN            Warehousing costs p.a. / % 

It is assumed that although it is possible to purchase a required quantity at a higher price during the 
crisis, this should be avoided by adjusting the safety stock beforehand. It is also assumed that the 
relationship between the price level during and before the crisis is equivalent to the balance of the 
material availability level before the crisis (around 100%) and during the crisis. The price difference 
multiplied by the amount of additional safety stock ''A12,0 represents the savings S that the anticipatory 
stock increase can achieve. Additional inventory costs and opportunity costs reduce this saving. The 
additional inventory cost is obtained by multiplying the value per item, the average additional safety 
stock, the storage period, and the storage cost rate per day. Other costs that must be considered are 
interest expenses arising from the additional capital. 

5. Conclusion 

In this paper, a procedure for anticipatory inventory management was developed to link product and 
production system properties. The modeling approach integrated into the process can be used to quantify 
how robustly a company should position itself concerning relevant materials/components, depending on 
the predicted duration and intensity of a crisis. Future research could address determining factors to 
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adjust the safety stock level due to quantity deviation. As indicated in section 3, testing and validating 
the modeling approach presented here is necessary using, e.g. simulation experiments to meet the 
requirements of the deductive-experimental research approach. The extent to which a rating scale for 
the factors and their mathematical modeling is meaningful must be answered in future research based 
on simulation studies. The mathematical model assumes that reordering in increasingly volatile 
environments cannot cover the quantity deviations. The developed model-theoretical representation of 
several successive supply quantity deviations during a crisis can be a starting point for further research. 
For example, future approaches should address the adjustment of safety stock levels in simultaneous 
uncertain replenishment times and demand rates. Here, it is essential to investigate how the 
compensation effects behave. Converting the model presented here into a model-based systems 
engineering approach would enable a systematic representation and interdisciplinary use of the 
information in product development and production system design. Stock dimensioning is one possible 
measure to realize robust production systems. Different properties, such as resilience, are also available 
for designing and planning production systems. Depending on the evaluation of the given uncertainty, 
it needs further research activities to identify the right combination of measures. 
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Abstract 

In recent years, Machine Learning (ML) applications for manufacturing have reached a high degree of 
maturity and can be considered a suitable tool for improving production performance. In addition, ML 
applications can be used in many other production areas to enhance sustainability within the manufacturing 
process. One area is storing and transporting bulk materials in metal Intermediate Bulk Containers (IBC). 
These IBCs are currently used solely for their primary purpose of storage and transportation of raw and 
finished goods. Hence, while in use, IBCs are often a black box, not providing additional value to 
manufacturers. Equipping IBCs with sensor technology can provide such value: new data can be generated 
along the entire supply chain and production processes, taking the sustainability of production to a new level. 
Within the research project smart.CONSERVE, we use this additional data, for example, to monitor the 
stored food's critical characteristics or to establish predictive maintenance for IBCs. Thus, storing produced 
goods in defective IBCs can be avoided, and wasting resources can be prevented. This publication describes 
how smart IBCs in the food industry can increase supply chain visibility and reduce food waste. To illustrate 
this, we present possible data-related use cases enabled by smart IBCs, provide insights into how these use 
cases can be transferred to other industries, and exemplify the many opportunities for manufacturers to 
develop new smart services and ML applications based on the collected data – and how this can support 
manufacturers in achieving higher levels of sustainability. 

Keywords 

Artificial Intelligence; Supply Chain; Sustainability; Smart Solutions; Smart Services; Machine Learning 
Applications 

1. Introduction 

In 2008, the global financial and economic crisis strongly impacted industries and supply chain. Despite the 
economy’s recovery in the following years, manufacturing companies in the European Union are still under 
high competitive pressure [1]. In addition, new products are being launched onto the market with increasing 
frequency and product life cycles are becoming shorter. This further increases the market pressure on 
companies [2]. To remain competitive, they have to reduce their production costs [3]. Due to the crises in 
the food industry over the past decade, such as bovine spongiform encephalopathy, dioxin contamination, 
rotten meat, classical swine fever, and avian influenza, customers have become increasingly concerned with 
the quality, origin, and preservation of food [4,5]. Therefore, companies need to regain customers trust. 
Through a data-transparent supply chain, clients can accurately be informed about product-related 
information when purchasing food [6]. To gain customers’ trust, food enterprises need to increase 
transparency along the supply chain, as trust is a crucial factor in the food industry [7].  
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Nowadays, manufacturing industries face different challenges in the competitive environment – for example, 
the problems of scheduling and order release – i.e. caused by complex production processes –, inaccurate 
demand forecasting, and inefficient production. The economic activity of a manufacturing enterprise is to 
process, refine, and produce raw materials and semi-finished goods [8]. Since food-producing companies 
fulfill the mentioned factors, they can be considered to belong to the manufacturing industry [9]. We address 
these challenges in the BMLE-funded joint project "smart.CONSERVE - Smart Container Services for Food 
Industries". Afterwards the developed smart Intermediate Bulk Containers (IBCs) can be retransferred to 
other manufacturing branches – as a solution for more data-transparency and enabler for Machine Learning 
(ML) approaches to increase economic and ecological sustainability within the supply chain.  

In recent years, ML applications have become a powerful tool for optimizing performance in various 
production areas [10]. For example, assisted by ML, decisions or suggestions can be made automatically. 
Moreover, ML can be used to optimize the scheduling and order release to provide load- and demand-
oriented scheduling proposals for production [11]. Furthermore, ML algorithms have been developed for 
numerous use cases to improve demand forecasting. An example of the relevance of a versatile data basis is 
the research of [12], proved that the integration of weather forecast data can optimize the demand forecasting 
for beer. As numerous decisions within the supply chain depend on demand forecasting, more accurate 
demand forecasts with ML, based on a solid database, can not only decrease the logistic costs but also 
strengthen customer satisfaction [2,13,14]. Additionally, a suitable forecasting algorithm is an essential 
element for effective logistic management to maximize the utilization of trucks [1].  

In summary, a high level of data availability is the basis for raising the sustainability of many processes 
connected to the supply chain, by providing smart services that give useful supply chain information based 
on product- and container-data. In the research project smart.CONSERVE, sensor technology to create data 
related to stainless steel food IBCs has already been developed but has not been applied in industrial practice, 
yet. Therefore, this paper aims to answer the following research questions: 

- How can existing container fleets be retrofitted with the developed smart technology to provide a 
sufficient data basis for smart services and advanced ML applications, using various data sources, 
to increase sustainability in the (food) supply chain? 

- How can retrofit scenarios for existing fleets of IBCs be designed without restricting the producer's 
ability to deliver reliably? 

- What are possible ideas for smart services and ML applications to increase sustainability in the food 
industry by using data collected by smart IBCs? 

The remaining parts of this article are structured as follows: section 2 briefly introduces the current use of 
IBCs for storing and transporting goods, the effects of increasing sustainability requirements, the lack of 
data, and the challenges for a smart solution in food industries. Section 3 gives an overview of ideas for 
smart services and ML applications to increase sustainability and reduce food wastage. Section 4 summarizes 
the technical solution developed in the research project smart.CONSERVE and describes scenarios and 
challenges for its implementation in existing container fleets. Section 5 offers a conclusion.  

2. Initial Situation 

The following chapter provides an overview of the initial situation regarding using IBCs within the supply 
chain and existing ML approaches to increase sustainability within the supply chain in food industries. 

2.1 Machine Learning 

As in other industries, ML approaches have been developed for the food industry to increase sustainability 
and competitiveness in various areas of the supply-chain. For example, ML is used to predict the harvest of 
the coming years [15]. This enables wholesalers to prepare for poor harvests early to gain an advantage over 
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competitors. One approach for reducing food waste is to monitor the evolution of fruit quality in the supply 
chain after the fruit is harvested. Researchers have developed a method in which a digital twin of the fruit is 
created at the time of harvest and thermal imaging technologies with ML algorithms are used to monitor the 
quality of the fruit during storage using the digital twin [16]. In the food industry, ML algorithms are utilized 
in production planning to minimize overproduction, which often occurs due to process uncertainties that lead 
to larger production quantities being planned than actual customer demand. To improve production planning, 
which was previously based on the experience of operators, GARRE et al. developed algorithms that support 
production planning to minimize the delta and thus reduce the wastage of raw materials [17]. 

2.2 IBCs in Food Industries 

In the industry, reusable IBCs play an essential role. They are suitable for many sectors to transport and store 
goods, such as beverages, foodstuff, chemicals, or hazardous goods [18]. To meet the diverse requirements, 
various types of IBCs exist, such as composite, plastic, foldable, heated, and metal IBCs. Because of hygiene, 
flavor stability, and other food-safety-related reasons, the most common IBC within the food industry is the 
stainless-steel IBC. For beverages and foodstuff, it is designed to meet the standards of hygiene and flavor 
stability, to protect the stored goods from being affected by other external factors (i.e. UV radiation) and 
guarantees the quality of beverages and foodstuffs during transport and storage. Depending on the goods, 
the IBC can be equipped with additional systems, such as heating or cooling systems [19]. 

Today, these IBCs are only used to transport and store product materials. There is no collection of product- 
and container-specific data via sensors in the spirit of a smart IBC. This is due to the strict micro-bacterial 
safety requirements of the food industry: To avoid product contamination, IBCs have to be completely 
sealed; hence, no sensor data can be transmitted from the inside via cables. On the other hand, the steel IBC 
shields the mobile signals to such an extent that direct transmission via mobile network is challenging. As a 
result, manufacturers have no real-time information about their IBCs and products after leaving the 
company's warehouse. Consequently, various issues along the supply chain have to be addressed manually 
by the involved partners, e.g., by phone or email. Following are some examples of these issues identified 
during guided qualitative interviews with several experts [20]: 

- Where are the IBCs and which ones are ready for collection? 
- What are the current stock levels of the customers? 
- Does the container allow all product-specific storage conditions to be continuously met? 

However, with increasing automation in production and logistics planning as well as end consumer demands 
for a transparent supply chain, the collection of product- and container-specific data are of great importance. 
The end consumer's need for transparency is underlined by the smart container eZaar, developed for at-home 
food storage, food stock monitoring, and food wastage prevention [21]. Another call for transparency lies in 
the fact that IBCs are reused several times. Therefore, IBC owners strive to achieve the highest possible 
utilization of containers to minimize fleet size and, thus, their capital commitment. However, IBCs are often 
not immediately reported to the supplier as empty and remain unused in warehouses instead of being reused. 

Different from other industries, an essential factor in the food industry is the best-before-date of products, 
which may not be exceeded and, thus, influences production and warehouse planning [22]. Because of the 
perishable nature of food, the long lead times for food production, the seasonal variations in production and 
consumption, and the variability in product quality and yield, the food supply chain has an increased level 
of complexity [23]. To provide consumers with high-quality fresh products, the planning process for the 
availability of production capacity and material requirements, the production process, and the distribution 
planning process must be integrated to ensure on-time product availability [24]. 

Besides, the strive for ecological and economic sustainability in production is a priority for more and more 
enterprises [25]. This is motivated by both investor and customer expectations, as well as national and 
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international legislation: In 2015, the Paris Agreement was completed, a treaty under international law with 
the goal of global climate protection. The adhering countries regularly derive new Nationally Determined 
Contributions (NDCs) to concretize these goals. [26] As a tool for their implementation, e.g., Germany has 
been using CO2 pricing since 2021: This involves pricing CO2 emissions induced to the use of fossil fuels 
via a national emissions trading system, currently at 25 euros per ton emitted. Until 2026, the fixed price 
will gradually rise to 65 euros per ton. After that, the volume of the allowances issued will be limited in line 
with climate targets, and an auction process will be introduced. [27] This primarily affects industry, which, 
in Germany, emits 3.5 times more CO2 than private households [28]. Consequently, the German industry 
has great potential to reduce CO2 emissions, but it also faces significant challenges in securing its 
profitability. The literature describes various starting points for initiating such transformations in production 
[29]. The highly price-sensitive food industry can address both issues using smart metal IBCs: container 
fleet sizes and food waste can be reduced. At the same time, transport routes and production processes can 
be optimized – thus, both economic and ecological benefits for manufacturers and customers can be realized. 

To solve these problems, the enterprise Packwise developed a “smart cap” that can be mounted onto plastic 
IBCs. Through this smart cap, information about the location, fill level, and temperature will be collected, 
transferred via mobile network, and provided to users via a cloud application. This information can help to 
track the IBCs, reorder products, and guarantee the quality of the goods. For example, monitoring is required 
when transporting liquids sensitive to temperature- and pressure- fluctuations and vibrations.  

In the research project smart.CONSERVE, this tracking solution for plastic IBCs has been applied to metal 
IBCs. Several challenges had to be addressed to allow this: Micro-bacterial safety is affected by sensors 
mounted on the inside of food IBCs; however, outside-mounted sensors can neither measure inside 
temperature and pressure nor can the steel surface be penetrated by radar to measure the fill level. Besides, 
mounting the smart cap on the inner side of the lid weakens the mobile signal and, thus, hinders the transfer 
of the data to the cloud application. The research consortium already elaborated a tracking system solution 
for metal IBCs to measure the mentioned product-related data [30]. To benefit from these results in industrial 
practice, metal IBCs have to be equipped with the necessary sensor technology – either involving the 
container manufacturers during production or by converting existing IBCs. Therefore, the paper outlines 
approaches and challenges for implementing this sensor technology in industrial practice. 

3. Enabling Sustainability with Smart Containers 

Smart IBCs can enhance resource usage and sustainability in the food industry, and provide manufacturing 
companies with the ability to remain competitive during shortages of raw materials and rising energy costs 
in Europe. As part of the research project, we conducted interviews with various supply chain stakeholders 
in order to identify innovative use cases. The following is a selection of ideas for smart services and ML 
applications enabled by container data collection for further research: 

- Shelf life monitoring: 

Digital twins can track the product's best-before date in industries with perishable products. On the one 
hand, this allows customers to be warned in good time before the product's expiration date and to adjust 
the production schedule. On the other hand, it can also provide complete and secure proof of the shelf 
life of the ingredients used in production [31]. This way, supply chain partners can optimize resource 
use and increase end customers' confidence in product quality through traceability. 

- Energy optimized storage: 

As described in many publications, the storage temperature significantly influences quality and shelf life 
[32]. The use of a digital twin combined with a temperature-based best-before profile offers companies 
the possibility to coordinate storage temperature and production schedule in such a way that the product 
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is consumed strictly within the shelf life. This way, companies can optimize the energy used to cool the 
products and increase sustainability. 

- Automated routing for container collection: 

Tracking location, fill level, and shelf life makes it possible to automate the routing for collecting IBCs. 
There are two input factors for planning the IBCs to be collected. On the one hand, the expiration date 
can be used to anticipate how many IBCs can be collected on a given day due to an exceeded expiration 
date. On the other hand, fill level monitoring data (e.g., current fill level and current filling behavior) 
can be combined with historical data to calculate empty IBCs on a given day using ML. This data can 
be used with the location of the IBCs to determine the optimal route to pick up the IBCs on a given day 
using hybrid heuristic algorithms [33]. By improving the capacity utilization of the trucks and optimizing 
the pick-up route, a reduction in CO2 emissions can be achieved. In addition, the IBC fleet size can be 
reduced, so less IBCs must be produced and raw materials as well as energy for production can be saved. 

- Optimized production planning: 

Production planning is essential, regardless of the industry, to produce efficiently, meet customer needs 
at the right time and be competitive. One key factor in production planning is demand forecasting. For 
this reason, researchers have been working on optimizing demand forecasting and have developed 
various heuristic methods and ML algorithms. However, all of these methods rely on data from the 
supply chain, which is why companies have started to exchange data [34]. The introduction of the 
developed smart IBCs offers the possibility to implement these new data in ML-based forecasts. 
Overproduction and, thus, a waste of resources and capital commitment due to planning inaccuracies 
can be reduced. 

Due to the versatile applications for stainless steel IBCs, most of these use cases can be transferred to other 
industries where IBCs are used to store and transport products (i. e., fluids and granulated substances). 

4. Technical approach and practical implementation 

In smart.CONSERVE, sensor technology, already used in many applications, has been applied for the first 
time in stainless steel IBCs, cf. [30]. For example, this involves a pressure sensor, thermometer, 
accelerometer, brightness sensor, and radar sensor, as well as RFID and GPS. These sensors and technologies 
allow early warnings in case of temperature- and pressure-related issues, identification of mishandling or 
improper use, fill-level and thus stock-level monitoring, automatic bookings in ERP systems, location 
tracking and hence automatic notification of deliveries, inventory tracking as well as route optimization. 
This technical solution has not been implemented in industrial practice, yet. However, its implementation is 
necessary to enable the data-related use cases described above. 

To enable this implementation in industrial practice, we focused on the development of a concept to equip 
existing steel IBC fleets of food manufacturers with the developed sensor technologies. This can be part of 
the production of steel IBCs, which means that food manufacturers can chose between traditional IBCs and 
smart-enabled food containers. These smart-enabled containers can be used to build up new container 
management systems or to be embedded into existing ones.  

However, qualitative guided expert interviews [20] conducted during the research project suggest that 
modifying existing steel IBCs and equipping them with smart sensor technology – referred to as “retrofitting” 
– is the more relevant case for industrial practice and will therefore be focused upon in this paper. Steel IBCs 
can easily be used for more than 30 years, and food manufacturers usually have a relatively large fleet of 
containers due to high turnaround times. For individual container fleets, the most feasible retrofitting 
approach is determined by how many containers are to be equipped with smart technology. Therefore, we 
explored different retrofitting volumes.  
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The exploration aimed to define intervals for possible container retrofitting volumes that do not negatively 
affect process stability and delivery reliability of food manufacturers. These intervals are based on scenarios 
derived from an ABC analysis on typical order volumes of food manufacturers’ customers. This data was 
generated in the research project smart.CONSERVE. After a manual alignment of the data from different 
sources, data quality was sufficient to perform an ABC analysis. Based on the results of this analysis and the 
assumption of a container rotation period of three months per customer, five scenarios could be 
distinguished. The scenarios can feature full (one scenario) or partial retrofitting (four scenarios) of a 
container fleet. The partial retrofitting scenarios can be described according to the reference object: On the 
one hand, partial retrofitting can cover the orders of one or more specific customers ordering from one food 
manufacturer; on the other hand, partial retrofitting can cover one or more specific products or groups of 
products, e. g., products sharing one main ingredient. In our ABC analysis, we decided to focus on the “A” 
category of customers and/ or product orders, i. e., all customers or products needed to reach 80 per cent of 
the ordered quantity in one representative quarter. In this way, a significant share of customers or product 
orders can be covered by smart IBCs without the necessity to retrofit entire IBC fleets. 

In scenario (1), all IBCs used for supplying one or a small number of customers of a typical food 
manufacturer are retrofitted. Necessary fleet sizes to cover a “A” customer (as identified in the previous 
analysis) range from 3,000 to 5,000 containers. To cover the largest customers, fleet sizes of up to 10,000 
IBCs would be necessary. Similarly, scenario (2) focuses on the product perspective. To cover the typical 
“A” product orders from all customers, necessary smart IBC fleet sizes range from 1,500 to 7,000. To cover 
the most frequently ordered products, fleet sizes of up to 10,000 IBCs would be required. Scenario (3) 
represents a variation of scenario (2): Retrofitting is limited to the “A” products ordered by “A” customers, 
requiring the retrofitting of around 2,000 IBCs per “A” customer. In scenario (4), a single product for one 
“A” customer is chosen, and typically about 1,000 IBCs are equipped. Scenario (5) describes retrofitting an 
entire fleet of approximately 30,000 containers. Since the above quantities overlap, the described scenarios 
were synthesized into volume intervals for retrofitting (cf. Table 2). This synthesis was based on one specific 
finding of our research: If food manufacturers cannot equip their entire IBC fleet with smart technology, it 
can still be beneficial to either focus on a very specific product and customer, an “A” product and/ or 
customer, or on one of the three most important products or customers. In the following, the retrofitting 
process is described and the implications and characteristics of the different volume intervals are derived. 

Table 1: Scenarios for retrofitting volumes based on an ABC analysis of customer orders 

Scenario 
(1) by 
customers 

(2) by 
products  

(3) by “A” 
products  

(4) one chosen 
“A” product  (5) entire fleet 

Number of 
retrofitted 
IBCs 

Per “A” 
customer:  

3,000 - 5,000 

Total of Top 3 
Customers: 

 ~10,000 

Per “A” 
product:  

1,500 -7,000    

Total of Top 3 
Customers: 

 ~10,000 

Per “A” 
customer: 

~2,000 

Per “A” 
customer: 

~1,000 

 
 

~30,000 

 

For retrofitting, it is necessary to modify the existing containers: The pre-assembled smart cap has to be 
mounted on the outer surface of the container lid, the internal sensors on the inner surface. For this purpose, 
a metal plate is welded to the top to create a flat surface for installing the smart cap. Hooks are welded to the 
bottom of the lid to hold the sensor package in place. After cooling, a holder for the smart cap is glued to the 
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metal plate. The adhesive has to cure for 24 hours. Metal plates, hooks, and adhesive plates are prefabricated. 
Hence, in retrofitting, only the lids are modified; the IBCs themselves are not used in this process. 

By analyzing typical food production processes during our research, it became evident that all food 
manufacturers using IBCs must clean and sterilize them before refilling. Usually, the IBCs and the lids are 
washed separately. This separation during the cleaning process offers easy access to the lids for retrofitting 
purposes. However, the quantity of available lids for retrofitting is limited by the container rotation period 
of three months and the characteristics of the washing process itself: as the lids can be washed faster than 
the IBCs, a possible source for the lids in the washing process is the buffer at the end of the washing line. 
Lids can be taken from this buffer, retrofitted, and returned to begin the washing process after around two 
days – due to the necessary curing times of the adhesive. However, only a limited volume of lids can be 
taken from this buffer without compromising the stability of the washing process and, thus, delivery 
reliability of a food manufacturer. Based on the conducted interviews with different food manufacturers, we 
assume this volume to be limited to ca. 50 lids per day. This results in different retrofitting times depending 
on the quantity category chosen from Table 2. As a result, either internal retrofitting in existing internal 
maintenance workshops or external retrofitting by a subcontractor or container manufacturer is most feasible. 
For a small number of containers, an internal retrofit can be carried out in short time. On the contrary, 
retrofitting 10,000 or more containers requires the contracting of an external company as well as changes to 
the washing process to increase the daily quantity of modifiable lids – to be able to realize the data-use-
related advantages of smart IBCs in a reasonable time frame and to permit internal maintenance workshops 
to focus on their core tasks. However, these process changes are yet to be determined. 

Table 2: Volume intervals for retrofitting 

Number of retrofitted IBCs < 1,000 2000 - 5,000 8,000 - 12,000 30,000 

(Partly) attainable scenarios  4 (1), (2), 3, 4 1, 2, 3, 4 1, 2, 3, 4, 5 

Time for internal 
retrofitting (days) 

< 20  60 - 100  160 - 240 600 

External retrofitting No No Optional Yes 

 

But it is not only the number of removable container lids that is a challenge in the retrofit process. Further 
challenges in the retrofitting process arise from the different manhole closure types of the IBCs: screw-on 
lids and bayonet lids. During the filling process of IBCs with bayonet lids, a bell-shaped cover has to be 
lowered onto the lid for closure. Therefore, the available area for welding the supports for the smart cap and 
the internal sensors onto the bayonet lids is smaller compared to screw-on lids. This requires a more careful 
positioning of the supports and the smart cap and makes the retrofitting of bayonet lids more demanding and 
therefore even more time-consuming. In consequence, this reduces the number of retrofits per day and 
extends the conversion time of a fleet. 

Similarly, not only the retrofitting of the container lids poses a challenge to the stability of the container 
cycle. Retrofitted containers also require adjustments to their washing process. Additional steps in the 
disassembly of the containers are the removal of the smart cap and internal sensor package. Extra cleaning 
is required for the sensor package. After washing, these disassembled parts must be reassembled. While 
adding new washing process steps is simple in a fully converted fleet, challenges for the washing process 
arise when it becomes necessary to implement two different washing process variants running in parallel. 
This can be the case during the retrofitting phase or if a food manufacturer chooses a partial retrofit of its 
IBC fleet. However, these challenges are not limited to differentiating between two types of containers: 
partial retrofitting also requires that the washing process allows for order-related washing and buffering at 
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the end of the washing process within the limited space of existing washing facilities. In order to ensure the 
necessary process stability and thus delivery reliability with smart containers, it is therefore necessary to 
take into account an exact allocation of the smart containers to the orders in production planning.  

Besides, the use of the collected data for food production processes is limited by the percentage of converted 
containers. Only if a significant part of the fleet is retrofitted, adjustments based on these data can be made 
in production and supply chain processes. Thus, developing dedicated retrofitting processes for different 
retrofitting volume intervals is crucial to enable data-related use cases of smart IBCs. 

5. Conclusion 

Smart metal IBCs have the potential to enable sustainability use cases and ML applications within the supply 
chain. This work gives some examples for smart services and ML applications enabled by smart metal IBCs. 
In the smart.CONSERVE research project, a technical solution has already been developed to create the 
necessary data: the smart cap and the networked sensor package. However, to enable the data-related use 
cases it is necessary to equip a sufficient number of IBCs with this technical solution. Therefore, the 
implementation of the developed technical solution in existing container fleets and a retrofit of IBCs is 
necessary. Our work describes various retrofit scenarios for existing container fleets. Furthermore, the paper 
highlights the long retrofit time of an entire container fleet as the key problem for enabling smart services 
and ML applications. It is critical to address this problem to increase sustainability and fill data gaps in the 
food industry. Therefore, further activities in the current research project will focus on developing a retrofit 
process in detail, implementing it in a pilot phase and validating the mentioned use cases for data utilization. 
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Abstract 

Intangible factors, e.g. the availability of infrastructure at a production site, and implicit knowledge, have an 
essential influence on the decision-making in global production networks. However, the consideration of 
intangible factors and implicit knowledge, especially in planning the production network configuration and 
determining the production network strategy, is usually done implicitly or only based on qualitative and 
subjective estimations. This can cause biased decisions and miscalculations that make additional and 
expensive adaptions in the global production network necessary. In order to address this challenge, this paper 
develops a methodology based on fuzzy inference systems (FIS) to enable a more quantitative and objective 
consideration of strategic network capabilities influenced by intangible factors and implicit knowledge. For 
this, the strategic network capabilities are described by several criteria aggregated through one or multiple 
cascading fuzzy inference systems. The resulting metrics for strategic network capabilities as well as 
intangible factors are normalized and comparable. Transparency about strategic network capabilities allows 
a focused discussion about the strategic configuration of the production network. Moreover, the metrics can 
also be used in other quantitative approaches such as mathematical optimization. The proposed methodology 
is demonstrated with 70 intangible factors, six strategic network capabilities, and 21 sub-capabilities from 
academic literature. It can be shown that the developed methodology can map intangible factors and implicit 
knowledge in a very flexible and detailed manner by selecting and weighting the describing criteria within 
the FIS in order to quantify strategic network capabilities.  

Keywords 

Global Production; Production Network Configuration; Production Strategy; Fuzzy Inference System; 
Intangible Factors; Decision-Making 

1. Introduction 

Today, large corporations as well as medium-sized companies organize their value creation in globally 
distributed production sites. The drivers of this internationalization are labor cost advantages, access to 
resources and the development of new sales markets. The results are global production networks (GPNs) 
[1]. However, current disruptive events such as COVID-19 and related entry regulations, supply shortages 
for different materials, Ukraine war, energy crisis and political tensions resulting in decoupling scenarios 
show the complexity and vulnerability of such GPNs. In particular, recent years have shown that the 
frequency of such disruptive events is steadily increasing, making risk reduction, adaptability and resilience 
increasingly the key success factor [2]. At the same time, sustainability is also increasingly on the strategic 
agenda of companies. Both legal regulations and market requirements must be taken into account in the 
configuration of production networks. In addition to these requirements for sustainability and adaptability, 
network decisions are also subject to a variety of other overlapping strategic motives. Due to these elusive, 

698



manifold aspects, a clear alignment of the production network configuration to the production strategy is 
very difficult. Therefore, the goal of this approach is to develop a method that quantifies network strategic 
capabilities based on fuzzy inference systems (FIS) in order to create comparability and transparency 
regarding fit of production strategy and configuration. 

2. Global Production Network Configuration And Corresponding Challenges 

Global production networks are formally defined as globally distributed production sites that are 
interconnected via material and information flows [1]. A distinction is made between GPNs, also called 
international manufacturing networks, which consist of intra-company networks, and inter-company 
networks, also called supply chains [3]. This paper focuses purely on intra-company networks. The design 
of production networks is also referred to as network configuration. Here, network configuration involves 
decisions about network structure including global dispersion of plants, allocation of resources and products 
as well as the assignment of plant roles including capability building [1]. 

The goal of the network configuration is to design the network in such a way that it optimally matches the 
strategic goals of the company as well as its specific environment. This congruence is referred to as strategic 
fit [4]. As mentioned at the beginning, the strategic motives can be manifold and partly contrary to each 
other. Strategic motives or capabilities and their interrelationships have already been discussed extensively 
in the literature. For example, [5] derived the four international manufacturing capabilities resources 
accessibility, thriftiness ability, manufacturing mobility and learning ability. [4], in contrast, differentiates 
between production strategy and production network strategy. A detailed discussion of strategic capabilities 
and their interdependencies can be found in [6]. The strategic capabilities differ in terms of their evaluability. 
For example, capabilities such as access to cheap labor or market proximity are easy to value in monetary 
terms. Other capabilities, such as access to qualified personnel and reliability of infrastructure, on the other 
hand, are difficult to quantify [7,8]. 

This diversity and ambiguity of factors makes network configuration a highly complex management 
decision. [9] refers to these challenges as detail complexity and hysteresis. Detail complexity describes the 
number of influencing factors and strategic motives as well as the interactions between them. Hysteresis, on 
the other hand, describes the temporal discrepancy between the occurrence of a disruption and the adjustment 
of the network. Especially against the background of increasing volatility of the environment, short 
adaptation times are rapidly becoming a success factors [1]. This is counteracted by the rising complexity of 
details due to the increasing importance of intangible factors. Thus, the detail complexity makes the 
evaluation of network alternatives and fast decision making more difficult. For this purpose, decision support 
models are applied in network decision making. These help in structuring the decision problem and create 
transparency about decision alternatives. A large number of decision support models already exist in the 
literature. However, the detail complexity and hysteresis make it difficult to adequately model the decision 
situation [8]. Intangible factors, in particular, pose a major challenge and are therefore usually neglected, 
although they have a significant influence on the competitiveness in GPNs [7,10]. The following chapter is 
dedicated to a selection of decision support models and their handling of intangible factors. 

3. State Of The Art 

In the following chapter, the existing literature regarding the consideration of intangible factors in global 
production networks is reviewed and research gaps are identified. The found literature can be divided into 
two areas. The first area consists of more qualitative approaches like management frameworks that identify 
and describe intangible factors or evaluate intangible factors on a highly aggregated level. The second area 
contains more quantitative approaches that use intangible factors within multi-criteria decision-making 
methods as well as optimization or simulation models.  
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3.1 Qualitative Approaches For Identification Of Intangible Factors Within Production Strategy 

The usage of intangible factors within the qualitative approaches varies from a solely identification of 
factors, e.g. [11], towards a detailed description of single factors by other criteria for performance evaluation, 
e.g. [12], or complex frameworks for strategy definition, e.g. [13].  

[11] and [14] focus on the identification of different factors. [11] perform a literature review and identify 19 
potential key factors for allocation and reallocation decisions in production networks. Similar to this, [14] 
identify 48 different tangible and intangible success factors as a starting point for further research. [15] and 
[16] identify and analyze different strategic factors for GPNs or reasons for a reallocation of production sites.  

In contrast to the solely identification of various factors, [12] develop a framework to evaluate the supply 
chain performance based on quantitative and qualitative factors. Several approaches use a similar concept, 
by describing intangible factors through several other measures. They use fuzzy multi-attribute decision 
making (MADM) methods, such as fuzzy TOPSIS to evaluate a single plant location or a supplier and 
consider several intangible and tangible factors that are evaluated based on five to seven linguistic variables 
[17–19]. A more sophisticated use of intangible factors in strategic frameworks can be observed in [13] and 
[5]. Both focus on GPNs and the production strategy, respective the strategy fulfillment. They describe 
several network capabilities, competences or the network structure based intangible and tangible factors.  

While reviewing the researched qualitative approaches it becomes apparent that one part of the approaches 
only identifies factors or develop a strategic framework based on the factors in a generic way. However, a 
systematic methodology to assess the single intangible factors is not developed, leaving the evaluation 
ultimately up to the subjective estimation of the expert. The other part of the reviewed qualitative approaches 
uses simple (fuzzy) MADM approaches to quantify the intangible factors, but they lack the complexity since 
only a few factors are selected. Moreover, they are not developed in a generic way but only for a specific 
use case, e.g. supplier evaluation. Furthermore, both sub-groups have in common that interdependencies 
between different factors are usually not considered in the evaluation of the factors or while developing the 
strategic frameworks. 

3.2 Quantitative Approaches With Intangible Factors As Input 

In the more quantitative approaches, quantified intangible factors often serve as input for an optimization or 
simulation model. Within the quantification are large differences and some approaches directly quantify 
intangible factors to integer-values [20–22]. Other approaches such as [23–25] define a methodology that is 
based on integer-values and does not consider any subjective estimation or implicit human knowledge. But 
since the focus of this work is to capture exactly them, these approaches are not considered any further. 

[26] quantify intangible factors, such as staff qualification, directly in an optimization model as fuzzy 
numbers. In contrast, [27] evaluates the intangible factors, similar to the approaches in chapter 3.1, based on 
several factors and a survey with decision-makers. The evaluation serves as input for an optimization model 
for GPNs. A combination of [26] and [27] is presented by [28]. [28] use FIS to quantify intangible factors 
in a first stage. In a second stage, the resulting values are used in an optimization model. Other approaches 
use a self-developed system based on fuzzy logic to quantify risks and dependencies in GPNs [29] or use 
PROMETHEE to prioritize and evaluate different factors as input for a simulation model [30].  

A detailed comparison of 46 qualitative and quantitative decision support models as well as their addressed 
objectives, influencing factors, and application areas in network configuration can be found in [8]. 

While reviewing the more quantitative approaches, it can be observed that they use mostly subjective 
estimations. Furthermore, the approaches are use-case specific and consider only selected intangible factors 
and thus usually lack the representation of interdependencies between factors. Therefore, the qualitative 
approaches do not represent the detail complexity that is inherent to the quantification of intangible factors 
and their consideration in decision making in GPN, see also [7,10].   
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3.3 Derivation Of Research Gap 

In summary, both literature groups (chapter 3.1 & 3.2) are missing a generic and systematic methodology to 
quantify or evaluate intangible factors in a way that reduces the influence of subjective estimations and that 
can represent interdependencies between different intangible factors.  

Therefore, especially against the background of the detail complexity mentioned at the beginning, a gap in 
the systematic and analytical consideration of intangible factors in decision-making becomes apparent [8]. 
This gap is also reflected in practice. Intangible factors are perceived as relevant for decision-making, but 
are often only included by gut feeling and managerial judgement due to their difficult assessment [7,10]. 
However, in order to cope with the detail complexity, new research approaches are required that systematize 
intangible factors, quantify them and make them comparable with quantitative factors.  

Therefore, the approach in this paper addresses the research gap and develops a fuzzy inference-based 
evaluation methodology for intangible factors. FIS seems appropriate for this problem since they can 
aggregate qualitative and quantitative metrics as well as additional subjective estimation to one metric. 
Additionally, they can be combined easily with other FIS to cover interdependencies between factors and 
represent the inherent detail complexity of the topic. 

This method can be applied and adapted for various use-cases and quantifies intangible factors in a less 
subjective way while considering human-decision knowledge. The generated values for the intangible 
factors can be used to create transparency and evaluate the strategic fit in production networks as well as in 
quantitative approaches such as optimization or simulation.  

4. Methodology For Assessing Strategic Capabilities In Global Production Networks  

To develop the approach for quantification of intangible factors in global production networks, at first the 
foundations of fuzzy logic are briefly presented (chapter 4.1). Afterwards, the structure of the complete 
model is presented (chapter 4.2) and the derivation of the causality diagrams is explained (chapter 4.3). 
Finally, the structure and the definition of the FIS are formulated (chapter 4.4). 

4.1 Foundations Of Fuzzy Logic  

In contrast to classical crisp sets und numbers, where an object is part of a set or not or a number is a fix 
value, fuzzy sets and numbers have continuous grades of membership. So, an object can be partially part of 
several sets or values. The degree of membership is defined by membership function, that can represent 
linguistic evaluations as “high” or “low”. Transferred to intangible factors with no clear metrics, the 
evaluation of a strategic capability can be “high” or “low” or partially “high” and partially “low”, which 
allows to represent subjective suggestions and uncertainty about the “real” value [31,32]. The most common 
forms of membership functions are triangular and trapezoid functions (see Figure 1) [31].  

 
Figure 1: Standardized triangular and trapezoid membership functions for input and output variables 

Analogously to classical crisp sets, the logic operations “and”, “or”, “not”, respective “intersection”, 
“union”, “complement” can be defined also for fuzzy sets. For further reading see [32]. 
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Based on fuzzy sets, FIS can be defined. A fuzzy rule base allows to map human knowledge whereas the 
fuzzification imitates human subjective decision making. Basically, they follow a three-step structure of 
fuzzification, rule-based inference, and defuzzification. In the fuzzification, the input variables, such as the 
distance to highways, and the output variables, e.g. availability of infrastructure, are selected and formulated 
as fuzzy numbers. Furthermore, the evaluation in form of linguistic terms, the scales, and the according 
membership functions are defined by human decision-makers (see Figure 1). In the next step, the decision 
rules are defined with if-then rules related to the input and output variables in the rule base, such as “if the 
distance to the next highway is low, the availability of infrastructure is high”. These rules are a formal 
description of implicit expert knowledge by the decision-makers. In addition, the inference method, so how 
the logical operators within the rules are defined mathematically, is determined [33–35]. There are different 
possibilities, but the most common one is the max-min inference. In the defuzzification, the resulting fuzzy 
output of rules is converted into a crisp-value. This can be done by several methods, while the centroid-
method is the most common one [36]. 

4.2 Structure Of The Model For Quantification Of Strategic Network Capabilities  

Such FIS are used to quantify strategic capabilities and intangible factors in GPNs based on human 
knowledge. Figure 2 shows the structure of the model. The strategic capabilities (blue) are quantified based 
on the network configuration (green) and influencing factors (gray). Influencing factors come from external 
and internal company environment. External influencing factors are, e.g. wage costs and demand. Internal 
influencing factors come from the company, but cannot be influenced by the configuration, such as product 
properties. Some influencing factors (e.g. political stability) are rather general from macro-economic aspects 
(yellow). Here, indices from databases can be used as metrics. The other influencing factors must be 
evaluated on a company-specific basis (dark blue). Relevant aspects of the configuration are the geographical 
distribution or the specialization of production sites. With the help of FIS, the strategic capabilities per plant 
are quantified based on the influencing factors. These are aggregated to a network score using weighting 
keys. 

 
Figure 2: Structure of model for quantification of strategic capabilities in global production networks 

4.3 Identification Of Causality Diagrams 

Strategic capabilities are determined by a large number of influencing factors, some of which are interlinked 
in a highly complex manner [12]. But if more metrics are included in the quantification of strategic 
capabilities, the complexity increases, since in case of FIS, the number of rules increases significantly which 
makes it hard for human-decision makers to define a complete and consistent rule-base. Therefore, the 
different input factors that are relevant for the quantification are grouped additionally in different categories 
to gain causality diagrams for the intangible factors. In order to generate such structured causality diagrams, 
the method of networked thinking according to [37] was applied. A good size for these categories seems to 
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be three to four factors per category. This aims to define clearly separated and relevant sub-measures for 
intangible factors. Each category as well as the evaluation of the strategic capability itself is represented by 
a FIS. So instead of defining one large rule-base, several smaller rule-bases for the categories are defined, 
which reduces the number of rules and simplifies the consistent and complete definition. An example for 
such a causality diagram is given by the sub-capabilities access to cheap labor, which is part of the strategic 
network capability access to resources in Figure 3. Here, GCR is the global competitiveness report by the 
world economic forum, which provides different indices for single nations [38].  

 
Figure 3: Exemplary causality diagram for the availability of infrastructure at a production site 

4.4 Definition Of The Fuzzy Inference Systems 

After defining the causality diagrams (see chapter 4.3), they can be transformed into FIS. For this, every 
category as well as the aggregation to an evaluation for the according intangible factor is modelled as a 
specific FIS. This allows a detailed representation of the identified causalities and the included human 
knowledge. To create these FIS the three steps of fuzzification, rule-base inference and defuzzification are 
performed. Since the selection of the input and output variables is already done, only the scales of them 
needs to be defined. Since some of the input criteria can be measured directly, such as distances, the scales 
are fixed. For other criteria that stem from external indices or reports, such as the GCR, or that are estimated 
directly by decision makers, e.g. product complexity, a standardized scale from 0 to 1 is used. Due to the 
flexibility of FIS, intangible input factors that can only be approximated with difficult effort can also be 
integrated as fuzzy variables, thus allowing a feasible application. This is done for example for the cultural 
distance between the company and cheap labor (see Figure 3). As it can be seen from the causality diagram 
in Figure 3, the scales of the input variables vary strongly. This is covered by the FIS since they only use the 
linguistic evaluation of the variables and so the different scales can be considered together in a quantitative 
way. Therefore, the definition of the membership functions and the linguistic terms is done directly by the 
decision-makers. However, for most of the input and output variables, standardized triangular and trapezoid 
functions (see Figure 1), that can be transformed to individual scales, are used in terms of simplicity and 
comparability. Furthermore, since for the quantification many input variables and criteria can be used, only 
a few membership functions and linguistic terms are used per FIS, to reduce the complexity of the rule bases. 
The standardized membership function for the input and output variables is defined on the interval [0;1] and 
can be adapted for individual variables if necessary (see Figure 1). 

Based on the previously defined causality diagrams, for each FIS the rule-base is defined by decision-makers. 
In these rule-bases the implicit knowledge and the decision base of human decision-makers is modeled. 
While formulating the rules, it is important that they are as consistent as possible and that they cover all 
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cases of possible input variables’ values. Due to the causality diagrams (see chapter 4.3) and the fact that 
each category respective FIS only have a maximum of four input variables the rules can be formulated very 
intuitive since every input is fuzzified with intuitive linguistic terms (“high”, “medium” and “low”). For sake 
of simplicity the max-min method is chosen for the inference. For the defuzzification, the centroid method 
is used. For a better interpretability of the defuzzied values, it is important, that they can assume all values 
on the interval [0;1], since there is no other metric for evaluating intangible factors. Therefore, the centroid 
of the memberships for “high” and “low” needs to be 1, respective 0 as depictured in Figure 4. This must be 
done for all intangible factors and the corresponding categories. The cascading FIS contains the implicit 
expert knowledge for the evaluation of intangible factors and creates comparability between these factors 
and production sites and networks, since subjective influences from individual decisions are minimized. 

5. Application In The Strategic Network Performance Assessment 

Using the approach presented in Chapter 4, a tool for evaluating the strategic capabilities of the network was 
implemented. The tool allows to evaluate the strategic capabilities of the network based on local tangible 
and intangible influencing factors as well as configurational network decisions using the presented fuzzy 
inference systems. In sum, the 6 capabilities access to market, access to resources, learning capability, 
efficiency, sustainability and changeability are considered. These in turn are fed from sub-capabilities, as 
explained in 4.3. The capabilities per plant are then aggregated to a network score using weighting keys. 
Capability-specific weighting keys are possible. For example, access to market is weighted by sales volume 
and efficiency by production volume. Figure 5 shows the dashboard of the tool in the Excel interface using 
fictive data for illustrative purpose. 

 
Figure 4: Dashboard of the Strategic Network Performance Assessment 

The strategic capabilities per plant are shown on the bottom left, and the strategic capabilities of the network 
are shown on the right. In addition to the actual capabilities (solid lines), which are determined on the basis 
of the fuzzy inference system, a target capability (dashed lines) is also shown. The target is to be defined 
specifically for the company. The discussion of strategic differentiation factors according to [4] can promote 
the identification of strategic network targets. The direct comparison of target and actual strategic capabilities 
reveals strategic mis-fits. This enables a goal-oriented discussion of the strategic direction of the network 
and of potential action measures in the strategic network configuration. In addition to network targets, plant 
targets can also be defined, thus promoting a strategic focus through plant roles. Moreover, the tool displays 
further information such as sales and profit distribution. Number of employees and material flows are 
displayed, which support the manager in the strategic discourse. 
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6. Conclusion And Outlook 

The strategic configuration of global production networks is a highly complex management decision. The 
multitude of influencing factors as well as their diversity, difficult comparability and mutual relationships 
influence the performance of the production network. Aligning the production network consistent with the 
production strategy, which is called strategic fit, requires transparency about these strategic capabilities. 
Previous approaches have so far insufficiently considered these mostly intangible strategic capabilities. 
Either models focus only on partial aspects and here especially costs or consider the strategic capabilities in 
a very aggregated way, so that the informative value and support for decision making remains low. 

To this end, this paper presents an approach that quantifies strategic network capabilities based on 
influencing factors and network configuration. The 6 strategic capabilities are thereby composed of 21 sub-
capabilities. The quantification is done via fuzzy inference systems, which in turn uses a rule base obtained 
by assessing causal relationships and leveraging implicit expert knowledge. 

This approach has been implemented prototypically. The fuzzy inference systems have been implemented 
in MATLAB. MATLAB in turn interfaces with Excel to import the required input and export the quantified 
capabilities as output to be displayed in a dashboard. The visualization in a dashboard enables a focused 
discussion about strategic misfits in the network configuration. The input here includes company-specific 
variables collected in interviews, as well as macroeconomic indices from databases. In the next step, the tool 
will be applied in workshops with industry partners. The aim is on the one hand to validate the causal 
relationships found and on the other hand to evaluate the support potential in strategic network configuration. 

The approach can be further developed with other methods from data science and artificial intelligence. For 
example, it would be conceivable to use preference learning to derive membership functions of the fuzzy 
variables [8]. A major challenge here is the data basis, as network decisions are often very complex and 
individual, making it difficult to generate a suitable data basis. Approaches with synthetic data could help 
here. Furthermore, individual strategic capabilities could be linked back to configuration variables and 
influencing factors in various analyses using e.g. structural equitation models. 
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Abstract 

Due to the global warming, a significant reduction in the emission of greenhouse gases is necessary. One 
part of the solution is the electrification of today’s transportation and traffic sector. An essential component 
of today's electric vehicles is the lithium-ion battery (LIB), which is largely responsible for their range, 
performance and cost. In order to increase the use of such climate-friendly technologies, it is therefore 
essential to reduce the production costs of LIBs. With a duration of up to three weeks, the process steps of 
formation and aging are particularly capital-intensive and have high demands on storage capacities. 
Formation and aging therefore account for up to 30% of the manufacturing costs for battery cells. During 
formation, the solid electrolyte interphase (SEI) is formed, which has a major influence on the quality and 
lifetime of the LIB, among other things. In order to reduce production costs and simultaneously increase 
battery cell quality, it is therefore necessary to optimize the formation and aging process. Because of the 
complexity and the interdependency of these processes towards previous process parameters the application 
of machine learning algorithm is predestined to optimize these process steps. For this purpose, a general 
approach for the application of a machine learning algorithm in the formation and aging are first analysed 
and relevant parameters from the literature as well as reasonable assumptions about the structure are derived. 
Based on these requirements and boundary conditions a machine learning algorithm structure will be 
developed to optimize the cell finishing process in the battery cell production. 

Keywords 

Battery Cell Production; Data-based Optimization; Cell Finishing; Electromobility; Industry 4.0; 

1. Introduction and motivation 

The conversion of the energy supply to renewable energies and the increasing demand for electric vehicles 
are leading to a rapidly growing need for high-performance storage technologies. In this context, the lithium-
ion battery (LIB) has established itself as a key technology in recent years. So far, the higher manufacturing 
costs, lower energy and power density, and safety concerns compared to the internal combustion engine limit 
the widespread use of this technology. The battery accounts for the largest share of the total costs of an 
electric vehicle, which in turn is partially related to the battery cell production [1]. Optimizing the battery 
cell production process plays a key role in reducing costs since it is related to almost 20 % of the total 
production costs [2,3]. Manufacturers are currently attempting to reduce production costs through economies 
of scale, automation and digitization of production. One of the highest costs shares is created in the cell 
finishing with 25-30 % of the total production costs [4,5]. The process in the cell finishing are the wetting, 
formation, degassing and End-of-Line (EoL)-Test as shown in Figure 1.  
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Figure 1: Battery cell production process for a pouch cell 

The wetting process is a storage phase in which the optimal wetting degree with the infiltrated electrolyte 
should be achieved. This can take several hours. The formation process is defined as the first charging and 
discharging cycle(s). This process step is characterized by very long process times up to several hours due 
to the formation process of the solid electrolyte interface (SEI) layer on the anode surface during the first 
cycles [4,6,7]. To remove the gases that have been produced in the formation, cells are degassed. Followed 
by a long aging step (part of the EoL-Test) which takes for larger cells up to 3 weeks and is mainly there for 
the quality control of the production process and especially the formation process [6]. There the self-
discharging of the cells is measured. Due to other internal balancing reactions (after formation) to attain an 
electrochemical equilibrium, the self-discharge can only be measured correctly after a few weeks.  

The SEI is an essential component of the LIB including the impact on its initial capacity loss, self-discharge 
characteristics, rate capability, and safety [8]. The initial SEI creation and its growth are dependent on 
multiple factors e.g. anode material, electrolyte, and previous process parameters [8]. Beside those factors 
there are also different factors in the formation process that influence the SEI layer, e.g. the formation 
protocol, temperature, pressure, wetting degree [9,6]. Therefore, process control and optimization are 
difficult to conduct due to the high complexity, strong dependency of previous production parameters and 
sensitivity to the process. There is no standardization regarding an optimal formation protocol. Every cell 
manufacturer is setting up a functional protocol and process order to fit their individual requirements. To 
reduce the time identifying a suitable cell finishing protocol or to be able to predict the quality earlier in the 
production process, research approaches are invested regarding the application of machine learning 
algorithm to solve those challenges. [10] 

2. Technical background 

A few machine learning applications and approaches do exist that deal with process optimization for a 
complex process system with interlinked product-quality relation in the battery cell production. These 
approaches mainly focus on other production processes than cell finishing. THIEDE ET AL. (2020) [11] have 
investigated the influence of process parameters on energy consumption of the coating plant in electrode 
production without considering the effect on the cell quality. CUNHA ET AL. (2020) [12] investigated the 
relationships between final electrode properties and production parameters of the slurry. In this study several 
trends between the electrode properties and the independent variables could be found. DUQUESNOY ET AL. 
(2020) [13] designed a hybrid model based on experiments and physics-based models together with Machine 
Learning (ML) approaches to determine the influence of production parameters on final electrode properties. 
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In regard of quality prediction, TURETSKYY ET AL. (2021) [14] developed a model for deriving necessary 
interim product features (IPFs) to achieve desired final product properties (FPPs). A total of 191 battery cells 
from the entire process chain except formation and aging were used as data for the predictive model. 
SCHNELL ET AL. (2019) [15] used and compared ML models to predict cell quality and identify quality 
parameters. STOCK ET AL. (2022) [16] analysed two algorithms regarding the ability to predict quality and 
cluster cells based on the results already in the cell production process. 
As previously stated, the cell finishing, especially the formation and aging, have only been insufficiently 
researched in terms of their potential in machine learning based optimization. One challenge in the data-
based optimization is the high dependency of the cell finishing on multiple factors and properties. To reduce 
the complexity of this, three main clusters have been identified and are introduced in the following. 

2.1 Material and design properties 

In SHIN ET AL. (2020) [17] differences between the SEI formation, compositions and challenges in a graphite 
vs. Silicon containing Si/graphite anode are analysed. It was shown that the SEI and the optimal formation 
parameters are highly dependent on the used anode material and their properties. In Li et al. (2017) [18] the 
impact of different electrolyte additives on the formation and the SEI quality have been studied. It was shown 
that the additives not only have an impact on the SEI layer composition but also should be considered for 
the development of the formation parameters. In GÜNTER ET AL. (2020) [19] the impact of the cell format 
on the electrolyte filling and wetting process have been analysed. The results are stressing out that the 
electrolyte filling and wetting process as a preparation for the formation process has to be designed based on 
the individual cell design and format. Since the structural design and later the electrochemical reactions are 
dependent on the used materials, format and design, the cell finishing parameters and the detection of the 
quality has to be adapted to every material combination in the cell. 

2.2 Process parameters before cell finishing 

In LIU ET AL. (2017) [20] the porosity and film thickness of both electrodes are related to the achievable 
specific energy density and the capacity loss in the formation. The results show that, in general, cells with 
increased porosity have also a higher capacity. Increasing the porosity can improve the conductivity and 
diffusivity of lithium ions through the electrode. However, an optimum porosity cannot be derived because 
the formation of the solid electrolyte interphase also varies with varying porosity within the electrode. 
GÜNTER ET AL. (2019) [21] investigate the relationship between the amount of electrolyte and the maximum 
current rate during formation. The results show that there is no change in the increase in current rate above 
a ratio of 1.2 between electrolyte quantity and pore volume. Overall, it can be said that previous process 
parameters, e.g. the electrode manufacturing steps and the electrolyte filling, have an impact on the optimal 
process parameters. 

2.3 Process parameters in the cell finishing 

In the approach of XU ET AL. (2019) [22], an optimal multistage charging protocol for lithium-ion batteries 
is developed for an LFP (Lithium iron phosphate) cell using an electrochemical and thermal model. In the 
model, the relationships of the capacity drop due to the increase in solid electrolyte interphase (SEI) are to 
be minimized, the SEI potential maximized to reduce lithium plating, and the temperature rise reduced to 
avoid thermal runaway. The model result shows that the optimized charging current profile varies with state 
of charge (SOC) and cycle number. In the approach of DREES ET AL. (2021) [23] an electrode equivalent 
circuit model is introduced to reduce the process time of the formation time. The model optimises the 
charging profile of the cell by predicting the electrode voltages. In HEIMES ET AL. (2022) [6] it was shown 
that pressure and temperature during the formation can decrease the formation time. Different approaches 
already exist to develop an optimal process parameter setting in the formation, which however are limited 
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to the local optimization and cannot or only to limited extent integrate previous process parameters and 
properties in their optimization. 

2.4 Research gap 

There is a significant gap in terms of an universal approach for the identification of the ideal process 
parameter in the cell finishing or for the early quality prediction in the cell finishing due to various reaction 
taking place after the formation. In the next chapter, a framework is presented to describe an approach how 
to develop a data-based optimisation model in the cell finishing. 

3. Approach and methodology 

The standard process for the application of Machine Learning is the Cross Industry Standard Process for 
Data Mining (CRISP-DM). This approach contains six steps: Business understanding, data understanding, 
data preparation, modelling, evaluation and deployment. The approach was chosen because the step 
monitoring is not included in the CRISP-DM approach and also not considered in this paper instead e.g. the 
CRISP-ML or the approach of AMERSHI ET AL. (2019) [24]. [25],[26] 

3.1 Business and data understanding  

The first two steps, business understanding and data understanding, are closely linked and are therefore 
combined in the CRISP-DM process. Here, economic or research-oriented goals are derived and translated 
into machine learning-specific goals. In the cell finishing there are two main challenges in terms of 
production optimization: 

- Standardized parameter definition for an optimal cell finishing process with minimum process times 
while maintaining or even increasing the cell quality. 

- Quality prediction before or directly after the formation process for a reduction or even elimination 
of the EoL-Test, especially the aging process. 

Both approaches could reduce the cell cost about 7 % for the optimal process parameters and 4 % for the 
quality prediction [4]. In Figure 2 the basic concept of the two mentioned use cases in the cell finishing are 
presented. In general there are roughly around 2,100 product process relation in the battery production [27]. 

 
Figure 2: Overview of the main optimization use cases in the cell finishing 

But the measurable process, material and intermediate product feature do not have the same impact on the 
cell finishing. The mixing, coating, drying and calendaring are the main steps to create the electrode structure 
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and are therefore critical for the reaction mechanism in the battery cell, e.g. diffusion processes and de-
/intercalation processes [8],[20]. The electrolyte filling has also a high impact on the wetting time and 
formation results [21],[19]. The vacuum drying, stacking and contacting process have a medium impact on 
the cell finishing. The slitting and cutting processes only have a limited effect on the cell finishing. Therefore, 
the data points for the use case has to be selected.  

3.2 Data preparation 

The business and data understanding are followed by data preparation. In this process, data is selected, 
cleaned and standardized. Data that does not meet the required quality are removed during this process. Also, 
only input variables that have an influence on the modelling are selected. In the cleaning process, missing 
values are determined by, for example, interpolation or the average, and distortions are removed. In the so-
called feature engineering, new variables (features) can be derived from the already existing ones. Features 
are divided into predictors and output factors. While predictors provide the input for the machine learning 
algorithms, the output is predicted by the algorithm.  

3.3 Modelling, evaluation and deployment 

Most machine learning algorithms can process a high number of predictors. However, most algorithms are 
single output algorithm and can only predict one output. For both approaches in the cell finishing, the process 
optimization and the quality prediction, algorithm which predict multiple targets simultaneously are 
necessary. There are different approaches for multi target algorithm as shown in Figure 3. In general, the 
approaches can be clustered into two groups: Problem transformation and algorithm adaption. The approach 
of the problem transformation is to reduce the problem into single output problems and solve them 
individually. In the algorithm adaption, single output algorithms are adapted and modified to solve a multi 
output problem. Those kinds of algorithm are more difficult to develop but can also consider 
interdependencies between the output variables. [28] 

 
Figure 3: Overview of multi-output regression methods [28] 

For the optimal process parameter development, there is a strong interdependency between the output 
parameter. Therefore, the algorithm adaption approach is favoured. For the quality prediction both 
approaches could be used. Based on the selected use case an algorithm has to be selected, modified and 
trained. The resulting model is assessed in the subsequent evaluation and compared with the defined success 
criteria. If the model does not meet the criteria, the previous steps are run through again. In machine learning, 
this usually involves going back as far as the modelling stage, and more rarely also the data preparation 
stage. If the algorithm covers the defined target, then it is transferred into practice. 
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4. Case study: Cell finishing 

Business and data understanding: To address one of the two main challenges in the cell finishing EL-cells 
in a three-electrode setup were manufactured in the pilot line at the PEM. The cell configuration is listed in 
Table 1. The goal of the case study was to predict the cell quality based on variable process parameters. Due 
to the limited amount of data, the number of variables has been primarily reduced to four variables in the 
cell finishing. The electrode manufacturing and the selected variables for this test series have been the 
electrolyte amount, wetting time, formation temperature and C-rate during the charging of the cell. The 
formation protocol was a constant current-charging phase until 4.2 V and a constant charging-constant and 
voltage-discharging until 3.0 V. In total 57 data points have been generated with four variable production 
parameters. The range of the varied process parameters have been listed in Table 2. 

Table 1: Cell configuration of the manufactured cells 

 Positive electrode Negative electrode 
Active material NMC 622 SMG-A5 
Areal capacity 2.37 mAh/cm² 2.70 mAh/cm² 
Loading density 14.4 mg/cm² 8.8 mg/cm² 
Thickness 117 µm 133 µm 
Current collector material Aluminium  Copper 
Separator  20 µm Celgard 2320 
Electrolyte  1.0M LiPF6 in EC:DMC (1:1) 

 

Table 2: Overview of the process parameter variation range 

Process 
parameter  

Electrolyte 
amount [µl] 

Wetting temperature 
[°C] 

Formation 
temperature [°C] 

C-Rate during the 
charging in 

formation [C] 
Range 50 – 100 20 – 40 20 – 50 1/20 – 1 

 

For the quality parameter that should be predicted with the machine learning algorithm, the quality parameter 
of the SEI layer that develop during the first cycles are an important factor. The quality of the SEI layer can 
not be measured only by one quality parameter. It is related to numerous factors, e.g. initial capacity loss, 
self-discharge characteristics, cycle life [8]. To reduce the complexity for this study, the output variable of 
the algorithm is reduced to the capacity after the first full cycle. 

Data preparation: 

Outliers were identified and removed. For the data preparation, non-numerical attributes are converted to 
numerical attributes. Based on the assumption that the data are approximately Gaussian distributed, the 
dataset was converted into a standard normal distribution with mean value of 0 and standard deviation of 1. 
The quality target is transformed by Min-Max normalization to a range between 0-1. After the data 
preparation there were 18 observations with four features and one quality target. 

Modelling, evaluation and deployment: 

For the modelling the support vector regression (SVR) algorithm was selected since this algorithm also 
showed good results for small samples sizes compared to other algorithms [29]. The aim of SVR is the 
identification of a ε-intensive function. In this context, ε refers to a threshold, and the data points that fall 
within the ε band are considered to be accurately predicted, while those outside the ε band are not included 
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in the fitting of the regression. The support vectors are data points with residuals greater than the threshold, 
and they determine the regression line. The function for the linear SVR model is given in equation 1. [30] 

!(#,%) = ∑ %!)!(#)"
!#$ + +    (1) 

!: multi-dimensional input data points 

w: weights for each transformation 

b: constant term 

gj (∙): a set of non-linear transformation 

The loss function "#$, &(!, ()*, which quantifies the error cost and is 0 for all points inside of the ε-intensive 
function band, is defined as seen in equation 2 [30]: 

,-., !(#,%)/ = 0 						0																																			|. − !(#,%)| − 5 0, if |. − !(#,%)| ≤ 5, (2) otherwise 

For the training of the model 13 data points are used and five data points are used for the evaluation. This 
data set is split into a training set (80 % of the data) and a test set (20 % of the data). After a first cross 
validation hyper-tuning of specific parameters are conducted with the grid search approach. For the SVR 
there are five parameters C, ε and three kernel parameters [27]. The values after the parameter tuning has 
been set to: C = 1.707 and ε = 0.001, kernel type = radial basis function, gamma = 1 / (nfeatures * Xvar). After 
the training the model was evaluated with five new data points. The results are shown in Figure 4. 

 
Figure 4: Prediction result of cell capacity after formation (mAh) with support vector regression 

The results show that the prediction based on the SVR model is always predicting a lower capacity. The 
strong unilateral deviation can be a sign of overfitting of the model due to insufficient data base. This applies 
when all data points in the training set are used as support vectors. Therefore, the model actually overfits 
and has a poor prediction accuracy with new data sets. Afterwards a sensitivity analysis on the impact of the 
varied parameter on the cell quality is conducted. It was shown that the current rate in formation charging 
identified has the highest impact followed by the wetting temperature. The formation temperature has a much 
smaller impact than the other two factors. 

5. Summary, discussion and outlook 

In this paper two general use cases for the application of machine learning algorithm in the cell finishing has 
been introduced, the optimal process parameter selection and the quality prediction. The influencing 
parameter has been clustered into three groups: material and design parameters, process parameters before 
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the cell finishing and process parameters within the cell finishing. For the modelling selection and 
development, the challenges within the cell finishing has been analysed and the multi-output regression 
algorithms has been introduced as a solution for both use cases.  

On a data set of manufactured 3-electrode cells the quality prediction approach has been applied using a 
SVR model. The focus of the varied parameters was on the process parameters within the cell finishing. The 
following three process parameters have been varied: the electrolyte amount, the wetting temperature, the 
C-Rate and the formation temperature. As the output (quality prediction parameter) the capacity of the cells 
after three cycle have been selected. After data pre-processing and model development as well as training 
the results showed that the model prediction shows in four out of five data points a strong unilateral deviation. 
That is probably due to the small data base. The model tends towards overfitting. A sensitivity analysis 
showed that wetting temperature and C-rate during the formation have a higher impact on the quality than 
the formation temperature. Based on the results the next steps are (i) expand the data base to reduce 
prediction errors, (ii) modify the model to a multi-output regression model and (iii) compare and 
benchmarking the model towards other algorithm approaches, e.g. KNN, decisions trees. 

 

Acknowledgements 

This work was supported by the project “FormEL” (03XP0296C) as part of the competence cluster “ProZell” 
by the Federal Ministry of Education and Research in Germany (BMBF). Only the authors are responsible 
for the content of this contribution. Additional gratitude belongs to the project partners from the elenia 
Institute for High Voltage Technology and Power Systems of the Technical University of Braunschweig, the 
Münster Electrochemical Energy Technology (MEET) of the University Münster, , the Bavarian Center for 
Battery Technology (BayBatt) of the University of Bayreuth, the Institute for Electrical Energy Storage 
(EES) of the Technical University of Munich and the Chair of Production Engineering of E-Mobility 
Components (PEM) of the RWTH Aachen. Further support in the experiment conduction, algorithm 
development and visualization were provided by Haoyu Wang and Markus Wassermann. 

 

References 

[1] König, A., Nicoletti, L., Schröder, D., Wolff, S., Waclaw, A., Lienkamp, M., 2021. An Overview of Parameter 
and Cost for Battery Electric Vehicles. WEVJ 12 (1), 21. 

[2] Patry, G., Romagny, A., Martinet, S., Froelich, D., 2015. Cost modeling of lithium‐ion battery cells for automotive 
applications. Energy Sci Eng 3 (1), 71–82. 

[3] Sakti, A., Michalek, J.J., Fuchs, E.R., Whitacre, J.F., 2015. A techno-economic analysis and optimization of Li-
ion batteries for light-duty passenger vehicle electrification. Journal of Power Sources 273, 966–980. 

[4] Duffner, F., Mauler, L., Wentker, M., Leker, J., Winter, M., 2021. Large-scale automotive battery cell 
manufacturing: Analyzing strategic and operational effects on manufacturing costs. International Journal of 
Production Economics 232, 107982. 

[5] Orangi, S., Strømman, A.H., 2022. A Techno-Economic Model for Benchmarking the Production Cost of 
Lithium-Ion Battery Cells. Batteries 8 (8), 83. 

[6] Heimes, H.H., Offermanns, C., Mohsseni, A., Laufen, H., Westerhoff, U., Hoffmann, L., Niehoff, P., Kurrat, M., 
Winter, M., Kampker, A., 2020. The Effects of Mechanical and Thermal Loads during Lithium‐Ion Pouch Cell 
Formation and Their Impacts on Process Time. Energy Technol. 8 (2), 1900118. 

[7] Mao, C., An, S.J., Meyer, H.M., Li, J., Wood, M., Ruther, R.E., Wood, D.L., 2018. Balancing formation time and 
electrochemical performance of high energy lithium-ion batteries. Journal of Power Sources 402, 107–115. 

715



[8] An, S.J., Li, J., Daniel, C., Mohanty, D., Nagpure, S., Wood, D.L., 2016. The state of understanding of the lithium-
ion-battery graphite solid electrolyte interphase (SEI) and its relationship to formation cycling. Carbon 105, 52–
76. 

[9] Hagemeister, J., Stock, S., Linke, M., Fischer, M., Drees, R., Kurrat, M., Daub, R., 2022. Lean Cell Finalization 
in Lithium‐Ion Battery Production: Determining the Required Electrolyte Wetting Degree to Begin the Formation. 
Energy Tech, 2200686. 

[10] Wood, D.L., Li, J., An, S.J., 2019. Formation Challenges of Lithium-Ion Battery Manufacturing. Joule 3 (12), 
2884–2888. 

[11] Thiede, S., Turetskyy, A., Loellhoeffel, T., Kwade, A., Kara, S., Herrmann, C., 2020. Machine learning approach 
for systematic analysis of energy efficiency potentials in manufacturing processes: A case of battery production. 
CIRP Annals 69 (1), 21–24. 

[12] Cunha, R.P., Lombardo, T., Primo, E.N., Franco, A.A., 2020. Artificial Intelligence Investigation of NMC 
Cathode Manufacturing Parameters Interdependencies. Batteries & Supercaps 3 (1), 60–67. 

[13] Duquesnoy, M., Lombardo, T., Chouchane, M., Primo, E.N., Franco, A.A., 2020. Data-driven assessment of 
electrode calendering process by combining experimental results, in silico mesostructures generation and machine 
learning. Journal of Power Sources 480, 229103. 

[14] Turetskyy, A., Wessel, J., Herrmann, C., Thiede, S., 2021. Battery production design using multi-output machine 
learning models. Energy Storage Materials 38, 93–112. 

[15] Schnell, J., Nentwich, C., Endres, F., Kollenda, A., Distel, F., Knoche, T., Reinhart, G., 2019. Data mining in 
lithium-ion battery cell production. Journal of Power Sources 413, 360–366. 

[16] Stock, S., Pohlmann, S., Günter, F.J., Hille, L., Hagemeister, J., Reinhart, G., 2022. Early Quality Classification 
and Prediction of Battery Cycle Life in Production Using Machine Learning. Journal of Energy Storage 50, 
104144. 

[17] Shin, J., Kim, T.-H., Lee, Y., Cho, E., 2020. Key functional groups defining the formation of Si anode solid-
electrolyte interphase towards high energy density Li-ion batteries. Energy Storage Materials 25, 764–781. 

[18] Li, J., Liu, H., Xia, J., Cameron, A.R., Nie, M., Botton, G.A., Dahn, J.R., 2017. The Impact of Electrolyte 
Additives and Upper Cut-off Voltage on the Formation of a Rocksalt Surface Layer in LiNi 0.8 Mn 0.1 Co 0.1 O 
2 Electrodes. J. Electrochem. Soc. 164 (4), A655-A665. 

[19] Günter, F.J., Rössler, S., Schulz, M., Braunwarth, W., Gilles, R., Reinhart, G., 2020. Influence of the Cell Format 
on the Electrolyte Filling Process of Lithium‐Ion Cells. Energy Technol. 8 (2), 1801108. 

[20] Liu, L., Guan, P., Liu, C., 2017. Experimental and Simulation Investigations of Porosity Graded Cathodes in 
Mitigating Battery Degradation of High Voltage Lithium-Ion Batteries. J. Electrochem. Soc. 164 (13), A3163-
A3173. 

[21] Günter, F.J., Burgstaller, C., Konwitschny, F., Reinhart, G., 2019. Influence of the Electrolyte Quantity on 
Lithium-Ion Cells. J. Electrochem. Soc. 166 (10), A1709-A1714. 

[22] Xu, M., Wang, R., Zhao, P., Wang, X., 2019. Fast charging optimization for lithium-ion batteries based on 
dynamic programming algorithm and electrochemical-thermal-capacity fade coupled model. Journal of Power 
Sources 438, 227015. 

[23] Drees, R., Lienesch, F., Kurrat, M., 2021. Fast charging lithium-ion battery formation based on simulations with 
an electrode equivalent circuit model. Journal of Energy Storage 36, 102345. 

[24] Amershi, S., Begel, A., Bird, C., DeLine, R., Gall, H., Kamar, E., Nagappan, N., Nushi, B., Zimmermann, T., 
2019. Software Engineering for Machine Learning: A Case Study, in: 2019 IEEE/ACM 41st International 
Conference on Software Engineering: Software Engineering in Practice (ICSE-SEIP). 2019 IEEE/ACM 41st 
International Conference on Software Engineering: Software Engineering in Practice (ICSE-SEIP), Montreal, 
QC, Canada. 25.05.2019 - 31.05.2019. IEEE, pp. 291–300. 

716



[25] Schröer, C., Kruse, F., Gómez, J.M., 2021. A Systematic Literature Review on Applying CRISP-DM Process 
Model. Procedia Computer Science 181, 526–534. 

[26] Studer, S., Bui, T.B., Drescher, C., Hanuschkin, A., Winkler, L., Peters, S., Müller, K.-R., 2021. Towards CRISP-
ML(Q): A Machine Learning Process Model with Quality Assurance Methodology. MAKE 3 (2), 392–413. 

[27] Kornas, T., Wittmann, D., Daub, R., Meyer, O., Weihs, C., Thiede, S., Herrmann, C., 2020. Multi-Criteria 
Optimization in the Production of Lithium-Ion Batteries. Procedia Manufacturing 43, 720–727. 

[28] Dogan, A., Birant, D., Kut, A., 2019. Multi-Target Regression for Quality Prediction in a Mining Process, in: 2019 
4th International Conference on Computer Science and Engineering (UBMK). 2019 4th International Conference 
on Computer Science and Engineering (UBMK), Samsun, Turkey. 11.09.2019 - 15.09.2019. IEEE, pp. 639–644. 

[29] Tange, R.I., Rasmussen, M.A., Taira, E., Bro, R., 2017. Benchmarking support vector regression against partial 
least squares regression and artificial neural network: Effect of sample size on model performance. Journal of 
Near Infrared Spectroscopy 25 (6), 381–390. 

[30] Gelfusa, M., Murari, A., Malizia, A., Lungaroni, M., Peluso, E., Parracino, S., Talebzadeh, S., Vega, J., Gaudio, 
P., 2015. Advanced signal processing based on support vector regression for lidar applications, in: Image and 
Signal Processing for Remote Sensing XXI. SPIE Remote Sensing, Toulouse, France. Monday 21 September 
2015. SPIE, 96430E. 

 

Biography 

Achim Kampker (*1976) is head of the chair “Production Engineering of E-Mobility Components” (PEM) 
of RWTH Aachen University and known for his co-development of the “StreetScooter” electric vehicle. 
Kampker also acts as member of the executive board of the “Fraunhofer Research Institution for Battery 
Cell Production FFB” in Münster. He is involved in various expert groups of the federal and state 
governments. 

Heiner Hans Heimes (*1983) studied mechanical engineering with a focus on production engineering at 
RWTH Aachen University. From 2015 to 2019, he was head of the Electromobility Laboratory (eLab) of 
RWTH Aachen University and chief engineer of the newly established chair "Production Engineering of E-
Mobility Components" (PEM). Since 2019, Dr.-Ing. Heimes has held the role of executive engineer of the 
PEM facility. 

Benjamin Dorn (*1990) studied industrial engineering with a focus on mechanical engineering at RWTH 
Aachen University. He worked as a research assistant from 2017 and as a group leader from 2020 at the 
PEM of RWTH Aachen in the Electric Drive Production group. Since 2021, he has been part of the institute's 
management as senior engineer of the Production Technologies and Organization division. 

Sarah Wennemar (*1995) studied mechanical engineering and business administration with the focus on 
power engineering at RWTH Aachen University. Since 2020 she has been a research associate and since 
2022 the group lead of the Battery Production Technology Group at the Institute for Production Engineering 
of E-Mobility Components at the RWTH Aachen University.  

717



 

CONFERENCE ON PRODUCTION SYSTEMS AND LOGISTICS 
CPSL 2023 

__________________________________________________________________________________ 
 

DOI: https://doi.org/10.15488/13491 
ISSN: 2701-6277 

 

4th Conference on Production Systems and Logistics 

Demands And Challenges For SME Regarding The Human-Centered 
Implementation Of Innovative Technologies And AI  
Annika Franken, Christine Manthei, Roman Senderek, Volker Stich 

Institute for Industrial Management at the RWTH Aachen University (FIR), Aachen, Germany 

 

Abstract 

Digitization is constantly affecting the working world and is of enormous interest in many fields of science. 
But to what extent are innovative technologies actually being applied in regional SMEs and what are the 
obstacles to their introduction? From a psychological point of view, it is essential to consider the employee’s 
health and the effects of innovative technologies on their everyday work. The aim of using innovative 
technologies should not be to completely replace human labor or to dequalify employees, but to relieve the 
workforce and free up working time for more meaningful activities. One concept that should be included in 
the human-centered design of human-machine interaction in artificial intelligence is the HAI-MMI concept 
[1], which offers starting points for high-quality collaboration at various levels. 

To reduce the gap between science and industry, this paper focuses on the actual demands of SME in the 
Aachen region in Germany referring to a requirements analysis within the research project AKzentE4.0 (N 
= 50 SME) and discusses how appropriate innovative technologies of the Industry 4.0 and AI can be 
implemented and deployed in a human-centered way. Moreover, the establishment of a Human Factors 
Competence Center for Employment in Industry 4.0 is outlined, which is meant to be used for the 
dissemination of research results and should narrow the gap between science and industry in the long run. 

Keywords 

Digitization; Industry 4.0; AI; Human-centered work design; SME 

1. Introduction 

Significant structural changes are taking place in the Aachen region due to the energy transition. The region 
has a unique mix of high technology and production expertise, which is mainly supported by small and 
medium-sized enterprises (SMEs) and prestigious universities. Industry 4.0 technologies and concepts, 
especially AI-based applications, have been used by only a few companies in the region so far. When 
introducing as well as developing these innovative technologies, some companies face obstacles such as 
human-centered introduction and implementation. These obstacles are analysed and addressed in the project 
"AKzentE4.0" (German acronym: Arbeitswissenschaftliches Kompetenzzentrum für Erwerbsarbeit in der 
Industrie 4.0), which is funded by the German Federal Ministry of Education and Research (BMBF). 
Together, multi-professional teams of the consortium develop and test precisely fitting solutions for the 
project-internal SMEs in consortium projects. Other companies across industries should benefit from these 
solutions because the AI-based potential in Germany remains mostly unutilized [2]. Particularly in SMEs, 
the consistent use of Industry 4.0 technologies and concepts is not widespread. For example, in a survey of 
880 specialists and managers, only 7% of the respondents from SMEs and 12.6% of the respondents from 
large companies stated that they used AI in individual cases [3]. In a comparable survey by the Fraunhofer 
Institute for Industrial Engineering [4], only 16% (n = 309) of the industrial and service companies surveyed 
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used a specific AI application. The reasons for this are varied: they range from a lack of AI expertise and 
competence in the company to be able to assess advantages and disadvantages, or a high level of uncertainty 
among employees in dealing with AI, to concerns about job loss or incapacitation due to AI systems.  

Therefore, within the framework of AKzentE4.0, an infrastructure in the form of a mixed reality model 
factory is being established, through which both the exchange of knowledge by means of an open knowledge 
repository for work design and training offers, as well as the exchange between affected companies is being 
promoted. In this way, 4.0 technologies can be experienced in real and virtual terms in a mixed reality model 
factory and the gap between science, technology and industry could be closed a little bit more. In order to 
be internationally competitive, the concepts require not only a high degree of flexibility, but also an 
orientation towards an integrated human-centered work design [5–8],  because despite the advancing 
automation through AI use, humans will be a decisive factor in the factory of the future with their ability to 
think creatively and abstractly [9]. By agreeing on these goals, this research contributes to the human-
oriented as well as participatory design of work designs of the digital transformation together with the 
employees, as demanded by employee representatives [10], and thus to a socially sustainable and at the same 
time economically beneficial design of the digital transformation. On this basis, an analysis was made of 
how innovative Industry 4.0 and AI technologies can be implemented and used in a human-centered way.  

2. Theoretical Background 

In order to approach the object of research, important terminology will be theoretically classified, which will 
subsequently be used for the further work. 

2.1 Innovative technologies 

This paper makes several references to innovative technologies and AI. AI is seen as a form of innovative 
technology. Innovative technology means "new or improved product[s] or process[es] whose technological 
characteristics are significantly different from before" [11]. It is important that the innovation brings 
advantages over the status quo in the company or market. The introduction of these technologies requires 
preparation of the employees as well as the hardware, for example the digitization. Since both the companies 
in the AkzentE4.0 project and the companies throughout Germany require many preparations for the 
introduction, these preliminary stages are also included in this paper in the term innovative technologies. 
One example for such a preliminary stage is the installation of sensors that generate data which an AI can 
use later in the first place. 

2.2 Artificial intelligence (AI) 

Artificial intelligence has emerged as a subfield of computer science and is, at its core, a system that can 
perform certain procedures more or less autonomously. The traditional definition of AI, which is considered 
to be a "simulation of intelligent human thought and action" [12], is not used here because it interprets human 
thinking as absolute intelligence and does not take into account that technology has already been able to 
solve some capabilities in a different way, even partially overtaking human intelligence as a result [12]. This 
research is based on the understanding of Mainzer's [12] working definition, "A system is called intelligent 
if it can solve problems independently and efficiently. The degree of intelligence depends on the degree of 
autonomy, the degree of complexity of the problem, and the degree of efficiency of the problem-solving 
procedure" [12]. There are two kinds of interpretations in the scientific discourse about which goal AI would 
pursue: the "strong AI" pursues the goal to imitate human cognition. The "weak AI" pursues the goal to 
provide a technical solution for application problems in society and economy, in which incomplete 
controllability or incomplete knowledge would be unavoidable [13]. Since AI systems do not control their 
environment, the systems must be able to react flexibly, for example, by evaluating sensor data. Learning 
procedures (machine learning) can be used to optimize the behavior of the AI [13]. 
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2.3 Comparison of previous needs assessments with the present study objectives 

There are numerous surveys that focus on the state of digitization in general or specifically on the use of AI 
in companies. The studies each focus on various aspects and perspectives, which means that there basically 
is an overview of the status in companies. For the most part, it was ascertained what is understood by Industry 
4.0 and what advantages arise from the fourth industrial revolution, furthermore in which areas of the 
company AI has already been introduced or where it is planned and what opportunities and advantages have 
been achieved and are expected as a result. In some cases, the evaluation of the use of AI was considered at 
the organizational or individual level. Furthermore, factors were surveyed that would inhibit or prevent the 
introduction of AI [15–23]. When reviewing these studies, it became clear, that none of them can provide 
sufficient information about regional needs and capabilities. There are various platforms on which best-
practice examples are presented, most of which were created in the direct environment of (model) projects, 
which makes the interaction between projects and companies apparent. It is difficult to apply the individual 
projects to other companies. As a result of AKzentE4.0, therefore, adaptable best practice examples for 
digitization in companies are to be developed and made available in the competence center, which can be 
easily used as role models by other companies. Therefore, innovative technologies will be implemented 
exemplarily at the project partners of AKzentE4.0. Through this universal applicability, a sustainable closing 
of the gap between science and industry is to be achieved and no further simple listing of best practice 
examples is to be generated. For a successful, i.e. both socially sustainable and economically beneficial, 
introduction of AI, the human being has to be put in the center [9]. Thus, the labor science perspective of 
digitization is a dominant factor of the human-centered implementation of digital structures. However, this 
is strongly neglected in most surveys. Instead, the focus is placed primarily on the strategic benefits, such as 
cost reduction and increasing process quality and efficiency, opening up new market and customer segments, 
or agile and flexible management [24]. In the answers to the potentials of digitization or the introduction of 
AI, the relief of employees is considered, but the benefits for a humane work design are mentioned only 
marginally, if at all [18]. On the contrary, the use of AI is even perceived as a burden on work design [23]. 
This study takes up precisely this point and highlights the advantages of introducing AI and digitization, 
which, in addition to the above-mentioned benefits such as increased flexibility or process improvement, 
also pushes the improvement of human-centered work design using the Aachen region as an example. 

2.4 HAI-MMI-Model  

During the introduction of these innovative technologies, the human-oriented design of work is central. The 
working human being with his individual and social relations to the technical elements of the work systems 
is considered [25] in order to reduce stress and to positively increase job satisfaction and performance.  For 
the future-oriented, user-centered design of collaboration and interaction between humans and AI-driven 
systems, criteria have been developed that address the protection of humans, the guarantee of trustworthiness 
of AI, and the creation of supportive working conditions [26].  

 
Figure 1: HAI-MMI model 
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A reflection and design tool for the complementarity between employees and AI is the HAI-MMI 
(Humanizing Men-Machine Interaction Model with AI) model developed by Huchler [1], shown in figure 1. 
This model can be used firs to evaluate concrete situations of collaboration between AI and humans 
regarding the quality of collaboration, and second to evaluate the design criteria of work as well as, in a third 
step, to estimate the consequences at various levels. 

The Quality of MMI on the left side behaves on a scale, which can be seen below the graphic, between the 
two poles of sole dominance of human action and AI-supported full automation of work processes. In the 
middle there is the ideal, high-quality form of cooperation between AI and human. In the extreme poles, a 
lower quality of work occurs, as it can be read from the heading "0". No step-by-step full automation is 
aimed at as the highest form, but rather a complementary form of work that combines the advantages of 
humans with those of AI. On the vertical level, the various situations of "interactive collaboration with 
learning AI systems [emphasis in original]" [1] are presented. The extent to which there is coordination of labor, 
how the division of labor is designed, the extent to which a mutual learning process is present and possible, 
who adapts to whom in the work process, and whose interests are reinforced in the work process are still 
evaluated  [1]. The different qualities of the work forms are outlined as examples for "Coordination" and 
"Learning" in table 1. The illustration is shortened so that the MMI of medium quality (at 0.5) was not shown 
due to space constraints. The complete description can be found in Huchler [1].  

Table 1: Qualities of MMI 

 
The design criteria therefore describe the conditions of human-machine interaction under which a human 
works in an organization. These can be seen in figure 1 above. The individual protection means the protection 
of human health and safety. In addition, it includes data protection and responsible performance recording, 
as well as sensitivity to diversity and thus freedom from discrimination. Trustworthiness means that the data 
is available in high quality and that it can always be explained transparently. This can create system trust 
and responsibility. A supportive work design means having scopes of action that enable learning and the 
experience of rich work. In addition, communication as well as cooperation and the promotion of social 
integration are prerequisites. Reasonable division of labor has the aim to create a work environment full of 
support, adequacy, and relief. In addition, it includes a setting in which mistakes are tolerated and tasks can 
be adapted as well as individualized. [1]. Based on these qualities, various levels can be considered, which 
can be seen on the lower right side of figure 1. With these, the focus is placed on the micro level on the 
impact assessments of the work both on the person and the technology itself as well as on outside persons or 
processes, on the meso level on the organization and on the macro level on the society [1]. 

In the implementation phase of the subprojects of the application companies, the HAI-MMI model provides 
a scientific basis for designing the introduction process of innovative technologies in a human-centered way. 
The following phases must be taken into account and awareness needs to be created in the companies in this 
regard: 1. goal setting and impact assessment, 2. planning and design, 3. preparation and implementation, 4. 
evaluation and adaptation. First, the objective and purpose of the AI system must be determined. For this 
purpose, the modes of operation must be uncovered. A potential analysis and operational impact assessment 
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must be carried out in the company. Based on this, the participations are clarified and the contributors are 
mobilized on the basis of the corporate culture. In the second phase, the design of the human-machine 
interaction must be planned and the transparency of the data usage and the load profiles must be worked out. 
In the third phase, the experimentation phase, participants are qualified for new requirements at an early 
stage and the work organization and upcoming tasks are distributed. In this phase, processes are introduced 
across the board. In the final phase, the processes are reviewed, evaluated and adjusted. The empirical values 
are used for this and other innovation processes [27]. 

3. Method 

To reach as many companies as possible an online survey was conducted in the middle of 2022. The survey 
had the aim to provide an overview of the digitization status of the companies as well as of initial information 
about the expectations and wishes the companies have regarding a regional competence center. Based on the 
preceding analysis, duplications of results were to be avoided, so that this survey explicitly considered the 
economic region of Aachen and especially included human-centered work design. In addition, the survey 
was intended to sensitize companies to the topic of innovative technologies and to arouse their curiosity. 

3.1 Survey and data analysis 

The link to the survey which was conducted via Unipark was distributed through the Chamber of Crafts, the 
VUV-Vereinigte Unternehmerverbände Aachen and especially addressed to the companies from the project 
consortium. The questionnaire consisted of three main parts which were, first, required general information 
about the company, second, questions about the status quo of the company (e.g. regarding the AI ability, 
data quality) and third, wishes and needs that should be addressed in the competence center. Afterwards, 
data were analyzed descriptively via the software SPSS. 

3.2 Sample 

A total of 50 representatives from manufacturing companies took part in the survey. Of these, 31 belonged 
to the craft, 9 to industry, and 10 categorized themselves as other but subsequently allowed themselves to be 
assigned to industry (therefore total n industry = 19). 44% of those companies (n = 22) had between 1 and 9 
employees, 28% of the companies (n = 14) had 10-49 employees, 14% (n = 7) of the companies had 50-249 
employees, 12% of the companies (n = 6) had between 250 and 499 employees, and one company (2%) had 
between 500 and 999 employees. In terms of AI enablement, on average, companies ranked themselves very 
midway between the poles of analogue (0) and autonomous (10) (M = 4.54, SD = 1.99, Range = 0 - 8). The 
range illustrates the need to focus not only on AI, but also to include innovative technologies in general. 

4. Results 

First, the needs of the participating companies were surveyed regarding existing hardware that should be 
used more intensively and digital hardware that should be purchased. Some kinds of innovative technologies 
are available in the companies, particularly in the very basic form of smartphones or tablets, and are to be 
used more intensively. This can be seen in the blue bars in Figure 3. Approximately 60% (n=30) of the 
companies surveyed use these technologies. Moreover, sensors on machines already exist in 18% (n =9) of 
the companies surveyed and are planned to be used in more detail. The green bars represent the planned 
acquisitions of technologies that are not available at all in the company at the moment. Especially the 
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acquisition of data glasses (30%, n=15) as well as AR systems (26%, n=13) and VR systems (22%, n=11) is 
planned.  

 
Figure 2: Usage of and need for innovative technologies 

The introduction of innovative technologies is currently mainly carried out by the companies themselves. 
70% (n = 35) of the respondents state that the introduction takes place in-house. Overall, employees would 
tend to co-operate with this introduction (M = 4.09; SD = 1.5; possible range = 1 - 6) and be actively involved 
(M = 4.18; SD = 1.42; possible range = 1 - 6). The average response to the question of whether further 
training would be offered in the company for the use of these technologies was "tend not to agree". 

The survey asked which offerings companies would like to see for the digital transformation (see figure 3). 
These primarily include qualification offerings (72%, n=36) and networking offerings (62%, n=31)). 54% 
(n=27) each would like to receive an expert advice and a toolbox with various methods. Only 12% (n=6) 
would like to participate in conferences. The low interest in the mixed reality model factory can at least 
partially be explained by a lack of understanding of what is behind the term. This illustrates the importance 
of properly promoting the factory and creating awareness that encourages potential customers to engage with 
the issue. What seems to be most important are interactive exchange formats. What is noticeable about the 
results of the different responses is that the participants in the survey prefer different offerings depending on 
the branch of industry. This shows the need for a broad variety of offerings in the competence center.  

 
Figure 3: Desired offers 

More detailed questions were asked about the desired networking offers. To this end, nine offerings were to 
be ranked in descending order of importance (1 = the most important, 9 = the least important). Overall, the 
offers through which companies with similar cases network with each other were prioritized. These include, 
for example, contact with other companies with the same/similar problems (M = 3.42; SD = 1.95) or 
networking with partner institutions (M = 3.90; SD = 2.61).  
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In addition to looking at the needs regarding the offers of the competence center, the focus was placed on 
the conditions of health as well as occupational safety and the human-centered introduction of the innovative 
technologies, since this has been neglected in previous studies. The question regarding the impact of 
innovative developments on the conditions shows that the respondents assume that especially competence 
and quality requirements of the employees as well as the transparency of work and performance behavior 
would increase with the introduction of innovative technologies (see figure 4). The individual dimensions 
from figure 4 are examined in more detail below, from bottom to top. 

 
Figure 4: Impact of innovative developments 

The effects on labor intensity were examined in more detail. Here, 36% (n = 18) of respondents assume that 
labor intensity will increase with the use of innovative technologies, while 28% (n = 14) expect it to decrease. 
This means that the increase in labor intensity is estimated to be lower than previous studies suggest, such 
as in the Innovation Barometer [23], in which 52% (n = 515) of respondents report an increase in labor 
intensity and only 8% (n = 42) a decrease. The comparison of respondents from the craft and industry shows 
that the effects in the craft were to be assessed as more severe from the respondents' point of view, but 
statistically significant differences could not be determined.  

Regarding the increase or decrease in disruptions and imponderables, 42% (n = 21) of respondents assume 
that the use of innovative technologies will reduce disruptions and imponderables in the work process. This 
is predicted in particular by respondents from industry and other occupational groups (52.6% (n = 10)). In 
the craft, 35,5% (n = 11) expect this. Here, again, the results are contrary to previous findings, according to 
which 42% (n = 416) of the respondents see an increase in disruptions in work processes and only 11% (n = 
109) speak of a reduction [23].  

The transparency of work and performance behavior is assessed in line with the results of previous studies, 
which see a strong increase in the transparency of employees' work and performance behavior due to AI 
[23]. More than half of all respondents to this survey (52% (n = 26)) forecast an increase in the transparency 
of employees' work and performance behavior using innovative technologies, while only 12% (n = 6) 
forecast a decrease using innovative technologies. 

In previous studies, 60% (n = 594) of the respondents expected the scope for decision-making and action to 
decrease. Only 31% (n = 307) would expect the scope for decision-making and action to remain unchanged. 
In the present study, more than half of the respondents (52% (n = 26)) stated that they did not expect any 
changes in employees' scope for decision-making and action as a result of the use of innovative technologies. 
Notable differences in this result emerged regarding occupational groups. While 63.2% (n = 12) of 
respondents from industry and other occupational fields forecast no changes, only 45.2% (n = 14) of 
respondents from the crafts occupational field did. 

The results of this survey regarding expectations of competence and quality requirements are similar to the 
results of previous studies. 60% (n = 30) of the respondents expect competence and quality requirements to 
increase with the use of innovative technologies, and only 6% (n = 3) expect them to decrease. This 
distribution is evident across all subgroups surveyed. 
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The potentials, which could result from the introduction of innovative technologies, regarding the influence 
on healthy working, are estimated rather moderately. Thus, 56% (n = 28) rather or completely agree with 
the support of a better work-life balance through time- and location-flexible working, made possible by 
innovative technologies. Taking over cognitive activities, e.g., filtering information flows using innovative 
technologies, is rated best (M=3.81, SD=1.54). 60% (n = 30) of respondents somewhat or fully agree that 
cognitive relief will occur. 

56% (n = 28) of respondents assume that no physical relief at all or rather no physical relief for employees 
will result from the use of AI. Only 46% (n = 23) assume that the safety of employees will be improved as 
a result of AI taking over dangerous activities. Overall, these findings show that respondents are aware of at 
least some of the potential opportunities and risks of using innovative technologies. 

5. Discussion and outlook 

The results of the literature analysis and survey show a clear need for a Human Factors Competence Center 
for Employment in Industry 4.0 in the Aachen region, which enables companies to introduce innovative 
technologies in an employee-centered way and contributes to the networking of local actors. Through contact 
with regional companies, specific needs became apparent, which will be incorporated into the development 
of the business model. However, the relatively small sample must be mentioned as a limitation of the study 
at this point. For this reason, additional needs assessments and more intensive discussions with potential 
customers of the competence center are planned for the further course of the project. It is also necessary that 
the HAI-MMI model is applied in practice and that this is evaluated in order to highlight the merits and 
practicality of the model. 

In the form of value proposition canvas and business model canvas workshops, a start has already been made 
on setting the guard rails for the strategic orientation of the competence center. In this context, the structures 
of the competence center will be consistently aligned to be able to work on topics of labor research and work 
design relevant for industrial production systems in an agile manner, to build up competencies and to make 
them available for operational practice. The implementation strategy includes elements of infrastructure, 
networking and methods. The infrastructure consists of the mixed reality model factory with distributed 
virtual and real hub locations, whose main function is to draw attention to innovative technologies and arouse 
the enthusiasm of potential customers. This is intended to lower the inhibition threshold for the acquisition 
of innovative technologies as much as possible. In addition, the infrastructure is to include an open 
knowledge repository through which companies can access practically prepared research findings and 
training units on the topic of digitization for various target groups. Above all, networking with other 
companies with similar problems or best practice companies through a regional map with contact 
information, events in regulars' table format and working groups is a central task of the competence center. 
Methods include occupational science evaluation procedures and work design strategies, and companies are 
advised on how to implement them. The overriding goal is to develop the competence center into the central 
point of contact for the topic of work design in the region. 
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Abstract 

Industrial production in the EU, like other sectors of the economy, is obliged to stop producing greenhouse 
gas emissions by 2050. With its Green Deal, the European Union has already set the corresponding 
framework in 2019. To achieve Net Zero in the remaining time, while not endangering one’s own 
competitiveness on a globalized market, a transformation of industrial value creation has to be started already 
today. In terms of energy supply, this means a comprehensive electrification of processes and a switch to 
fully renewable power generation. However, due to a growing share of renewable energy sources, increasing 
volatility can be observed in the European electricity market already. For companies, there are mainly two 
ways to deal with the accompanying increase in average electricity prices. The first is to reduce consumption 
by increasing efficiency, which naturally has its physical limits. Secondly, an increasing volatile electricity 
price makes it possible to take advantage of periods of relatively low prices. To do this, companies must 
identify their energy-intensive processes and design them in such a way as to enable these activities to be 
shifted in time. This article explains the necessary differentiation between labor-intensive and energy-
intensive processes. A general mathematical model for the holistic optimization of discrete industrial 
production is presented. With the help of this MILP model, it is simulated that a flexibilization of energy-
intensive processes with volatile energy prices can help to reduce costs and thus secure competitiveness 
while getting it in line with European climate goals. On the basis of real electricity market data, different 
production scenarios are compared, and it is investigated under which conditions the flexibilization of 
specific processes is worthwhile. 
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1. Introduction 

In 2019 the European Union has declared its Green Deal as the framework for all member states to become 
climate neutral by 2050. While this already has great impact on everyday activities for European companies 
and individuals, likewise, especially the production and manufacturing sector is affected. [1] In terms of 
energy supply, lesser carbon certificates are leading to a higher share of renewables. Increasing energy prices 
are probably to be expected, but certainly the interconnected European energy markets are about to become 
more volatile [2]. Both, increasing energy prices and higher volatility, are traditionally said to interfere with 
economic growth. Companies and individuals similarly will reduce their economic activities once prices 
render them deficient. More energy intensive products will be discontinued first. For manufacturing 
companies, reducing production activity ultimately leads to individual economic decline. [3] Companies of 
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the same sector often apply similar production techniques and processes, for which reason the decline likely 
affects the whole sector. Since the transition away from fossil fuels is not yet driven by shortages in fossil 
supply, companies from other countries, not bound to the European carbon certificate system, could be 
replacing local manufacturing capacity due to lower prices [4]. 

While these effects do not convey a bright look-out for the European manufacturing sector, there are chances 
of recovery even besides political measures. To remain competitive in a globalized market, manufacturing 
companies individually have to reduce the impact of increasing prices and greater volatility. Without doubt, 
the most important countermeasures for many industries are innovation and efficiency. No thoughts have to 
be made around energy, which is no longer needed for a certain output. [5] Besides innovation and efficiency, 
higher volatility also implies chances for those being able to freely distribute manufacturing operations in 
time. Today, energy tariffs often harness time independent pricing. Energy consumers pay suppliers an 
insurance like premium for time independency. Traditionally, industrial energy consumers do not 
incorporate variable energy prices in their planning of manufacturing activities. [6] The premium paid for 
time independence can be saved, once the ability to allocate energy intensive activities to periods of lower 
energy prices is achieved. In that way, utilizing periods of lower prices can contribute to keeping 
manufacturing cost low and to secure competitiveness in situations of global competition. 

This article presents a holistic approach to modelling manufacturing revenue under variable energy prices. 
An overview of related literature and preceding work is given in chapter 2. Chapter 3 is dedicated to the 
differentiation of energy-intensive and labor-intensive manufacturing tasks and processes. The mixed-
integer linear model depicting a generic manufacturing setting is presented in chapter 4. Experiments have 
been carried out to demonstrate the benefits of applying energy cost optimized production planning. The 
respective experiment design is described in chapter 5 and the corresponding results are given in chapter 6. 
Chapter 7 concludes with a discussion of the presented findings and their generalizability. 

2. Related Works 

Production planning and control in discrete manufacturing scenarios essentially results in a multiplicity of 
mathematical optimization problems. Discrete manufacturing, in contrast to process manufacturing, hereby 
creates products manufactured in such a way that they are turned into units. One of the common 
representatives of discrete manufacturing includes mechanical engineering. Particularly in the 
manufacturing industry, the manufacturing of products in discrete units is found, which arise from parts-
related manufacturing and assembly processes. Discrete and process manufacturing both have their very own 
constraints and objectives, leading to two distinct areas of research. The mathematical modelling and 
optimization of both has yet attracted researchers´ attention for some decades. Already in 1979 [7] gave an 
extensive overview on the “rapidly expanding area of deterministic scheduling theory” and dating its origins 
back to the 1950th. For the theory of optimally distributing manufacturing jobs to machining equipment, [7] 
and [8] have categorized the discipline’s problems according to their manufacturing context. Problems in 
which one single machine is required for every job are classified as “Single machine problems” and “Parallel 
machine problems”, depending on the number of machines taken into account. In scenarios where one single 
job needs execution on multiple machines, scheduling problems are called “Open shop, flow shop, and job 
shop problems.” For an open shop scheduling, the machine order is expected to be immaterial, whereas it is 
fixed in flow shop scenarios and of varying order in job shop problems. Ever since the foundation of this 
field of study, researchers are trying to improve existing algorithms and heuristics for known problems and 
to develop new ones for yet untreated problems. 

In more recent years, concerns of manufacturing’s environmental impact have received growing attention 
by scholars. Known problems in the sequencing and scheduling sphere have been adapted to incorporate 
perspectives of energy efficiency and sustainability. [9] For the most fundamental problems of single 
machine scheduling, [10] and [11] worked on the minimization of total energy consumption, tardiness, 
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completion time and total energy usage. More complex optimization problems arise if two machines are put 
in line, which is the flow shop’s simplest form. [12] and [13] discuss the minimization of total energy 
consumption and makespan for such manufacturing scenarios by means of mixed integer linear 
programming. [14] employed the same objectives to the parallel machine scheduling problem, considering 
identical machines running at the same speed. In the identical parallel machine context [15] proposed a 
model for the minimization of total weighted tardiness, total completion time and peak power consumption. 
For unrelated parallel machine setups with differing machine speeds [16] optimized for total tardiness and 
total energy consumption. [17] used mixed integer linear programming total energy consumption and 
makespan minimization. The same is applied by [18] for energy saving by scheduling machines on and off 
states. Many scholars focused on the practice-oriented flow shop problem modelling. For classical flow shop 
problems, [19] minimized peak power requirements together with inventory cost. [20] minimized total 
energy consumption under the perspective of product quality. [21] and [22] considered tardiness and delivery 
penalties together with total energy consumption. Scheduling of machine shutdowns in the flow shop scope 
is discussed by [23]. For the permutation flow shop with equal job orders among all machines [24]–[27] 
minimized total energy consumption together with the total makespan. [24] and [28] worked on the same 
objectives in the context of distributed non-idle permutation flow shops. [29] replaced the permutation flow 
shop makespan objective by total tardiness. [30] added complexity by also taking transportation and setup 
times into account. For flexible flow shop scheduling problem [31] considered peak power consumption. 
[32] minimized completion time and total energy consumption in the same context. [33] included labor cost 
and worker flexibility in their optimization. Peak power, makespan and tardiness are considered by [34], 
whereas [35] changed peak power for total power consumption and tardiness for overall production cost 
objectives. [36] and [37] cover optimization in the light of just makespan and total energy consumption, and 
[38] and [39] replace the makespan objective by total weighted tardiness.  

For classical job shop scheduling problems, [40] took varying power requirements for manufacturing’s initial 
and processing phase into account, under the objective of makespan optimization. [41], [42] and [43] 
optimized both makespan and total energy consumption in the job shop sphere, while [44] aimed for total 
energy consumed only. [45] proposed a two-stage approach, minimizing makespan first and optimizing total 
energy consumption be altering cutting speeds afterwards. [46] chose a two-stage approach as well, 
minimizing tardiness and makespan, while incorporating total energy consumed via a constraint. [47] 
minimized weighted tardiness and total energy consumption through variable machining speeds. [48] 
minimized total energy consumption by dismantling energy consumption to its direct and indirect portions. 
Distributed multi-factory job shops have been dealt with by [49], optimizing makespan and total energy 
consumption as well. For the flexible job shop problem with grouped identical parallel machines [50] 
minimized overall production cost through a mixed integer programming model. [51] used a linear approach 
to minimize total energy consumption in flexible job shop settings. [52] optimized for total energy 
consumption and [53] added a makespan objective. [54] focused on transportation induced flexible job shop 
energy consumption. [55] applied scheduling of machine on/off cycles under the goal of total energy 
consumption and makespan minimization. In contrast to flow shop and job shop problems, open shop 
optimization under the perspective of energy efficiency has not yet received considerable attention by 
scholars. Besides typical machine scheduling problems, some have worked on cellular and reconfigurable 
manufacturing systems. [56] minimized flow time, energy consumption and makespan for cellular 
manufacturing systems. In the context of reconfigurable manufacturing systems, [57] maximized throughput 
while minimizing energy consumption. While most contributions are aiming for the optimization of peak or 
total energy consumption, makespan and tardiness in their respective fields, some authors also include more 
extensive sustainability criteria. [58] optimized for waste reduction and greenhouse gas emissions in cellular 
manufacturing systems. [59] considered material waste in the scope of flexible flow shop systems.  

While energy consumption and efficiency often are at the core of sustainability efforts, energy is mostly 
referred to as electrical power usage. As shown by the collection of publications mentioned above, many 
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authors target peak power reduction or total power consumption, often combined with further objectives. 
Eventually, all energy related dimensions of optimization are aspects of a broader economical perspective 
of business, quantified in units of money. Since energy prices are largely dependent on the time of energy 
consumption in liberalized energy markets [60], researchers have already identified the potential of machine 
scheduling optimization under time of use energy tariffs. 

Even though sustainability issues have already received some attention in the context of scheduling 
manufacturing activities, only few scholars have yet incorporated time of use tariffs in their scheduling 
modelling. For single machine scheduling, [61] and [62] incorporate variable energy prices in their 
optimization. [63] and [64] adapt the approach to scheduling of two machines in line. For identical parallel 
machine scheduling, [65] have optimized for variable energy tariffs, [66] did this for hybrid parallel machine 
scheduling and [67]–[69] for unrelated parallel machines. [70] presented classical flow shop optimization 
under variable energy prices, while [71] and [72] optimized the flexible flow shop problem. More scholars 
have focused on energy prices in various machine scheduling problems, without considering variable market 
prices [9]. 

This contribution aims at integrating the aforementioned perspectives of optimization under the goal of 
highest attainable revenue. The analysis of the existing literature on the integration of variable energy prices 
into operational planning and control shows that there is still a lack of realistic problem formulations. The 
above-mentioned works predominantly present general. The corresponding extension to be able to use 
energy price optimized production planning in specific manufacturing contexts is still pending. In addition 
to the usual restrictions of established operational planning, such as capacities, deadlines and personnel 
availability, additional constraints must be taken into account in the context of energy price-optimized 
planning. These include, in particular, electricity prices and, due to the growing share of renewable energy 
sources, also weather data. Here it is tried to integrate all planning aspects of production in workshop settings 
and for manufacturing of customized industrial goods. The perspectives of demand, availability and cost are 
acknowledged for the planning dimensions of employees, machinery/equipment and energy. Peak energy 
demand is incorporated, while not minimized, but rather limited via a constraint. In terms of business and 
overall cost, the total energy consumption of production activities is of comparatively lower interest in 
contrast to the associated cost. 

3. Labor-intensive vs. energy-intensive processes 

When trying to optimize industrial production along demand, supply, and cost with the goal of maximizing 
overall manufacturing revenue, cost of energy must not be neglected. Time variable energy tariffs offer an 
additional perspective of optimization, since energy intensive operations can be planned for execution in 
periods of comparatively lower prices. In practice, to obtain the possibility of such optimization, all activities 
planned to be executed have to be assessed for their energy demand. Commonly, planners know much about 
which machinery and equipment and how many personnel of which qualification is required for every 
operation’s successful completion. Knowledge on how much energy is consumed over the course of 
operational execution, however, is typically more scarce. 

A first step to remedy this circumstance is a detailed assessment of the equipment being used for every 
recurring operation. By measuring the true energy consumption and its course over time per machine, the 
most vital part for differencing energy-intensive processes from labor-intensive ones is completed. 
Additionally, dismantling the already existent data used for production planning is required to calculate the 
operation related demand of employees. Depending on the operational complexity, the assessment of 
workforce required has a quantitative and qualitative perspective. It is essential to denote the number of 
employees needed for every operation, but also the necessary qualifications employees need to hold 
available. Once assessing energy and workforce demand is accomplished, all operations or tasks, jobs or 
processes can be classified in terms of flexibilization requirements. Flexibilization hereby means the ability 
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to shift operations in time with limited impacted on cost and tardiness risk. Not all operations are required 
to be highly flexible in time. Those of low energy demand can be scheduled with preference for other cost 
factors than energy prices. At the same time, operations of high energy demand and low workforce 
involvement are of high importance for time-dependent flexibilization. A trade-off has to be made for high 
energy operations with high workforce dependencies. While higher flexibility is generally preferable, 
changes to those operations to increase flexibility have to be made under the consideration of a possible 
associated increase in labor cost. 

4. Optimization model 

To tackle the challenges of an integrative and energy cost aware discrete production planning, the following 
mathematical model has been developed to represent all cost factors typically being relevant to scheduling 
in industrial manufacturing. This mixed-integer linear model is set up to optimize scheduling of a set of 
unlinked manufacturing operations !	Î	#. All operations require the availability of certain machinery 	
$	Î	% for their completion. Besides the essential machinery, also workforce demand is considered. Vital 
competencies &	Î	' are defined for every operation. Employee availability is realistically modelled in 
dependence to the course of time, which in turn is sampled in periods (	Î	). Table 1 depicts all sets used for 
modelling manufacturing scenarios. Table 2 lists all the parameters and a short respective description. Table 
3 contains the decision variable formulation, and table 4 shows the actual model. The model is optimized by 
a single maximizing objective function and contains a total of six constraints, including the decision variable 
binary constraint. For the experiments carried out and presented in chapter 5, the model has been 
implemented using the PuLP linear programming API for Python [73]. Calculations have are done using the 
COIN-OR open source branch-and-cut solver Cbc [74].  

Table 1: Model sets 

Set Notation Description 
Machines $	Î	% Every individual machine $ is element of the set of machines %.	
Operations !	Î	# Every individual operation ! is element of the set of all operations #. 
Periods (	Î	) Every individual period ( is element of the set of all periods ). 
Competencies &	Î	' Every individual competence & is element of the set of all 

competencies '. 
 

Table 2: Model parameters 

Parameter  Notation Description 
Energy demand *!" Average number of energy units needed per period by machine type $ 

for operation ! 
Energy cost +# Cost per energy unit in period ( 
Energy capacity ℎ# Maximum number of energy units available per period ( 
Employee demand -!$ Number of employees of competence & needed for operation ! 
Employee cost .$ Cost per employee of competence & per period 
Employee capacity /$# Available number of employees of competence & in period ( 
Machine cost 0" Cost per machine of type $ per period 
Machine capacity 1" Available number of machines of type $ 
Revenue 2! Revenue of operation !, if accepted 
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Table 3: Model decision variable 

Decision variable  Notation Description 
Acceptance of Job 3!"#	Î	{0; 1} Binary decision variable; One if operation ! is executed on 

machine $ and running in period (, zero otherwise 
 

Table 4: Model formulation 

Objective function 
1.  max< < < < (2! − *!" ∗ +# − -!$ ∗ .$ − 0") ∗ 3!"#

$Î%#Î&"Î'!Î(
 

Constraints 

2.  < < 3!"#
#	Î	&"	Î	'

≤ 1 "	!	Î	# 

3.  < 3!"#	
!Î	(

≤ 1 "	$	Î	%	 ∧ 	(	Î	) 

4.  < 3!"#
!Î*

≤ 1" "	$	Î	%	 ∧ 	(	Î	) 

5.  < < 3!"#
"Î'!Î*

∗ -!$ ≤ /$# "	(	Î	) ∧ 	&	Î	' 

6.  < < 3!"#
"Î'!Î*

∗ *!" 	≤ 	 ℎ# "	(	Î	) 

7.  3!"# =	 {0; 1} "	!	Î	#	 ∧ 	$	Î	%	 ∧ 	(	Î	) 

 

The energy demand is represented by parameter *!" and dependent on operation ! and machine $. Energy 
cost denotes as +# and peak energy consumption is limited by the parameter ℎ#, both are subject to period (. 
Employee demand, cost and availability are modelled alike by the parameters -!$, .$ and /$#. All are 
dependent on competence &, demand additionally dependents on operation ! and availability on period (. 
For machines, cost and capacity formalize as parameters 0" and 1" and are naturally dependent on the 
machine $, but independent of their time of use. Since the model aims at maximizing overall revenue from 
production activities, besides all relevant cost factors, revenue obtained from operations has to be taken into 
account. Revenue is depicted as a parameter 2!, with dependence on operation !. 

To determine the highest obtainable revenue, the optimization must decide on which operations are to be 
chosen for manufacturing and during which period every single chosen operation must take place. This is 
done via a single binary decision variable 3!"#. If an operation ! is scheduled for manufacturing on machine 
$ in period (, the decision variable 3!"# becomes one, while being zero otherwise. 

The model’s objective function (formula 1) sums up all cost relevant parameters and deducts them from the 
respective revenue obtainable. Energy cost is multiplied by energy demand and employee demand is 
multiplied by the respective cost. Together with the machine cost parameter, everything is deducted from 
the revenue. This sum is then multiplied by the decision variable 3!"#, which decides on revenue and cost 
realization. The objective function is sensing for maximization of the sum of all revenues and cost. Formula 
2 represents the model’s first constraint, which ensures every operation is being planned for execution not 
more than once by setting the sum over all 3!"# for each operation to be less or equal to one. The second 
constraint (formula 3) ensures no machine is scheduled more than in each period. For that, the sum over all 
3!"# for each machine and period is set to be smaller or equal to one. Constraint three (formula 4) keeps the 
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machine allocation below the capacity available by setting the sum over all 3!"# for each machine and 
period to be smaller or equal to the machine capacity 1". The exceedance of the limits set for employee and 
energy capacity are guaranteed by the constraints four and five (formulas 5 and 6). Constraint four sums up 
the product of the decision variable 3!"# times the employee demand for every period and competence. The 
sum is set not to be greater than the employee capacity per period and competence. Constraint 5 multiplies 
the decision variable 3!"# by the energy demand and sums up all products for every period. This is set to be 
smaller or equal to the energy capacity per period. The last constraint 6 (formula 7) is a binary constraint, 
realistically limiting the solution space by setting the decision variable 3!"# to either zero or one. 

5. Experiment design 

Following the optimization model’s contrivance, its viability is tested by executing numeric experiments 
using the aforementioned Python implementation. Multiple data sets of varying sizes are used to answer two 
questions: Is a mixed-integer linear programming model of this vein solvable for scenarios of realistic sizes, 
and therefore relevant to industry applications? If the model turns out to have executions times low enough 
for business adoption, the second question is whether manufacturing companies can actually benefit from 
including time varying energy prices in their production planning? Eventually, the possibility of calculating 
price optimality does not convince decision makers of its adoption, but the proof of revenue increase might 
do.  

A total of six data sets are optimized. For each, the objective function value or maximized revenue is 
calculated, and a production schedule is created. Since no consistent real manufacturing data has been 
available during the experiments, all manufacturing related numbers are randomized and drawn from ranges 
of estimates, in which the authors confide to be common industry values. However, data on energy prices is 
taken from the German Bundesnetzagentur's electricity market information platform ‘SMARD’ [75] and 
depict the actual course for the first week of 2022. All in all, the experiments optimize randomized average 
production scenarios under real market conditions. The data sets do contain three manufacturing scenarios 
(small, medium, large) of which each is optimized under varying and average energy prices. The course of 
energy prices and their average are shown in figure 1. 

 
Figure 1: German wholesale electricity prices from [75], first week of January 2022, sampled hourly, in €/MWh 

Since problem complexity rises disproportionately with larger data sets, variations in data mainly concern 
the number of machines, employees and operations taken into account. All calculations are reproducible 
using the code published under the associated GitHub repository1. Besides all Python code, the data set 
description and pre-generated data set files are available in structured JSON format. Solutions and scheduling 
tables are provided as well. All code and data are published under the CC BY 4.0 license. 

6. Results 

First and foremost, the experiments described above are showing, that optimizing scheduling in industrial 
manufacturing using freely available open source solver software [74] is possible not only for laboratory 
sized problems, but also for those keeping industrial practitioners busy today. While for mixed-integer linear 
optimization solution times grow exponentially with additional parameters or increased set sizes, readily 

 
1 Repository URL: https://github.com/vincentadomat/CPSL23 
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available hardware2 is capable of deterministically computing optimal results for common problem sizes in 
a matter of seconds or minutes. For the smallest data sets, optimality has been found after only 0.14 seconds 
for average prices and 0.11 seconds variable prices. The largest data sets took 164.41 and 291.6 seconds to 
compute. Therefore, it can assuredly be said that executions times are low enough for business adoption. 

From a business perspective, though, it is more important if optimization actually leads to improved revenue 
from manufacturing activities. Every optimization forecasts the total revenue from the operations scheduled. 
An example scheduling table depicting which operation is to be executed on which machine during which 
period is given by figure 2. 

 
Figure 2: Example scheduling table as output by the Python model implementation, giving the optimal acceptance 

and scheduling of 100 operations over 30 machines for variable prices on 3rd January 2022 from 8 am till 4 pm. 

Only if all operations are performed as scheduled, the revenue forecasted can be realized. Optimizing the 
experiment data sets based on average and varying prices with otherwise identical values has shown only 
little difference in overall revenue obtained. For the medium-sized data set total revenue under average prices 
is forecasted with €177,892.16 and with €178,724.86 for varying prices. Even though the increase of only 
4.66‰ might not lead any decision maker to comprehensively reorganize manufacturing scheduling. At the 
same time, comparing not only total revenue but the scheduling tables also reveals great difference in which 
operations are chosen for manufacturing and for which periods their execution is planned. It can be seen, 
that under varying prices operations involving energy-intensive processes are scheduled towards periods of 
lower prices, while operations with labor-intensive processes are to be executed in periods of higher prices 
and higher workforce availability. Stronger evidence for revenue improvement from energy optimized 
scheduling is expected to be obtained under the use of less uniform and homogeneously distributed values 
in the manufacturing data sets. 

7. Discussion 

Performing industrial-sized manufacturing scheduling by mixed-integer linear programming optimization is 
shown to be viable and can increase overall revenue obtain from such activities. The experiments carried out 
to furnish proof to the initial assumptions have undoubtedly displayed the model’s applicability, even though 
from a retrospective viewpoint the data on which the experiments are founded is believed to be unfit for 
generating persuasive results. On the other hand, the calculations presented for non-varying average prices 

 
2 2020 M1 Apple MacBook Air with 16 GB RAM 
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are based on the arithmetic means and do not include common surpluses charged by energy suppliers. 
Nevertheless, the experiments demonstrate the model’s ability to perform manufacturing scheduling under 
varying electricity prices. In terms of improving industrial manufacturing for adaption to renewable energy 
sources and increasing price volatility, the model presented in chapter 4 is giving an important prospect of 
how scheduling can be adapted. Besides an increase in revenue, the ability to shift manufacturing operations 
opens the opportunity to foster the switch to renewable energy sources even before required by European 
legislation. Flexibilization thereby is the key to enabling more variable schedule configurations. At first, the 
assessment of existing manufacturing processes for their energy-intensity and labor-intensity must be 
fulfilled. The prioritization of highest impact processes when increasing flexibility by removing scheduling 
constraints must follow. 

To put the model presented to beneficial use in real manufacturing scenarios, some essentials are still 
missing. Currently, no technique for forecasting energy prices is discussed or integrated. Hence, an 
optimization can currently only be done retrospectively. According to [76] scholars already have identified 
the need for renewable energy forecasting, but this growing field of research is purposefully excluded from 
the work at hand. In the future, the model will be extended to especially incorporate operational 
dependencies. For many real manufacturing settings, the scheduling of unrelated operations among unrelated 
machines does not describe reality comprehensively and sufficiently. To solve this issue, additional 
constraints and an additional decision variable will be needed, which will render the model to be non-linear 
and thereby more difficult to solve optimally. 
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Abstract 

One of the most critical parameters of logistics processes is to measure the efficiency of delivery of the final 
product to the customer, or last mile processes. Historically, the customer does not care about the processes 
that are carried out before delivering the product, the end customer is interested in the product reaching their 
hands on the promised date. The measurement of the efficiency of the logistics processes transit time is 
necessary to analyse it partially by the different processes and the entities that intervene, from suppliers, 
manufacturing centres, distribution centres, and carriers. The design of the layout to collect the information 
allows statistical analysis to evaluate the performance in each part of the process and the generation of 
algorithms to predict different compartments that can be potentially negative for the fulfilment of the product 
delivery promise times. The current investigation shows the application of statistical models for predicting 
delivery errors and delays in delivery in the last mile process in logistics. 
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1. Introduction 

The last mile process has become one of the most attractive processes for continuous improvement in 
logistics processes. It is thus called the last part of delivering an order to the final customer. Escudero, et al 
said the “one of the biggest challenges faced by e-commerce is to reduce the number of incidents that occur 
in the delivery of goods to the homes of customers” [1]. The journey of the package from the last delivery 
base to the final recipient is considered one of the most expensive parts of the supply chain and it is the most 
difficult to plan [2] 

In 2021 Chen et al. presented an approach to last mile performance evaluation at the parcel level by 
measuring desirable destinations reasonably reachable through accessible transit stations, they analysed 
some areas within Chicago and found out that areas with low last-mile accessibility performance are more 
likely to cluster in communities that have greater economic disadvantages, lower density, and less mixed 
land use, implying spatial inequality and disparity in overall accessibility. This can cause problems in the 
last mile process, hence they proposed an approach to implement interventions with the use of big data to 
improve transit connectivity and to reduce the disparity of transit connectivity and accessibility across 
neighbourhoods. [3] 
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Therefore, it is important to try to minimise the time and the cost of the last mile part of the process of 
delivery. In 2021 Rosendorff, et al. proposed an Artificial intelligence for last-mile logistics to improve 
delivery forecasting. They used data mining techniques to illustrate the complexity and importance of 
preparation of the data as well as the analysis of the information in a theoretical way. [4] 

The last mile process is always affected by the whole process from the moment the client places an order 
until he receives the product at his home or warehouse. Each part of the process must be measured and 
compared to what it should be (duration), each delay will be called a deviation. Each deviation must be 
subject to analysis and study to reduce delivery time. Historically, the process analyst is tempted to focus on 
the last mile processes as the source of the problem when the delivery time in the last mile is compromised 
since the customer order is placed. 

The objective of this analysis is to propose a methodology to measure the possible risks that can affect the 
delivery of the parcels in the last mile process by the simulation of possible scenarios that can be reached 
and adapted by the delivery companies in order to minimise the possible problems that can emerge in the 
last mile process. 

2. Background 

The state of Querétaro currently has 45 industrial parks, most of them located in the Colón area, while in the 
metropolitan area of the city of Queretaro there are approximately 21, the predominant being those installed 
in the municipalities of El Marqués, Colón, and Santa Rosa. 

Querétaro has a great tradition within the industrial sector, especially as a manufacturer of household goods, 
auto parts, the chemical industry, and the food sector. New industry sectors, such as aerospace, logistics, 
contact centres, and information technology, have been developed in recent years. The industrial sector of 
Querétaro contributes 34.5% of the jobs, and the industry offers a total of 153 thousand 337 jobs. 

Querétaro has doubled its population in the last 25 years; this, coupled with its growing real estate and 
industrial activity, has placed Querétaro as a virtual logistics node for the dynamic national economy. [5] 

This is the reason why the analysis of the last mile process and all the risks that affect this part of the process 
was addressed. The growth of the state of Queretaro has generated the need to use data science in logistics 
to minimise costs, minimise delivery times, and analyse the factors that precisely affect the last mile based 
on probabilistic analysis.  

Figure 1 shows a soft system analysis of the main elements of the delivery process for the last mile. In 
Queretaro the components of the final product could be received according to the design of the routes by 
plane, by truck, by train, or by boat. Once that the components are in the manufacturing complex/facility an 
assignment plan must be faced. Together with the city rules and norms, concurrent thinking and prospective 
thinking must be addressed. The final product now should be ready to deliver on time and it is in this part of 
the process where this paper is intended to simulate all the possible problems that can occur.   These problems 
can be road accidents, routes closed for road repairs, traffic at peak hours, and even theft. After the problem 
identification, it's possible to optimise the last mile processes through the application of data science models.  

 

When the final customer receives the product on time, both the client and the company are going to be happy 
and satisfied. On the contrary, if the customer receives the product with delay, there will be a loss of money 
and the credibility of the company will be compromised.  
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Figure 1. Soft systems for last mile 

 

The data science model design is proposed to incorporate system thinking, concurrent and prospective 
thinking, for taking into account regulatory compliance, risks and to select routes, make alterations, and gain 
resilience through modelling iterations. 

For the subsequent development of this research, it is proposed the data analysis of information provided by 
the state of Querétaro and the consideration of furthering mobile distribution Hubs, which would facilitate 
the deliveries of small-sized envelopes and boxes through light transport -bicycles and motorcycles- to avoid 
city traffic.  

3. Statistical Model Proposal 

3.1 First approximation 

The first approximation to minimise the problems that can occur in the last part of the delivery process is 
going to be modelled by the use of some probability distributions. The delay caused by traffic jams can be 
solved using GPS as Feng [6] proposed, hence that problem is not going to be analysed in this paper. The 
Statistical model will include only the problems caused by accidents and theft. 
 
As a first approximation the Pert distribution is proposed since there is no information of the delivery times. 
The opinion of the expert is requested to be able to define the minimum time, the maximum time, and the 
most likely time of the deliveries in the last mile process. 
 
At this point, Statistics helps us model these processes by adding probabilities of occurrence to the problems 
that may arise during the last mile process. According to Traxion [7], For Cargo Mobility and last mile, the 
data are road accidents and thefts in Mexico reported to insurance companies (claims) as follows in Table 1. 
Theft data includes theft of motor units and merchandise.  
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Table 1: Cargo Mobility and Last Mile - Road Accidents and theft in 2021 

 Incidents Travels Percentage 
Cargo Mobility and 
Last Mile - Road 
Accidents 

2,481 340,132 0.7294% 

Cargo Mobility and 
Last Mile - Theft 

48  0.0141% 

 

The probability of road accidents and theft can be integrated through a Binomial distribution. 

								"($) = !!
("−$)!!! &

#(1 − &)!$#								)*+, = , ∗ &																																															(1)	

Where n is 1 and p is the probability given in Table 1 for each case. 

For this case, a Pert distribution can be used for modelling the expected time of delivery, where the minimum 
could be 2 hours, maximum 72 hours, and the most likely value 8 hours. 

It is important to notice that when a theft occurs, the delivery time will be affected, since it could be that the 
theft causes a delay of double of the time for delivery. On the other hand, in cases where an accident occurs, 
the delivery time will be affected by a Pert distribution and the values of minimum, maximum and most 
likely time must be given. 

All these values can be adjusted by an expert in the area and for the particular company in order to have 
better results according to their needs.  

3.2 Simulation 

A simulation was run with the following conditions in order to show the impact of the accidents and theft in 
the delivery times.  

A Pert distribution was used for modelling the expected time of delivery, where the minimum was 2 hours, 
maximum was 72 hours, and the most likely value was 8 hours. For modelling the accidents, the minimum 
was 10 hours, maximum was 72 hours, and the most likely value was 20 hours. (The parameters were given 
by an expert) 

For the parameter of the Binomial distribution, the probability of accident was 5% and the probability of 
theft 0.014%. Figure 2 shows the comparison of the two cases, case 1 is the normal delivery time and case 2 
delivery with delays. 
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Figure 2. Comparison of delivery times 

Although there is not much difference between the two means, it is important to notice that the maximum 
values are pretty different. Furthermore, the probability of delivering in more than 48 hours in the normal 
delivery case is 1.2% while in the delay case is 3.2%. 

 As it was said, this is a scenario that can help the reader to understand the model, but with the information 
of the expert for a specific company applied to the model can provide more accurate information to the 
company. 

 4. Conclusions 

A simulation of the delivery times with the use of the information of an expert as well as the data of road 
accidents and thefts in Mexico reported to insurance companies (claims) was done in order to measure the 
impact in the delivery times that a theft or a car accident can have. It was found that the probability of 
delivering in more than 48 hours in the normal delivery case was 1.2% while in the delay case was 3.2%.  

By incorporating statistical analysis in the logistics system, it is possible to anticipate and take the appropriate 
actions to minimise the problems associated with the last mile. The probability of problems will always exist; 
however, awareness will reduce their impact and minimise the main potential risks in last-mile delivery. 

Another critical factor is knowing the delivery area derived from statistical analysis to find possible alternate 
routes, parking places, or simply putting distribution places closer to the end customer. 

Data science then takes on a significant value because it helps us precisely find the necessary values to 
minimise the probability of delivery delays and find the best access routes that minimise the cost of deliveries 
to the end customer. 

 

Acknowledgements 

The authors acknowledge the technical and financial support of the Writing Lab, Institute for the Future of 
Education, Tecnologico de Monterrey, Mexico, in the production of this work. 

 

746



References 
 

[1]   Escudero-Santana, A.; Muñuzuri, J.; Lorenzo-Espejo, A.; Muñoz-Díaz, M.-L. 2022. Improving E-Commerce    
Distribution through Last-Mile Logistics with Multiple Possibilities of Deliveries Based on Time and Location. 
J. Theor. Appl. Electron. Commer. Res. 17, pp 507–521. https://doi.org/10.3390/ jtaer17020027 

[2]    Hsiao, Y. H., Chen, M. C., Lu, K. Y., & Chin, C. L., 2018. Last-mile distribution planning for fruit-and-vegetable 
cold chains. The International Journal of Logistics Management, 29(3), pp 862:886. 

[3]  Chen, S; Yan, X.; Pan, H.; Deal, B., 2021. Using big data for last mile performance evaluation: An accessibility-
based approach. Elsevier, Travel Behaviour and Society 25, pp 153:163 https://doi.org/10.1016/j.tbs.2021.06.003 

[4] Rosendorff, A.; Hodes, A.; Fabian, B., 2021. Artificial intelligence for last-mile logistics – Procedures and 
architecture. A Publication of the International Institute for Applied Knowledge Management. Online Journal of 
Applied Knowledge Management. Volume 9, Issue 1, pp 46:61. 

[5]  Luna Vázquez, J.A., 2018. Dispersión urbana de las zonas metropolitanas de México, estudio de la zona 
metropolitana de la Ciudad de Querétaro. (Trabajo Fin de Máster Inédito). Universidad de Sevilla, Sevilla. 

[6] Feng, T., & Timmermans, H. J., 2015. Detecting activity type from GPS traces using spatial and temporal 
information. European Journal of Transport and Infrastructure Research, 15(4). 

[7]    Traxion Global, 2021. Informe Integrado 2021. https://traxion.global/assets/assets/II21_ESP.pdf 

[8] Morris, E., 2002. How Data Analytics Can Help Improve Last Mile Logistics. https://datafloq.com/read/how-
data-analytics-can-help-improve-last-mile-logistics/ 

[9] Giuffrida, N.; Fajardo-Calderin, J.; Masegosa, A.D.; Werner, F.; Steudter, M.; Pilla, F., 2022. Optimization and 
Machine Learning Applied to Last-Mile Logistics: A Review; Sustainability, 14 (9):5329.  

[10] Praet, S., Martens, D., 2019. Efficient Parcel Delivery by Predicting Customers’ Locations; Decision Sciences; 
vol 51, issue 5, pp 1202-1231. 

[11] Gabrindo, A.L., 2020. Modelado de un sistema Camión-Remolque para la asignación de bahías de carga y 
descarga a vehículos de reparto en áreas urbanas: Un caso de estudio del Centro Histórico de la Ciudad de 
Querétaro.  

[12] J.J. Méndez Palacios y E. Álvarez Alfaro, 2018. Caracterización de empresas logísticas en la metrópolis de 
Querétaro; Revista NTHE, n 21, pp 28-38. 

[13] Regalao-Noriega, C. J.; Prieto-Pulido, R. A.; Saucedo-Martínez, J. A., 2020. Evaluation of the feasibility of 
implementing 4.0 industry technologies in the Last Mile processes case: Logistic Operators of the Department of 
Atlántico. 15th Iberian Conference on Information Systems and Technologies (CISTI) Seville, Spain, pp 24:27. 

[14]  Sułkowski, Ł.; Kolasinska-Morawska, K.; Brzozowska, M.; Morawski, P.; Schroeder, T, 2022. Last Mile 
Logistics Innovations in the Courier-Express-Parcel Sector Due to the COVID-19 Pandemic. Sustainability, 14, 
8207. https://doi.org/10.3390/su14138207 

[15]  Muñoz-Villamizar, A.; Solano-Charris, E.L.; Reyes-Rubiano, L.; Faulin, J., 2021. Measuring Disruptions in Last-
Mile Delivery Operations. Logistics 2021, 5, 17. https://doi.org/10.3390/logistics5010017 

 

  

747



Biography 

 

Verónica Saavedra Gastélum (*1974) has a bachelor’s degree in actuarial sciences, 
a Master of Science in Statistics, and a Ph D in Engineering. Verónica Saavedra has 
been a professor at Tecnologico de Monterrey since 2001. She is a member of the 
Research and educational innovation team (REIT) at Tecnologico de Monterrey. 

 

 

 

Carlos Alberto Gonzalez (*1970) has been professor of the Industrial Engineering 
Department (IIS) at the Tecnologico de Monterrey since 2003. Prof. Dr.-Ing. Carlos 
Alberto Gonzalez, actually is the leader of the Research and Educational Innovation 
Team R&EIT (2015-2022) and has been a member of the E&PDE International 
Scientific Review Board since 2015. 

 

 

Beatriz Murrieta Cortés (*1972) has been head of Industrial Engineering 
Department (IIS) at the Tecnologico de Monterrey Campus Queretaro since 2008. 
Prof. Dr.-Ing. Beatriz Murrieta is also a member of many academies of technical 
sciences and other scientific societies. 

 

 

 

Lourdes Jazmin Muciño Garcia (*1999) is a student of bachelor’s degree in 
Development and Innovation Engineering at Tecnologico de Monterrey to graduate 
in June 2023. She has been a member of the Research and educational innovation 
team (REIT) for a year. 

 

 

 

 

748



 

CONFERENCE ON PRODUCTION SYSTEMS AND LOGISTICS 
CPSL 2023 

__________________________________________________________________________________ 
 

DOI: https://doi.org/10.15488/13494 
ISSN: 2701-6277 

 

4th Conference on Production Systems and Logistics 

Application-Oriented Method For Determining The Adhesion 
between Insulated Flat Copper Wire And Impregnation Resin 

Achim Kampker1, Heiner Hans Heimes1, Benjamin Norbert Dorn1, Florian Brans1,  
Henrik Christoph Born1 

1Chair of Production Engineering of E-Mobility Components, RWTH Aachen University, Aachen, Germany 

 

Abstract 

In the field of hairpin stator technology, increasing demands are currently being made on the semi-finished 
product of insulated flat copper wire. In particular, the focus is on the electrical requirements against the 
background of increasing voltage levels to 800 V and more. The test procedures described in the standards 
IEC 60317 & 60851 for verifying the properties of insulated flat copper wires only partially map the 
requirements from the point of automotive industry. An example for insufficiently considered properties lays 
in the correlation between wire and insulation resin. In addition to electrical and thermal benefits, 
impregnation helps to mechanically stabilize the winding and protect it from ambient factors. Adhesion 
between the winding and the impregnating resin is a key parameter here but is not considered in material 
pre-selection today. The adhesion of the impregnation resin to the insulated wire is essential to ensure the 
lifetime of electric motors. This paper describes a method for determining the adhesion of the impregnating 
resin to the insulation of the wire. It could be shown that there is a correlation between the material of the 
wire insulation and the impregnating resin in terms of adhesion. Further on the described method can be 
used for an application-oriented specification of insulated copper flat wires to ensure a consistent 
composition of the insulation material. 

 

Keywords 

Hairpin stator technology; Electric motor production; Secondary insulation; Flat copper wire; Impregnation; 
800V; Test procedure; PAI; PEEK 

1. Introduction 

While hairpin stator technology is still in the ramp-up phase, the next wave of product-side optimization is 
already emerging with 800 V technology and the use of SiC-based semiconductors in power electronics. The 
significantly higher voltages - coupled with higher switching frequencies - are accompanied by higher 
requirements for insulation systems along the entire electrical drivetrain. [1,2] These also affect the 
insulation material on insulated copper flat wires in hairpin applications. To meet the increased requirements, 
the hairpin sector is working towards thicker layers, but also more and more towards alternative insulation 
materials. While polyamide-imide (PAI) is the most common material in automotive traction drives, other 
insulation materials such as polyetheretherketone (PEEK) or perfluoroalkoxy polymers (PFA) are also used. 

In the context of the electric motor, wire insulation is also referred to as primary insulation. Secondary 
insulation involves, besides the insulation paper, impregnation of the stator winding. In one of the later 
process steps within the stator production process the wound stator is impregnated by a trickling or dipping 
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process. The impregnation process contains a sub-process in which the stator winding is cast with a liquid 
resin, which hardens under the influence of heat in the second sub-process. [3] The impregnation serves to 
mechanically fix the winding and optimize the insulation and thermal conductivity properties of the 
insulation system by casting the wire gaps. In the process, capillary action causes the liquid resin to penetrate 
and fill the wire gaps in the stator slots. [4] 

By optimizing the properties of the electrical insulation and the thermal conductivity of the stator insulation 
system, impregnation leads to an increase in the service life of the entire stator. A decisive quality feature in 
this context is the filling factor, especially at the bottom of the slot and between the windings. A faulty 
process causes cavities, which can lead to premature stator failure due to the increasing probability of partial 
discharges or electrical breakdowns (cf. Figure 1) [5].  

 
Figure 1: Quality features of impregnated stator windings 

The impregnation resin as the secondary insulation interacts directly with the insulation material on the 
copper flat wire as the primary insulation. To ensure a sufficient fill factor in the spaces between the 
windings, the adhesion between the wire insulation and the resin is also decisive. For long-lasting operation 
of the electric motor, it is also crucial that the resin does not detach from the insulation material due to 
vibrations during operation, as damage in this insulation system can also lead to failure of the drive unit. 

Against this background, the interaction in the form of adhesion between insulated flat copper wire and the 
impregnation resin must be investigated for different material combinations. Up to now, there has been no 
standardized test method for quantifying the adhesion in a reproducible manner. The common standards IEC 
60317 and 60851 for winding wires do not consider this property [6,7]. The test procedure described below 
represents an approach to measuring adhesion between the two insulation materials. In this way, material 
combinations are to be investigated with regard to adhesion, so that the best material combination for wire 
insulation and impregnation resin can be selected. In perspective, the transfer of this method e.g., into a 
material specification as well as for quality control is suitable to ensure application-oriented properties of 
flat copper wires and impregnation resins. 

2. Methodology 

2.1 Experimental setup 

The overall objective is to determine the adhesion between the impregnating resin and the insulation of the 
copper wire. The force with which a cylinder of resin can be pulled off a wire sample represents the central 
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measured variable. With this measurand, differences in the adhesion of the impregnating resin to the 
insulation layer are to be identified and made measurable. 

 
Figure 2: Schematic illustration of the test procedure 

The experimental setup of the test is shown in Figure 2. The wire specimen is coated with impregnation resin 
at one end. In order to clamp the specimen in a tensile testing machine, a sleeve is placed directly against the 
hardened resin. This allows a tensile force to be applied to the resin in a subsequent tensile test. The sleeve 
is made of steel and is clamped in the tensile testing machine. As a result, the cured impregnation resin is 
not affected by shear forces. Since the cured resin is very brittle, there would otherwise be a risk that the 
shear forces would damage it.  

2.2 Preparation of specimen 

The process for producing the specimens is divided into four main steps, which are shown schematically in 
Figure 3. In the first step, a mold is 3D printed which contains the positive shape of the specimen to be cast 
later. For the later demoldability of the parts to be cast, demolding chamfers are provided on the flanks. In 
the second step, this mold is filled with a silicone. Curing of the silicone creates a negative mold, in which 
the actual specimens for the test are cast in the next step. An addition-curing silicone (Wacker Elastosil® 
RT 620 A/B [8]) was used to make the silicone molds. The advantage of this material is that it vulcanizes 
quickly and without shrinkage at room temperature. Meanwhile, vulcanization can be significantly 
accelerated by applying heat. In the context of the production of the silicone molds, vulcanization took place 
at 60 °C in the oven. In order to prevent the 3D printed molds from melting at this temperature, they were 
manufactured using stereolithography, since the material used loses its mechanical properties at significantly 
higher temperatures. It would also be conceivable to manufacture the 3D printed molds using fused filament 
fabrication (FFF), but the silicone can then only vulcanize at room temperature, which is time-consuming. 
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Figure 3: Schematic procedure for the preparation of the specimen 

The 3D printed molds are provided with a small shoulder on the middle cylinder, which exactly corresponds 
to the wire cross-section. This shoulder results in a recess in the silicone mold, which serves to center the 
wire used exactly in the silicone mold during the production of the wire specimen. As a result, new molds 
must be made for each wire cross section used. However, due to the low material costs of the molds, the 
advantages resulting from the possibility of exact centering outweigh dis disadvantage. 

In order to produce several wire specimens simultaneously, a jig was designed and manufactured, which is 
shown in Figure 4. The lower, laser-cut sheet contains cutouts in which the silicone molds can be placed and 
clearly define their position. The upper sheet also has cutouts that correspond exactly to the wire cross-
section. The cutouts in the upper sheet serve both to fix the wires and to center the wire sample in the silicone 
mold. The cutouts in the sheet are exactly above the previously mentioned shoulder in the silicone molds, so 
that the wire is positioned exactly centered and straight in the silicone mold. 

 
Figure 4: Setup for the production of multiple wire samples 

After positioning the wires in the build-up, the silicone molds are filled with impregnation resin. The entire 
assembly is then placed in an oven, for curing of the impregnation resin. The temperature of the oven as well 
as the time for curing depends on the resin used. 
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After the resin has cured in the oven, the specimens are demolded. This is where the advantage of silicone 
becomes apparent. Due to the soft properties of the silicone, it can be separated from the resin with little 
force, so that neither the specimen nor the mold is damaged. The finished specimen is shown in Figure 5. 

 
Figure 5: Finished wire sample with cured resin 

2.3 Execution of tests 

The specimens are clamped on a tensile testing machine as shown in Figure 6. In the starting position, the 
distance between the clamping jaws is 25 mm. The turned sleeve is clamped over its complete length with 
the clamping jaws. For a total specimen length of 90 mm, the length of the clamping of the wire is 40 mm. 

The specimen is pulled at a test speed of 100 mm/min. The test ends as soon as the test force drops, as it can 
be assumed that the impregnating agent detaches from the wire at this point. The maximum measured force 
is noted as the force at which the impregnating agent detaches from the wire and is thus the relevant 
measurand for determining the adhesion between resin and insulated flat copper wire. 

 
Figure 6: Test setup on tensile testing machine 

3. Results and Discussion 

In the following the results of the tests are presented and discussed. The tests were performed with three 
different flat wires. The properties of the flat wires are shown in Table 1. For the impregnation resin, a 
material from the company Elantas© (ELAN-protect® UP142 [9]) was used. This resin is widely used in 
the production of electric motors and hairpin stators. 

Table 1: Characteristics of the flat wires used for the tests 

Name  Dimensions  
[mm x mm] 

Insulation  
thickness [µm] 

Insulation  
material 

PAI 1 4,00 x 1,50 80 PAI 
PAI 2 3,64 x 2,59 100 PAI 
PEEK 3,90 x 1,80 100 PEEK 

Wire Resin
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Resin

Upper clamping jaws

Lower clamping 
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First, the measurement results of the maximum force according to the wire used are shown in a box plot. 
Based on this, the functionality and informative value of the developed test procedure is assessed. 
Subsequently, three force-elongation curves per wire used are compared with each other as examples in 
order to analyze and interpret the measurement results for the individual wire insulation materials. 

For each of the three wires, 15 samples were prepared and examined. The resin of sample 11 of the PAI 1 
wire cracked during the testing process, so the overall test series of this wire contains measurement data of 
14 samples. Figure 7 shows the measured values for each of the three wires tested in a boxplot diagram. For 
the PAI 1 wire, the lowest measured force was 914 N and the highest measured force was 1143 N. The range 
from the lower quartile to the upper quartile spans the range of 983 N to 1088 N. The mean and median are 
very close to each other with 1043 N for the mean and 1037 N for the median. For wire PAI 2, the lowest 
measured force was 630 N, whereas the highest measured value was 1243 N. The lower quartile could be 
measured at 805 N and the upper quartile at 1040 N. The range of the box is thus significantly higher than 
the values of the box of the PAI 1 wire. The mean value with a value of 919 N as well as the median with a 
value of 923 N are also significantly below the values for the PAI 1 wire. The lowest and highest measured 
force for the PEEK wire is 116 N and 277 N, respectively. The lower quartile has a value of 194 N, whereas 
the upper quartile has a measured value of 244 N. The mean and median values are very close to each other 
at 210 N and 203 N. It is striking that the mean value of the PEEK wire is about a factor of 5 smaller than 
the mean values of the two PAI wires. 

 
Figure 7: Display of the measured values in a boxplot diagram 

The measurement results show that there is a significant difference in adhesion between an impregnation 
resin and wire insulations that differ in material. In particular, the adhesion of the PEEK-coated flat wire is 
significantly lower than that of PAI. 

It is also noticeable that the measured values of the PAI 2 wire show a significantly greater scatter compared 
to the PAI 1 wire. This fact suggests that within one wire there may be high differences in the surface 
properties resulting in varying adhesion of the impregnating agent. One potential explanation lies in the 
production process of the enameled flat wire. One possible cause, for example, is that the solvent is not 
uniformly evaporated in the coating process, thus affecting the adhesion properties. 

With regard to the developed test procedure, the high reproducibility of the measurement results shows that 
a valid method for determining adhesion has thus been created. Standard deviations of 62 N (PAI 1), 159 N 
(PAI 2) and 43 N (PEEK) support this statement. 
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Figure 8: Exemplary force-elongation curves of three different wire samples 

The force-elongation curve of one specimen from each of the three test series executed is shown in Figure 
8. When looking at the PAI 1 curve, it is noticeable that the curve initially rises very steeply linearly, and 
the slope drops in the range between 700 N and 800 N. The maximum force at which the resin dissolves is 
1037 N. The falling slope suggests that plastic deformation of the copper wire occurs here. The detachment 
of the resin therefore only occurs as soon as the specimen has left the elastic range. As a result of the plastic 
deformation, a significant reduction in the cross-section of the flat wire can be assumed during the test. 
Against the background outlined, it remains open what influence the reduction of the cross-section has on 
the adhesion of the resin and how this influences the test results. The curve of PAI 2 is also very steep. The 
detachment of the resin occurs here before the wire passes from the region of elastic to the region of plastic 
deformation. The fact that the PAI 1 wire already enters the plastic deformation range during the tensile test 
is also supported by the fact that the average length change at Fmax is 3.56 mm, whereas this is only 1.09 mm 
for PAI 2. For the PEEK specimens, this value amounts to 0.88 mm. However, it should also be considered 
that the cross-section of the PAI 2 copper wire is about 57 % larger than that of the PAI 1 copper wire. 

4. Conclusion 

The choice of the right insulation system for electric motors, consisting of primary and secondary insulation, 
is one of the greatest challenges against the background of increasing voltage levels in electric drivetrains. 
The insulation on the flat copper wire for hairpin stators is the main focus here. To avoid aging effects at 
higher voltage levels, various insulation materials are used. The current trend is mainly towards PAI and 
PEEK as insulation materials. However, when choosing the insulation material, not only the electrical 
properties but also the interactions with the impregnating resin should be considered. In order for the resin 
to fulfill its requirements as secondary insulation, sufficient adhesion between wire insulation and resin is 
necessary. If the resin detaches from the wire insulation during operation due to vibration, cavities are created 
which favor partial discharge effects and thus lead to the failure of the drive unit in the long term. 

Within the scope of this work, a method was developed to test and measure the adhesion between copper 
flat wires with different insulation materials and an impregnating agent. The tests carried out with three 
different insulated copper flat wires showed that the method is very well suited for reproducibly measuring 
the adhesion between resin and wire. It was also shown that there are significant differences in adhesion 
between the impregnating resin and different insulation materials. The adhesion on the insulation material 
PEEK is significantly lower than on PAI. It was also shown that differences in adhesion exist with the same 
insulation material, but from different manufacturers. The reasons for this observation cannot be clearly 
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identified. However, it is reasonable to assume that the wire manufacturing process varies. The process 
parameters in wire production thus have a strong influence on the properties of the insulated flat copper wire, 
which can be observed, for example, in fluctuating adhesion between wire and resin. The extent to which 
these fluctuations influence the properties in operation must be investigated further. 

For future investigations, the measured values obtained must be evaluated in the context of the automotive 
application. So far, there is a lack of investigations that have made the acting forces between insulation 
material and impregnation resin quantifiable. The adhesion requirements, particularly with regard to service 
life tests, must be defined so that different insulation materials and impregnating resins can be evaluated 
with regard to use for automotive electric motors. 
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Abstract 

Customised products force manufacturing systems to operate efficient at batch size one. Automation in 
upstream processes and on shop floor increase productivity. Besides value-adding processes, quality 
management to sustain product quality must be considered regarding automation and consistency from 3D 
model to the execution on shop floor. Computer aided inspection planning addresses the automation of 
measurement operations. The inspection planning starts with a customised 3D model and realises a simple 
execution of the measurement task on shop floor level. A method for implementation of computer-aided 
inspection planning for tactile on-machine inspection will be presented to realise potentials like tool 
deviation and work piece correction based on measurement results. The developed method focuses on 
ensuring automation of computer aided inspection planning and sets up the basis for a self-controlling 
manufacturing system of customised milling parts. A validation was performed at a manufacturing company 
for customised drilling tools and enabled less downtime and rework time for milling machines.  

Keywords 

Computer aided inspection planning; on-machine inspection; automation; CAx 

1. Introduction 

Mass personalisation forces manufacturing companies to face the challenge of producing customised 
products economically of consistent or increased quality [1-3]. In addition to the value-adding process of 
production, quality management is also part of the production process, which must cater to the individuality 
of the products [4]. Production and quality management need to be automated for the sake of high quantities 
despite batch size one in order to ensure economic efficiency [5]. 

1.1 Initial situation 

Quality assessment of products contains various steps of assessment. The production processes is the 
determining factor of product quality. Therefore, the focus will be on the quality of production processes. 
Based on the assumption that manufacturing steps for product manufacturing take place in a CNC machining 
centre. The contours realised by machining vary based on customer requirements [6]. The focus is set on 
milling operation due to the higher complexity of milled geometry compared to turning operation and its 
higher wear compared to 3D printing. Consequently, the objective is the quality assessment of personalised 
milled products down to batch size one. As quality assessment, the result of the performed milling operation 
are in need of evaluation. 

Inspections of milled parts operate within the machine or in a separate measurement work station by the use 
of measurement equipment. At the current state measurement operation are performed in or around the 
machine manually [7]. The worker themselves decides whether the quality is good enough and what kind of 
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steps to rework are necessary. In specific measurement workplaces, automation of measurement task is state 
of the art, but due to the spatial separation of production and measurement, decisions for rework are delayed 
and errors can occur [8].  

1.2 Solution modules 

Cost efficient mass personalisation is in need of automation to reduce cost extensive manual process steps. 
For products with high likelihood of quality issues on-machine Inspection (OMI) is suitable. OMI provides 
the possibility to rework parts in exactly the same clamping situation, because of the measurement equipment 
being connected to the machine control system. Therefore, time for setting up rework is eliminated. Due to 
batch size one of rare occurring repeating parts, automation solutions are still challenging. The challenge is 
to operate inspection for each customer-individualised part at the right location of the part and provide the 
suitable inspection strategy. The scope will be set on tactile OMI via tactile probing. Tactile measurement 
tends to be the most robust way in a milling environment influenced by coolants and lubricants.  

Computer aided inspection planning (CAIP) plans measurement operations based on the CAD-model of 
products. An automation of CAIP is still lacking and done manually when used. CAIP solves worker biased 
quality assessment and reduces machine-programming times for measurement operations. Nevertheless, the 
highest potential exists in automating the planning and the measurement itself. 

This paper focuses on the automation of OMI using CAIP for machining. With the help of OMI, the 
manufactured contours are measured by the tactile measuring probes in the machining centre and thus enable 
the quality assessment of the work piece and the direct conclusion on the production-determining variables. 
Subsequently, existing CAIP approaches will be examined and further developed with regard to OMI and 
fitness for automation. 

2. State of the art 

2.1 On-machine inspection 

OMI is used when advantages result from the fact that the measuring operation takes place in the same 
clamping situation as manufactured. A significant advantage is the possible immediate subsequent correction 
of the work piece based on the measuring operation without the influence of a changed clamping situation. 
The tool correction is based on the result of the machining operation and the performed measurement 
operation afterwards [9]. Furthermore, handling times of the work piece are reduced compared to a 
measurement on a coordinate measuring machine (CMM). This is done at the expense of availability of 
machinery time for value-adding activities [10-11].  

The accuracy and reproducibility of tactile OMI is within the range of the machine tolerances on the installed 
machine tool. Currently, the range of reproducibility for 5-axis turning and milling centres on the market is 
within few µm. Consequently, the reproducibility decreases with increasing machine wear due to machine 
crashes with necessary alignment of the axes. Especially for older machines, the necessary reproducibility 
should be checked before installing OMI [12]. 

In general, OMI is suitable for use with correction-intensive work pieces, as it takes place directly after the 
measuring operation in the same clamping. Tool correction is made by the production result and not only by 
the tool wear, which increases production quality. 

2.2 Computer aided inspection planning 

ElMaraghy et al. describe CAIP as the ability to automatically obtain an inspection plan [13]. The inspection 
plan enables feedback into the design and manufacturing process and provides the basis for handling a large 
number of product features. The focus is on tactile measurement with a coordinate measuring machine and 
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is based on the computer aided design (CAD) model of the component to be measured. The process for CAIP 
(“Fig. 1”) includes feature extraction or construction of elements to be measured. A feature is understood 
here as one or more geometry elements that have a reference to the component or among each other. These 
features are analysed with regard to their use on a CMM and the measurement sequence is subsequently 
planned. After selecting the inspection equipment, the inspection path is planned and simulated in order to 
derive the measurement programme [14].  

Wong et al. define CAIP as a module that recognises geometry features to be measured, plans the 
measurement task, and integrates it into the inspection planning. This process is automated or semi-
automated and can be tolerance- or geometry-driven [15]. 

Zhao et al. summarise the literature on CAIP approaches for coordinate measuring machines and OMI [10]. 
For this purpose, they define CAIP as a system that contains the following modules (“Figure 1”): 

• Selection and sequencing of inspection features, 

• Selection and optimisation of the measuring points, 

• Measurement path planning and measurement programme generation, 

• Execution of the measuring operation 

Sources earlier than the year 2000 almost exclusively address measurement on CMMs. CAIP research for 
OMI therefore builds on these approaches and extends them in the areas of inspection feature extraction and 
measurement path optimisation. However, gaps exist for the interaction of CAIP and manufacturing in the 
context of OMI. The interaction is insufficiently considered. This also applies to the integration of the 
measuring operation into the measuring programme to be executed and the lack of uniform standards 
regarding numerical control (NC) code and CAD format [16]. 

 
Figure 1: a) Process of CAIP by ElMaraghy et al. [13], b) Modules of CAIP by Zhao et al. [10] 

3. Method for implementing computer aided inspection planning for on-machine inspection 

The presented approaches for a CAIP are mostly based on the CMM target system and thus do not consider 
the necessary modules for the application of OMI. Based on the direct interaction of OMI and production on 

CAD Model

Inspection Feature 
Extraction Design by Features

Inspection Features 
Analysis

(Suitability for CMM, Tolerances, 
Accessibility, Datums) 

Inspection Sequence

Probe Selection

Inspection Path 
Planning Verification

and Simulation

Inspection
Generation

a)

Inspection feature selecting 
and sequencing1)

Measuring points/sampling 
selection and optimization2)

Collision-free probing path 
planning and generation 
(including probe probing 
accessibility and orientation)

3)

Inspection execution4)

b)

760



shop floor, the NC programming of the production task must also be taken into account. This includes the 
necessary interfaces to be implemented on the shop floor. The aim is to show a method for implementing a 
tactile OMI that can subsequently be automated (“Figure 2”). 

 
Figure 2: Method for OMI to connect CAIP and manufacturing 

As prerequisite for the developed architecture a 3D-CAD-model need to be available. The geometry to be 
inspected is within a extracted feature. The feature is a geometric shape within the part, which can be 
described by an explicit parameter set, and contains tolerances due to quality requirements. The feature can 
be freely configured in its dimensions and position on the work piece. To reduce complexity it will be 
assumed that all tolerances regarding the size of the feature are given and are not subject to any changes.  

The first step contains the analysis of the CAD-model to derive the feature, its position and size. This is 
important information to evaluate the results of the measurement and address the suitable inspection strategy 
based on the feature and its shape. Based on the feature shape the measurement strategy is defined 
beforehand. For each strategy a generic calculation scheme exists, which calculates the tolerance equivalent 
based on the inspection points to evaluate the quality. The strategy defines the number of inspection points, 
their location within the feature and the start point for each inspection path.  

Besides the 3D-model, the operation planning of the process steps in manufacturing is a major information 
source. Within the CAM-setup and the NC-code the information about the tool, which performs the 
manufacturing operating, and the corresponding operation are stored. This information is needed in order to 
evaluate in which section of the NC-code the inspection operation has to take place and which tool need 
adjustment when failing the quality assessment. Based on the chosen inspection strategy the measurement 
points can be set in the 3D-model to calculate starting points and provide a file with all inspection points to 
be checked and their travels to each other.  

A necessary condition to automate the whole inspection for customer individual parts is to provide a modular 
machine-readable inspection code. The modular structure of the generic NC-code allows using varying 
inspection strategy based on different calculation schemes, varying inspection points and operating with 
varying information about the quality assessment like tolerances and tools. The generic NC-code is written 
in G-code and can be easily scaled and updated regarding the information mentioned. 

Before operating the CNC machining centre, the architecture needs to be set up to supply the machine with 
all created files during CAIP (for example: files containing inspection point). In this stage has to be taken 
care of the enabling inspection on all possible CNC machining centres on shop floor level without creating 
redundancy or differing file versions across machines.  

The last step is the operation on the machine at shop floor level. It is important to provide a feedback of the 
quality assessment to the worker and the quality management department for further use. If the quality 
assessment evaluates a good part, the process is terminated at this point. If on the other hand the quality does 
not fit the expectations, the tool need to be adjusted. Using manual inspection the adjustment process has to 
be iterative. Because of the CAIP process beforehand and automation of the measurement task, the necessary 
adjustment can be calculated and executed by the measurement programme. The adjusted tool will fulfil the 
quality assessment next time being used. Based on the adjusted tool there is the possibility to rework parts 
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directly in the same clamping right after the inspection operation with the adjusted tool. This work piece 
correction will not be objective of the paper and is meant for future research. 

The novelty of this approach is based on the interaction of inspection and manufacturing. The combination 
of manufacturing planning and inspection planning due to its joint execution on shop floor is solved by the 
presented method. Based on this framework a self-controlled manufacturing system is enabled by computer 
aided inspection planning. The results will be presented for each step of the presented method. In the end, 
all results will be put in the overall perspective of automation of inspection planning. 

4. Results 

The method presented in the methodology is now exercised for an example part and the results when 
applying the architecture are presented. Each step of the described architecture in chapter 3 will be executed 
and ways of implementation and existing hurdles are pointed out. The starting point is the CAD model, 
which contains the geometries to be inspected. The sample component is shown in Figure 3, was produced 
with varying features and measured within a project at a tool manufacturing company for customer individual 
tools. At the current state, the customised tools are produced and manually checked in the clamping of the 
milling machine, because of a high likelihood of violating tolerances. Workers decide on their impression 
whether rework is necessary. This actual quality check prevents the manufacturing process to be automated. 
The introduced method enables automation via OMI and reduce preparation time for measuring operation.  

Figure 3: Sample part for execution CAIP for OMI at tool manufacturing company 

The assumption is made that the base body is a cuboid into which subtracting features are placed. The feature 
is a polygon, which can be described by the size of a circle touching all sides of the polygon. The design, 
size and position within the basic body can vary. Thus, a customer-specific component is available.  

Following the method, the first step is to examine the component with regard to the design suitable for 
production. This step is essential in the production environment, since deviations between the digital model 
and the real component will be measured. However, if there is a systematic error due to unequal centricity 
tolerances between tool and part, this will always falsify the measurement result, because of discrepancies 
of digital model and produced part.  

The features are presented in the example part by the milled polygon structures, which can be configured. 
The configuration of the features is represented within the CAD model by parametric design. The parametric 
design enables the features to be adjusted within the parameters and placed anywhere on the part. The 
assumption is made that the size of the feature is the parameter to be inspected and the regarding tolerance 
is always the same for each configuration and known beforehand. Thus, the feature does not need to be 
extracted separately in the process, since the model of the feature is already created by customer specific 
input beforehand. 
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The measurement strategy is based on the fact that each feature size can be described by a circle touching 
the edges of the part surface (Figure 3, right side). Therefore a calculation logic is necessary, which calculates 
the circle radius on basis of inspection points. It is assumed that at least two edges are created by the feature. 
It is possible that more edges exists due to the polygon structure, but this will not interfere with the 
calculation logic. Based on the assumption, two edges can be measured by four inspection points each and 
the position of the edges can be determined by a regression function. Using the two regression lines, the 
angle and intersection between the two edges could be determined. By knowing the angle and the intersection 
point, the radius of the circle could be calculated. The visualisation of the geometry for calculation is shown 
in Figure 3 on the right side. 

Computer Aided Manufacturing (CAM) must identify the process, which will manufacture the feature to 
enable an automated process of inspection and production. It is necessary to obtain the section of NC-code 
where the measurement operation must be inserted. The tool, which performs the machining, could be 
adjusted afterwards, must be known. In the present case of the example part, a machining operation with a 
fixed tool is already attached to the surfaces of the feature. For this reason, the tool is not to be identified 
forcibly in the process and can be taken over directly into the NC-code. The machining steps performed on 
the example part are exclusively to the milling of features, therefore the position in the NC-code for the 
measuring programme is also determined.  

Since the parametric model for the feature is already available, it can be used directly for planning of the 
inspection points. Four points each are placed on two visible edges of the polygon at an equal distance. The 
position of the points results from the length of the visible edge subtracted with a safety distance to the next 
edge. The approach vectors are always orthogonal to the edge from the centre of the feature. Thus, the points 
automatically adjust with each configuration and can subsequently be derived as a spf. file. A spf. file can 
be read and processed directly by the machine control system. 

The probe used is a TC52 from BLUM with application on a CTX Beta with Sinumerik control. The 
inspection programme was developed together with BLUM and has a modular structure. Within the 
inspection programme, the position of the feature is transferred and set as temporary zero point. Based on 
the new zero the inspection points and travels can be extracted from the generated inspection points file and 
are measured by the probe. The machine control processes the measured values and executes the calculation 
on basis of the measured values within the subprogram containing the calculation rules. The result of the 
calculation is returned to the inspection programme. In this case, the calculated circle radius is derived and 
compared with the default values from the corresponding subprogram. The tool number is transferred in case 
of tolerance or meshing limit violation and corrected by the deviation from the target value. Finally, the 
output is a protocol with measurement results and corrections made. The entire structure is shown in Figure 
4 with an example of the measuring point file with 8 measuring points on 2 edges. 

 
Figure 4: Modularity of inspection programme 
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The modular structure enables execution of other measuring tasks, since the measuring points, tolerances 
and calculation logic can be easily exchanged, since they are located in separate subprograms. Preventive 
correction is used for tool adjustment. Preventive correction sets intervention limits depending on the 
tolerances, consequently the tools are corrected in time and scrap material is avoided. These intervention 
limits are also variable and editable in the subprograms of the inspection programme. Based on this solution, 
no work piece correction is needed and provided for the example component.  

Overall, the inspection programme was set up and enabled for the production of the example component. 
Four different components were produced on the CTX Beta, for each a call for the inspection programme 
was integrated in the machining programme. Two features on the components were deliberately 
manufactured too large and two too small. The inspection programme detected the derivation and the 
machine control automatically corrected the corresponding tool. This provides proof of the functionality of 
the mounted method. 

5. Discussion 

The established on-machine inspection at the tool manufacturer is not yet fully automated. Actually, there is 
a break in CAM programming and there is no feature recognition; instead, parametric models are used. These 
offer the advantage of simple and automatic adaptation with customer parameters when a basic similarity of 
the products is given. It also ensure the quality of the digital twin of the product. On the other hand, effort is 
required to create the models and to determine the dimensions to be parameterised in advance. Within the 
implementation of CAIP, the quality of the digital model, which describes the target shape, was a critical 
factor. If the digital model does not have the target shape, a deviating component will be created at shop 
floor level. Therefore, the path via the parametric models is the best choice if the features to be measured 
are available in a high number with a basic similarity that can be described via a manageable number of 
parameters.  

One hurdle for the implementation was the various functional areas involved within the manufacturing 
company. The implementation links the areas of development (parametric modelling), design, CAM 
programming, production and quality. Based on existing implicit knowledge as well as missing interfaces 
and insufficient information flow, it is necessary to remove hurdles, create consistency and take a large 
number of stakeholders into account. On a technical level, skills from design, programming of software 
automation and programming on the machine tool are needed.  

In summary, hurdles have to be overcome in the area of organisation and overarching competence in order 
to connect the areas that are not yet automated and sequentially integrated. Nevertheless, the potential of 
automating a previously performed manual subjective inspection was replaced by an automatically 
controlling inspection process on shop floor. This enabled a reduction in rework and gains in productive 
machine time. The method shows a way to avoid costly measurement preparation for customised tools, which 
can then be successively automated. 

6. Conclusion 

In summary, it can be stated that for tactile measurement with OMI, the CAIP approaches, which are 
primarily designed for the purpose of CMM, cannot solve the implementation satisfactorily. The weakness 
lies primarily in the unconsidered dependencies between CAIP and integration into manufacturing. An 
automatic tool correction based on the measurement results and the integration of OMI into an autonomous 
manufacturing can only be lifted after considering the interface between CAIP and manufacturing. 

The method presented in this paper shows a possibility to design CAIP for tactile OMI for customised milling 
products. The methods requires a customer based CAD model, on which the inspection paths, calculation 
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rules and underlying tolerances are planned. A modular structure of the NC-programme for a tactile probe 
realises the creation of a feature specific inspection programme. The inspection programme evaluates the 
inspection results and adjusts the tool for machining as necessary.  

The method is largely validated based on a tool manufacturer. The validation shows hurdles for 
implementation in the area of interdisciplinary communication and interfaces. Current weaknesses regarding 
the integration of feature recognition and automation of the CAIP approaches also become apparent. These 
will be subject to future research to further develop automation of CAIP. 
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Abstract 

Additive Manufacturing (AM) opens new possibilities for producing complex parts while achieving high 
material efficiency. Besides the technological advantages, AM is considered a key technology for sustainable 
production. A widely used approach to measure the sustainability of a product is the Life Cycle Assessment 
(LCA) by using the impact category of the Global Warming Potential (GWP). The setup of LCA is complex 
and requires a deep understanding of the process. LCAs carried out so far for AM mainly focused on energy 
consumption and the printing process itself. GWP caused by other up and downstream manufacturing steps, 
such as material preparation, has received little attention so far. This requires more comprehensive LCAs, 
increasing the complexity and effort. Therefore, the GWP is often not considered when deciding whether to 
use AM or Conventional Manufacturing (CM) for producing a part in the industry. This work presents a 
simplified method (GWP-method) for comparing AM and CM regarding the GWP by identifying so-called 
hotspots (the most significant production steps in terms of GWP). Based on the identified hotspots, the 
assessment scope was narrowed down, and an Assessment Equation (GWPAE) was developed. The GWPAE 
can then be used for the analysis of produced GWP for other product families and production scenarios for 
the defined process route. The method is demonstrated for an aerospace part as a case study. Finally, the 
deviation of the derived GWPAE is checked by directly comparing the results of the GWP of an LCA for 
another production scenario and lies at 5,9%. 

Keywords 

Life Cycle Assessment; Additive Manufacturing; Global Warming Potential; Hotspots; Sustainability 

 Introduction 

In the past, the manufacturing industry focused mainly on economic mass production. Today, the major 
challenge is to create production systems and supply chains that are not only economically but also 
ecologically sustainable. This leads several industries to focus their efforts on reducing the Global Warming 
Potential (GWP) of production and their products. This already starts with the planning and selection of the 
process route. For the quantification of the GWP of the process route, a Life Cycle Assessment (LCA) is a 
common procedure used in science [1]. However, carrying out an LCA requires detailed information along 
the entire process route and demands high costs and expertise. Hence, it is often not applied in industry, 
leading to decisions regarding manufacturing technology without considering ecological impact [2]. 
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One decision being made in the planning process of production is the decision between Additive 
Manufacturing (AM) and Conventional Manufacturing (CM). Compared to subtractive or forming 
manufacturing of CM, AM builds up the parts by iterative addition of layers [3]. As a result, more complex 
geometries and reduced material use in production can be achieved. Therefore the advantage of AM 
regarding ecological sustainability often lies in material efficiency and its application in the production of 
lightweight parts [4,5]. One of the most widely used AM technologies is the Powder Bed Fusion of metals 
using a laser-based system (PBF-LB/M). In this process, metal powder is melted layer by layer using a 
controlled laser beam movement [6,7]. Since AM is still a young manufacturing method compared to CM 
(the first patents for AM were filed in 1984 [7]), the preparation of an LCA is a particularly complex task 
due to the lack of process knowledge and data [8,4,9]. The process route for PBF-LB/M requires several pre- 
and post-processing steps, such as powder production and separation of the part from the supporting metal 
plate (with the associated loss of material). Those steps and their impacts are often neglected in an assessment 
[10,4]. So, it is not certain for which parts the AM process route is an option with lower GWP compared to 
CM. This work aims to facilitate the selection of parts with less GWP in production through AM. A method 
is presented to derive an assessment equation that facilitates this selection for product families and different 
process scenarios of a defined process route. 

 State of the Art 

The reduction of effort when carrying out an LCA is already a widely discussed topic (see reviews of 
[11,12]). For example, Beemsterboer et al. alone summarized 166 sources in their literature review. For that, 
they used the database of ‘Scopus’ and ‘Web of Science’ and conducted different ways of spelling ‘LCA’ 
with ‘simplification’, ’streamlining’, ’scoping’, and ‘screening’ for the search. Due to the high amounts of 
hits (2653 hits), they decided to exclude abstracts and keywords from the keyword search [11]. Based on 
these sources 5 simplifying logics for LCA were defined. However, these logics still present generic 
solutions for the LCA of products and processes, which apply to a wide range of contexts. The approaches 
for specific production decisions in industry are very broad and still represent a very complex and time-
consuming method. 

The evaluation of the GWP of AM and CM process routes have also been discussed in several papers, such 
as [13–16], and is done by establishing LCAs for both process routes. For PBF-LB/M in particular, the 
results of the comparative LCA analyses deviate strongly [14,17–19,10,20,21]. The reason can be found in 
the difference between the considered process steps, industry sector, and material of a part and defined LCA 
system. Table 1 gives an overview of all comparative LCA analyses for PBF-LB/M with information on 
their modeling and key results. The fact that the results change depending on the industry and the part 
illustrates the complexity of the issue. None of these studies have addressed the question of how to identify 
parts where AM leads to a reduced GWP using a less complex method besides LCA. 

Table 1 Literature review for comparative LCA between CM and AM (using PBF-LB/M). 
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• higher packed build jobs produce less GWP 
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 GWP-method 

The method developed here is used to derive an assessment equation that comparatively quantifies the 
ecological impacts between AM and CM for fixed production routes. On the one hand, the method is 
intended to simplify the production decision between AM and CM regarding the ecological impacts, and on 
the other hand, the derived assessment equation can be used to analyze the process route for different 
production scenarios. Global Warming Potential (GWP) is chosen as the quantified impact category for the 
assessment, which is expressed in units of CO2 equivalent (kg CO2 eq.), so the method is referred to as the 
GWP-method in this paper. The method identifies the hotspots, and the scope is reasonably narrowed without 
significantly weakening the informative value for decision-making. Hotspots are in this work the most 
significant production steps in terms of GWP. To establish an assessment equation that relatively compares 
the GWP of the AM and CM process routes, the hotspots of GWP first be identified for both process routes. 
The assessment equation is called the Global warming Potential Assessment Equation (GWPAE) in this 
work. For the hotspot identification, a reduced approach of an LCA analysis is carried out which performs 
both a horizontal and vertical reduction of the inventory model according to the definition of [11]. Therefore, 
the LCA includes the modules of extraction and production and includes the process steps that differ between 
the production route of AM and CM. So, step 1 is the analysis of the use case and determination of the 
production routes for AM and CM together with the needed input and output sources like electric energy, 
materials, wastes, etc. Afterward, step 2 identifies the different process steps of both process routes. Step 3 
includes the creation of the LCA models for the different process steps for AM and CM. Based on the LCA 
results the GWP hotspots HS were identified in step 4. The last step (step 5) is the establishment of the 
GWPAE that follows the form as shown in equations (1) and (2). 

∆GWP(&'(!" , &'(#") 	= &'(!"(-.!",%) − &'(#"(-.#",%)    (1) 

&'(&' = ∑ 12&',% × -.&',%&',(
&',%)*         (2) 

Parameter Explanation 
∆GWP difference of GWP between AM and CM [kg CO2 eq.] 
%&'!" Amount of GWP of the process route '( 
'( type of process route with '(	*	[,-, /-] 
12!",$ hotspot 3 of process route '( [unit] 

45!",$ emission factor of the hotspot i in the process route '( [kg CO2 eq. per unit] 
3 index  
'(,6 amount of identified hotspots 6 in the process route '( 
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So ∆GWP can be interpreted accordingly: 

• ∆GWP < 0: GWP of the CM is higher than of the AM process route 
• ∆GWP > 0: GWP of the AM is higher than of the CM process route 

Emission Factors EF indicates how much GWP is released when a defined quantity of an energy source or 
material is used and can be looked up in different sources like databases such as Ecoinvent [22] etc. The 
application of the GWP-method through the five described steps is also schematically shown in Figure 1. 

 
Figure 1: Schematic illustration of the GWP-method in the five steps. 

 Case study 

In this work, the GWP-method is presented for an aircraft turbine bearing ring with cooling channels 
(material: M50NiL). The design of the bearing ring differs for the two process routes. The CM design is an 
assembly of two rings for the integration of the cooling system. The AM design can be printed directly as 
one part therefore the AM design allows placing the cooling system closer to the heat generation of the 
turbine. In addition, a weight reduction of 1 kg of the metal alloy can be achieved. More information about 
the use case can be found in [23].  

Application of the GWP-method for the case study  

Steps 1-3 

First, the LCA is set up for the process route. Thus, the LCA aimed to quantify the GWP for the fabrication 
of one bearing ring by AM and CM [25]. Together with the bearing ring manufacturer, the different process 
steps between AM and CM are identified. This includes the process steps for CM forging, piercing, and ring 
milling. For AM the steps of PBF-LB/M, powder atomization, and Hot Isostatic Pressure (HIP) were 
included in the LCA (see Figure 2). Transport by lorry between the location of the bearing ring manufacturer 
and the company that used the bearing ring in the turbine was also considered due to the different part weights 
for AM and CM production. The distance between the companies is 189 km. [26]. Also, a green production 
(argon production with eco-electricity) of the argon is assumed. The bearing ring production took place in 
Germany, so the average energy mix of Germany is set as the energy source. The AM and CM process routes 
were detailed about input and output materials and a system was created for both process routes with primary 
and secondary data. The data used are presented in Table 2 for AM and Table 3 for CM. 
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The LCA follows ISO 14.044 recommendations with the exception that no external critical review of the 
results was carried out by third parties [24]. The impact assessment used the European CML-IA baseline 
from Ecoinvent v3 and the Global Warming Potential (GWP100) is set as the relevant impact category 
regarding the goal and scope of this study [24,22]. To perform the LCA, the data utilized for the AM 
processes were collected from the industrial partner of the manufacture of the bearing ring, and CM data was 
gathered from secondary sources from the literature. The simulations were done with SimaPro software, 
version classroom v.9.1.0.8, and the integrated database Ecoinvent v3 [22]. 

 
Figure 2: LCA model of the AM and CM process route from cradle-to-gate. 

Table 2: Parameter for the AM process route. 

Additive Manufacturing 
Unit process Parameters Value Unit References 

powder atomization 

alloy input 6,45 kg primary source of manufacturer 
powder losses 1,45 kg primary source of manufacturer 
electric energy 18,97 MJ calculated based on [14] 

argon gas (green production) 9,70 kg calculated based on [17] 

PBF-LB/M 

powder 5 kg primary source of manufacturer 
powder losses 3 kg primary source of manufacturer 
electric energy 195,84 MJ calculated based on [27] and [28] 

argon gas (green production) 35 kg calculated based on [29] 
argon gas losses 6,75 kg measured in DAP labs 

Hot Isostatic Pressing 
(HIP) 

material input (bearing ring) 2 kg primary source of manufacturer 
ring output (final bearing ring) 2 kg primary source of manufacturer 

electric energy 3 MJ calculated based on [30] 

argon 3,07 kg calculated based on data from the 
manufacturer 

argon losses 0,15 kg calculated based on data from the 
manufacturer 

Table 3: Parameter for the CM process route. 

Conventional Manufacturing 
Unit process Parameters Value Unit References 

forging 

alloy input 20 kg primary source of manufacturer 
ingot mass loss 6 kg calculated based on [31] 
electric energy 10 MJ calculated based on [32] and [33] 
lubricating oil 0,338 kg calculated based on [33] 

oil/water mix losses 1,64 kg calculated based on [33] 
piercing punched disk input 14 kg calculated based on [31] 
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disk mass loss 0,7 kg calculated based on [31] 
electric energy 0,18 MJ calculated based on [32] and [34] 

ring milling 

rough bearing ring 13,3 kg redundant 
final bearing ring 3 kg primary source of manufacturer 

ring mass loss  10,3 kg redundant 
electric energy 0,21 kJ calculated based on [35] and [36] 

Step 4 

The results from the LCA show that 63,6 kg CO2 eq. are emitted to produce the bearing ring by AM and 
88,8 kg CO2 eq. for the production process by CM. Therefore, the AM bearing ring from cradle-to-gate emits 
25,3 kg CO2 eq. (28,5%) less than the bearing ring produced by means of CM. In the CM route, the influence 
of the extraction of the metal alloy to produce the part is the largest share of the total GWP with 97,9%. 
GWP of AM is mainly caused by the extraction of the used metal alloy of the bearing ring (here M50NiL) 
and the energy consumed by the laser beam for the print process. Thereby, 49% of the GWP is caused by 
the electrical energy consumption for the printing process and 43,9% is prevenient from the material 
extraction of the metal alloy. 5% of the GWP originates from energy consumption during powder 
atomization. The results of the LCA calculation together with an overview of the percentage of GWP of the 
different process steps are shown in Figure 3. 

 
789:;<<	89=>; Origin of GWP Percentage of GWP for AM and CM [%] 

CM GWP of electrical energy 
consumption 

forging 1,90 
other process steps 0,100 

GWP of material 
consumption 

part metal alloy 97,9 
other materials 0,100 

AM GWP of electrical energy 
consumption 

print process 49,0 
powder atomization 5,00 
other process steps 2,00 

GWP of material 
consumption 

part metal alloy 43,9 
other materials 0,100 

Figure 3: LCA results of the cradle-to-gate system of the bearing ring for AM and CM process route. 

The hotspots of GWP for both process routes are in the extraction of the metal alloy 7+,,-.. For the AM 
process route, there is the additional hotspot of the electrical energy required for the print 8/0%12 and powder 
atomization 8/-3450. 

Step 5 

Based on the hotspots identified in Step 4 the following GWPAE can be established analog to equations (1) 
and (2): 

∆GWP(92!" , 92#") 	= &'(!"(-.!",3%&&'( , -.!",5)*+,- , -.!",5)'./0*) − &'(#"(-.#",3%&&'()(3) 

&'(!" = 12!",3%&&'( × -.!",3%&&'( + 12!",5)*+,- × -.!",5)*+,-+	12!",5)'./0* × -.!",5)'./0*  (4) 

&'(#" = 12#",3%&&'( × -.#",3%&&'(           (5) 
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 Results 

Using the derived equation GWPAE (see equation (3)-(5)) the calculated difference of GWP between AM 
and CM amounts ∆GWP(92!" , 92#") = −24,5 kg CO2 eq. Table 4 shows the used values for the 
calculation of the GWPAE. Here is the EF of the metal alloy of AM and CM 12!",3%&&'( =	12#",3%&&'( 
equal because both routes used the same material. Also, the energy mix that was used is equal for the powder 
atomization and print. Therefore 12!",5)*+,- = 12!",5)'./0* is also valid. The difference of GWP between 
AM and CM based on the results of the established LCA amounts ∆GWP = &'(!" − &'(#" =
−25,3 kg CO2 eq. (see step 4 in subsection 4.1). So, the difference between the LCA and GWPAE results is 
less than 3,2%. Also, the GWPAE predicted that AM's process route causes a lower GWP compared to CM. 
It can thus be seen that the differences in GWP of AM and CM can already be mapped with little deviation 
over a few hotspots. In the next section, it is examined whether the derived GWPAE also provides valid 
results for other production scenarios. 

Table 4: Values of the GWPAE for the origin process route of AM and CM. 

Name of the parameter Value Source 
1212,3!""#$ 6,45 kg primary source of manufacturer 
1242,3!""#$ 20 kg primary source of manufacturer 
1212,5%&'() 195,84 MJ calculated based on [27] and [28] 
1212,5%#*+,& 18,97 MJ calculated based on [14] 
4512,3!""#$ =	4542,3!""#$ 4,33 kg CO2 eq./kg EcoinventV3 (for the material M50NiL) 
4512,5%&'() = 4512,5%#*+,& 0,159 kg CO2 eq./MJ EcoinventV3 (for the average energy mix of Germany) 

 GWPAE testing for another production scenario 

For the study, the production scenario investigated whether AM or CM production led to a lower GWP if 
the powder in the build chamber of the PBF-LB/M machine is not reused for the next print. This is a real 
and common scenario in the aerospace industry for some part groups. It is checked if the GWPAE also 
predicted a valid estimation of the difference of GWP between AM and CM for another scenario. For 
checking the GWPAE the LCA for AM and CM of chapter 3 in Steps 1-3 were aligned for the new production 
scenario. So, the GWP of AM and CM are comparable. Therefore, the parameters in Table 2 "Alloy input" 
in the powder atomization process step are increased from 6,45 kg to 22,5 kg and the “electric energy” from 
18,9 MJ to 66,15°MJ. Also, the "Powder losses" in the PBF-LB/M step are increased from 3 kg to 12,5 kg. 
The LCA was carried out again with the newly set values. Figure 4 shows the GWP [kg CO2 eq.] calculated 
by the LCA. 

 
Figure 4: GWP of production scenario without powder recycling. 

The difference of GWP through the LCA is 55,8 kg CO2 eq. Using the derived GWPAE (see equation (3)-
(5)) the calculated difference of GWP between AM and CM amounts ∆GWP(92!" , 92#") =
52,5 kg CO2 eq. and predicts that for the production scenario a lower GWP is caused by CM compared to 
AM. The used values for the calculation through GWPAE are shown in Table 5. 
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Table 5: Values of the GWPAE for the scenario without powder recycling. 

Name of the parameter Value Source 
1212,3!""#$ 22,5 kg primary source of Manufacturer 
1242,3!""#$ 20 kg primary source of Manufacturer 
1212,5%&'() 195,84 MJ calculated based on [27] and [28] 

1212,5%#*+,& 66,15 MJ calculated based on [14] 
4512,3!""#$ =	4542,3!""#$ 4,33 kg CO2 eq./kg EcoinventV3 (for the material M50NiL) 
4512,5%&'() = 4512,5%#*+,& 0,159 kg CO2 eq./MJ EcoinventV3 (for the average energy mix of Germany) 

So, the deviation between the results is 5,9%. This shows that the GWPAE can be used as a tool to estimate 
the GWP difference between AM and CM for different production scenarios if the same process route is 
used. The elaborated GWP-method facilitates the identification of the more favorable manufacturing process 
for a specific part in terms of emission reduction. 

 Summary and outlook 

In this work, a GWP Assessment Equation was introduced via an established GWP-method. The GWP-
method assumes that the GWP of a process route can already be reproduced validly enough by analyzing the 
most relevant steps (hotspots) to make production decisions for parts as of when production led to a lower 
GWP for AM or CM. The GWP-method was demonstrated with the setup of a part from the aerospace 
industry. The identified hotspots for CM were the material extraction of the metal alloy of the part. The 
identified hotspots for AM were the electrical energy consumption for the print and powder atomization and 
the extraction of the metal alloy. Based on the identified hotspots, the GWPAE was then established and 
compared with the LCA results. Also, the GWPAE was tested by setting up a different production scenario. 
It was found that the GWP differences of AM and CM between the LCA calculation results and the GWPAE 
were only between 3 and 6%. The GWPAE can thus be used to comparatively investigate different 
production scenarios in terms of GWP between AM and CM. 

Since the hotspots can change with different process routes, the GWPAE can only be applied to product 
families and production scenarios that are manufactured with the same process route. With a different 
process route, the GWP-method for deriving the new GWPAE would have to be conducted again. In the 
future, further process routes are investigated using LCAs to obtain more knowledge about the variance of 
the hotspots with changes in the process route. Furthermore, it is checked if the hotspots for parts made of 
other materials would be different. The work thus gives a first indication of which GWP-methods can be 
used to make more sustainable production decisions in the future, but further studies are still needed. In the 
long run, the method described here could help industries to select manufacturing technologies for their 
process routes and to predict the inherent GWPs. 
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Abstract 

The cost and performance structure of a factory is determined in factory planning and activated in the 
operation phase with a time delay. Even though the majority of investments result from structural planning, 
the first conceptual and most important step in factory planning, the majority of costs occur during factory 
operation, the longest phase of a factory life cycle. Life cycle-oriented factory planning seeks to anticipate 
operation in order to increase the performance potential and reduce total costs over the entire factory life 
cycle. Experience shows that this can reduce total costs by about one-third, 80% of which are unplanned 
operating costs. Therefore, it is imperative to be aware of possible uncertainties in the course of a factory 
life cycle as a factory planner. Up to now, there has been an inconsistent understanding in this regard. By 
definition, the emphasis has been on long-term change drivers influenced by megatrends due to the strategic 
orientation of factory planning. The current crisis situation illustrates the relevance of an operational view 
on potential short-term uncertainties. The goal of the paper is to analyze the uncertainty over the factory life 
cycle in its entirety and to create a common understanding for factory planning so that life cycle-oriented 
planning and evaluation of factories can be aligned accordingly. 
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1. Introduction 

The meta-goal "profitability of a factory" ensures the success of a company by producing products 
competitively in the long term [1]. Factory planning is responsible for the design of a factory according to 
corporate requirements [2]. It defines the cost structure of a factory and a large proportion of its costs, 
although they do not emerge until the factory is in operation [3]. Factory operation is the longest and hence 
most important life cycle phase of a factory, which can last several decades [4,5]. On the workstation level, 
capital expenditures are known to account for about 25 % of life cycle costs, while operating expenditures 
are associated with 75 %. Therefore, a life cycle-oriented system configuration can reduce total costs by 
about one-third over the lifetime of a machine. In particular, unplanned operating costs are reduced by 80 %. 
[6] If established on factory level, this involves the consideration of increasing uncertainties during factory 
operation. On the one hand, long-term megatrends such as digitization, mass customization or climate change 
are intensifying the effect of change drivers, which repeatedly create new requirements for the factory. On 
the other hand, there are short-term disturbances that can lead to disruptions in operations, which have a 
relevant impact on the profitability of a factory and are difficult to anticipate. [7,8] Instead of permanently 
and reactively adapting the factory to quasi-static conditions, life cycle-oriented factory planning aims for 
proactive planning of the factory life cycle. Operations is considered prospectively during planning, and a 
factory concept is developed from a life cycle-oriented perspective. [9] However, in contrast to capital 
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expenditures, which can be determined at the end of the conceptual factory planning phases at the latest, 
operating expenditures can only be forecasted and are accompanied by the operational uncertainties 
described above. Therefore, the goal of this paper is to establish a clear understanding of uncertainty 
throughout the factory life cycle in order to create the basis for life cycle-oriented factory planning and 
clarification of factory design decisions for coping with uncertainties. 

2. Background and state of research 

2.1 Life Cycle Evaluation 

A life cycle describes typical cyclical patterns of an observed system over time [10]. Based on these patterns, 
the life cycle of technical and socio-technical systems can be divided into several life cycle phases. Life 
cycle models consider either the chronological sequence of life cycle phases, e.g. from the raw material to 
the end-of-life of a product (flow orientation) or the time-dependent state development, e.g. of customer 
demand from the introduction to the phase-out of a product (state orientation) [10,11]. In technical systems 
such as a factory, value is created by combining the production factors equipment, material, energy, 
information and personnel [12]. Therefore, the production system is also called a flow system that converts 
the inputs material, energy and information into products and services [13]. The exchange of flows with the 
ecosphere consequently leads to environmental impacts that can be assessed and visualized with the help of 
life cycle assessment (LCA) [14]. The elementary flows determined in the life cycle inventory are analyzed 
in the impact assessment with regard to their environmental consequences [10]. Monetarily factored 
elementary flows are included in the cost structure of a factory, which can be evaluated holistically using the 
life cycle costing (LCC) method. Life cycle costs are defined as the sum of all expenses required for the 
intended use of a system from acquisition to disposal [15]. A holistic view of life cycle costs supports the 
acquisition of capital goods and long-lived products with high investment costs [16]. The life cycle-oriented 
perspective on the economic and environmental sustainability of a factory is summarized in figure 1: 

 
Figure 1: Performance measurement system for factory life cycle evaluation (following [17]) 

2.2 Factory Life Cycle 

The life cycle approach was first applied to an entire factory system by SCHMENNER [18]. In recent 
publications, the approach has been adopted, and the term "factory as product" is used. Thus, a factory can 
be considered a very complex product with a long life cycle. As a result, the life cycle concept of a product 
can also be applied to a factory [19]. However, the factory consists of diverse factory elements that can be 
assigned to the design fields of technology, space or organization as well as to a hierarchical structure of the 
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factory. The levels of the factory are plant, factory, section and workstation with decreasing level of detail 
[20]. The sustainability of a factory cannot be influenced directly. It is determined indirectly through the 
design of the factory elements within the framework of factory planning [21]. The process of factory 
planning has been described by various authors [22–24,20], which have been combined in VDI Guideline 
5200 [25]. Throughout the planning process, developed planning variants are evaluated, and a preferred 
option is selected for subsequent planning steps or the eventual implementation. An overview of factory 
models and models for life cycle evaluation of factories was given by NIELSEN ET AL. [26] and updated by 
DÉR ET AL. [17]. Several detailed models are available for describing the life cycle of individual factory 
elements. These models address life cycle costs and environmental impacts quantitatively so that they can 
be used for decision-making. Qualitative description models are predominant for the entire factory. The 
qualitative approaches either represent phase models or address abstract qualitative key figures such as the 
utility value shown in Figure 2. 

 
Figure 2: Qualitative model of the factory life cycle, based on [26,27] 

The abstract concept of utility value describes whether the main function of a factory element meets the set 
requirements. Once the required performance cannot be fulfilled, the utility value drops, and the life cycle 
comes to an end. Therefore, it represents the individual life cycle behaviour of a factory element. The factory 
elements interact with each other so that requirements are also mutually placed [9]. Ultimately, however, the 
requirements come from the market, namely the products to be produced [28]. In the past, change and new 
requirements have always accompanied human, social and industrial developments [29]. In this context, 
three main stages of industrial development can be differentiated, which result in a static, dynamic and 
turbulent zone [30]: In the static zone of craftsmanship, it was not mandatory to adapt to economic changes. 
The beginning of the industrial revolution marked the dynamic zone, where strategic market developments 
were easy to predict given their low dynamism. The current globally interlinked information age is 
characterized as a turbulent zone due to the unpredictability of economic, technical and political events. The 
behaviour of the factory environment was first compared to the physical concept of turbulence in the early 
1990s by H.-J. WARNECKE [31]. Here, turbulence describes instabilities of gases and fluids as well as 
cyclonic actions that are difficult to control [32]. In factory planning, the turbulence behaviour of the factory 
environment was derived from its dynamics and complexity. Environment dynamics describe erratic and 
unpredictable changes at an unprecedented speed. The significant increase in environmental complexity 
describes the numerous, strongly linked influencing factors whose interaction is constantly changing [33]. 
HERNÁNDEZ therefore summarizes that due to the given uncertainty, the traditional ability to forecast 
developments is practically non-existent. The risk of misjudgment and misinterpretation exceeds the 
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tolerable level. [29] The term risk is closely related to uncertainty as a lack of knowledge or information that 
makes the occurrence of a future environmental condition or event not predictable with certainty [34]. If 
uncertainty can be described as a state of incomplete information and decision-makers can estimate 
subjective or objective probabilities of occurrence, different environmental states or characteristics of events 
are referred to as risks [35]. Recent crisis situations such as the Covid pandemic or the Ukraine war show 
that these uncertainties are no longer just about change but also about sudden disruptions so that the original 
turbulence characteristics of instability and uncontrollability apply more than ever today. At the same time, 
the efficiency gains sought in the past as well as the increasing complexity of production processes and the 
associated organization are contributing to the increasing vulnerability of factories [36,37]. 50% of all 
companies surveyed rank operational disruptions as the most serious business risk [38]. Earlier legalities are 
at least temporarily suspended, and stability of operations cannot be assumed. Due to the increased 
occurrence of unpredictable, disruptive events, the factory system sometimes rarely reaches a steady state. 
Therefore, life cycle-oriented factory planning must prepare the factory not only for medium- to long-term 
changes but also for short-term disruptions in the future. 

2.3 Life cycle-oriented factory planning 

The inherent uncertainties in both the factory and the factory environment mean that continuous 
reorganization of the factory is necessary [20]. Instead of permanently and reactively adapting the factory to 
quasi-static conditions, life cycle-oriented factory planning aims for proactive planning of the factory. 
Factory operation is anticipated and a factory configuration is developed and selected whose life cycle costs 
are minimal [9]. A final evaluation of the economic efficiency of the planned factory configuration can only 
be made by considering the factory life cycle. Any efforts to prepare the factory for turbulence will only pay 
off in the event of need. However, the occurrence of the event remains an uncertain variable. The higher the 
number and intensity of possible turbulences in the course of the factory life cycle, the faster the break-even 
point of additional expenditures is reached. Therefore, it is essential that life cycle-oriented factory planning 
takes into account both short-term as well as medium- to long-term uncertainties when planning and 
evaluating a factory configuration. Against this background, existing approaches are examined regarding 
their consideration of uncertainties over the factory life cycle. 

Due to the historical development of the understanding of turbulence, there are many approaches in the field 
of factory planning that deal with uncertainties in the form of possible changes over the factory life cycle 
and the resulting new requirements for the factory. HERNÁNDEZ uses scenario management to determine the 
need for change [29]. KLEMKE aims to simplify existing approaches of transformability and examines change 
drivers in more detail [39]. Other approaches focus in particular on the product as a significant change driver 
in the form of quantity developments [40,41] or new product variants [42–44]. Short-term uncertainties with 
a disruptive effect on factory operations are anticipated by only a few approaches in factory planning. 
Usually, the focus is on demand fluctuations (as opposed to demand trends related to medium- to long-term 
uncertainties) and associated capacity requirements [45,46]. PEUKERT and KNÜPPEL are the only ones to 
consider disruptions holistically from a strategic perspective, with KNÜPPEL focusing on improving system 
understanding through system dynamics modelling of the cause-effect relationships of disturbance variables 
in complex factory systems [37] and PEUKERT considering the factory merely as a network element of a 
production network. Her approach is based on a catalogue of disruptions from the production and logistics 
point of view, whose effects are evaluated for strategic network design [47]. 

Currently, there is no approach in factory planning that considers the entire uncertainty spectrum over the 
factory life cycle. In particular, the effects of short-term disruptive events are only investigated to a limited 
extent. There is a lack of an adequate quantitative approach to evaluate the interactions of a factory with its 
turbulent effects. A dynamic consideration of randomness in terms of disturbances and change drivers is 
non-existent. Therefore, a literature review is conducted next in order to analyze uncertainty over the factory 
life cycle so that a basis for differentiation is established. 
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3. Literature Review 

3.1 Overview 

Accidents, probability and possibility are historically the first terms associated with uncertainty, dating back 
to Aristotle [8]. Uncertainty is omnipresent in a socio-technical system and variability is inevitable during 
the production of products, which is why MORSE ET AL. conducted an extensive literature review on 
uncertainty throughout the product life cycle [48]: According to THUNNISSEN, aleatory and epidemistic 
uncertainties form a basic distinction [49]. Aleatory uncertainty is the inherent variation or variability in a 
physical system and its environment that cannot be reduced. Epidemistic uncertainty means total 
unawareness about some constituent elements of the system or environment. ENGELHART ET AL. also refer 
to aleatory uncertainty as stochastic in terms of the probability and spread of an event and epidemistic 
uncertainty as unknown in terms of lack of knowledge about an event, effect, or behavior of a system. 
Estimated uncertainty involves both classifications because the effect is known, but the probability of the 
event is only partially quantifiable [50]. 

Economic decision theory [51] differentiates between a decision under certainty and a decision under 
uncertainty in terms of the completeness of the information. If probabilities for uncertainty are known, it is 
a decision under risk, otherwise it is a decision under incertitude. In many cases, risk is considered to be 
value-neutral, so both negative deviations in terms of loss possibilities (danger) and positive deviations of 
an expected outcome in terms of profit possibilities (opportunity) are included [52]. The subdivision of 
decisions under uncertainty can be traced back to KNIGHT, who attributes incertitude to one-time decisions 
that do not occur again [35]. In the field of order management for planning and controlling factory operations, 
uncertainties are also called turbulence drivers, which result in possible triggers for turbulence [53]. For 
planning, plan adjustments, fluctuations and variances are relevant because mean key figure values then 
become insignificant for values of individual orders. Unexpected deviations are relevant for controlling 
because they jeopardize the fulfilment of promised dates and thus the adherence to the planned schedule. 
Uncertainties can trigger certain events or environmental conditions [8]. In the literature on economics, they 
include the possibility of a deviation in target achievement and are called risk if it can be identified, analyzed, 
managed and controlled [8,54]. In this regard, WINCH AND MAYTORENA have elaborated four pairs of terms 
in a cognitive approach for project management [55]: 

- Known knowns: Cognitive state of risk for which the source can be identified, and a probability 
distribution applied. 

- Unknown knowns: Cognitive state of risk for which the source can be identified and a probability 
distribution applied, but the information is not accessible. 

- Known unknowns: Cognitive state of incertitude for which the source can be identified, but a 
probability distribution cannot be applied to determine the probability of a risk event. 

- Unknown unknowns: Cognitive state of incertitude for which the source of risk cannot be identified 
and, therefore, the probabilities cannot be applied. 

IVANOV extends that the occurrence of an event can also be described non-stochastically. Instead of aleatory 
variables with known distributions, fuzzy descriptions can be used [8]. The events and environmental 
conditions will be considered in more detail below as disturbances and change drivers. 

3.2 Disturbances 

Disturbances refer to specific individual events in factory operations that cause an unplanned impairment or 
deviation from the desired system state or process flow [56]. They can be distinguished by system 
boundaries, the place of occurrence, their duration or their frequency of occurrence [47]. The occurrence of 
an event (disturbance cause) is also referred to as a disturbance variable, which has a random and uncertain 
effect on a factory and can result in an undesirable effect (disturbance effect) [57]. In order management, 

782



events with a disturbing effect are called turbulence seeds, which are caused by the impact of the explained 
turbulence drivers on the three essential process steps procurement, production and delivery and resulting in 
possible triggers for turbulence. The morphology of the turbulence seeds shows that time, date and quantity 
changes apply predominantly to procurement and delivery, while in production, rather changes in the order 
mix and the availability of the production resources cause turbulences.[58] Disturbances represent causal 
cause-effect chains, which in practice are often multi-level situations [59]. By affecting factory elements and 
processes, disturbances can lead to business disruptions, depending on how vulnerable or sensitive the 
factory is to disturbances [8]. They have a negative impact on the performance of a factory, which means 
that the overall targets time, cost and quality can be missed [56,37]. In order management, such an 
operational disruption is regarded as full turbulence, in which the current actual values of relevant 
characteristic key figures deviate significantly from their mean value. A tolerance derived from different 
requirements defines the permissible deviation from the target value, which according to H.-H. WIENDAHL 
is subjectively defined and objectively strained:[58] 

- Objective turbulence represents an unexpectedly occurred deviation beyond the planned tolerance 
so that the assumptions made in the planning for the future have failed in their predictability. In 
contrast to predictable and weak deviations, sudden and strong deviations cause turbulence and, 
thus, uncertainty within the planning horizon [60] 

- Subjective turbulence describes an expected deviation due to a turbulence seed, whose relevance is 
to be evaluated during planning in order to provide sufficient tolerance for the actual occurrence and 
thus prevent deviations from the plan. 

Disturbances or turbulence seeds are, therefore, either known and predictable or unknown and unpredictable. 
The known events can be modelled with deterministic or stochastic methods, and their disturbance effect 
can be estimated [57]. Here, the objective view describes the market requirements and determines the 
theoretically necessary factory configuration. The subjective aspect evaluates the capabilities compared to 
the requirements and determines the practically realized factory configuration. For example, the greater the 
volume fluctuations compared to the available volume flexibility, the higher the turbulence. Significant 
deviations from the idealized flow pattern of the factory result and the lead time of individual orders varies 
enormously. In the case of full turbulence, the requirements can no longer be met due to the variability of 
the turbulence drivers. The planning in the classical sense loses its task, and operations cannot be maintained 
permanently or only with high effort, leading to an operational disruption. [61] 

3.3 Change Drivers 

Change drivers influence the basic conditions of a factory, place new requirements and thus lead to a strategic 
need for change [62]. They influence and determine the required values of the change dimensions cost, time 
and quality as essential production indicators as well as the required quantity and product variants, that must 
be met for competitive factory operations [39]. Change dimensions are also referred to as receptors, as they 
represent receiving devices of a system that is sensitive to specific stimuli, which is then passed on: A change 
in the dimensions by change drivers leads to a need for change in a factory. Some drivers have a direct 
influence on the factory and its elements. [63] Following KLEMKE, a distinction can thus be made between 
target drivers as well as process and element drivers [39]: 

- Target drivers influence the change dimensions and thus place new requirements on the factory. If 
the changed target values of a dimension cannot be met, a factory adjustment is necessary. 

- Process and element drivers have an influence on the basic conditions of a factory. When the 
drivers occur, specific elements of the factory must be adapted to the changed conditions, which in 
turn can have a negative impact on the target values of all dimensions. 

Due to the unpredictable environment, it is difficult to predict which adjustments will be necessary in the 
future [1]. However, in contrast to disturbances, a predictive ability is assumed in general. That is why 
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KLEMKE excludes uncertainties which cannot be predicted with approximate accuracy even by technical 
experts (e.g. natural disasters) [39]. The forecasting ability results from the influence of megatrends, which 
represent long-term developments with great relevance from an economic, political and social perspective. 
Due to the influences of megatrends, the environment of manufacturing companies is constantly changing 
[64]. Change drivers are also referred to as the impact of megatrends on the factory environment [39]. This 
in turn results in complex cause-effect relationships between megatrends, change drivers and the factory 
[62]. The interactions between megatrends, depending on their geographic manifestation, determine the 
probability and extent of change drivers [65]. They can affect factories internally, i.e. from within a company, 
or externally, i.e. from the environment of a company. The factory elements affected by the change are 
themselves in a complex multi-level network with dynamic feedback [62]. Change drivers are therefore 
medium- to long-term uncertainties that are generally known and predictable. 

4. Differentiation Of Uncertainty Over The Factory Life Cycle 

Using insights gained from the literature review, the short-term disturbances are to be consistently 
differentiated from the medium- to long-term change drivers in the following. Hereby, a theoretical basis for 
the alignment of life cycle-oriented factory planning is provided. Due to the increased inclusion of operations 
during the conceptual design of a factory in life cycle-oriented factory planning, it is particularly important 
to focus more strongly on possible disturbances and potentially associated operational disruptions, which 
have a high relevance in the current time. Stress tests of design variants are carried out in order to select the 
variant that can cope best with uncertainty during factory operations. For this purpose, the term uncertainty 
is divided into risk and incertitude in the context of a factory life cycle (see Figure 3). 

 
Figure 3: Differentiation of uncertainty over the factory life cycle 

Incertitude results from epidemic uncertainty with no knowledge of the origin, probability of occurrence, or 
possible effect (known/unknown unknowns). It is an unforeseen deviation from an outcome. Accordingly, 
a subjective evaluation can only be made without the expertise or experience that is actually required. In 
contrast, a risk results from aleatory uncertainty, for which knowledge is available about the probability and 
distribution of variation in a system and its environment (known/unknown knowns). In most practical 
planning situations, objective probabilities do not exist [51]. Subjective probabilities incorporate the 
experience and intuition of a factory planner. Therefore, incertitudes are also handled as a risk in real 
planning situations, using assumptions nevertheless. Otherwise, incertitude would remain completely 
unconsidered in factory planning. 

Risks describe the possible occurrence of different environmental conditions or events as a state of 
incomplete information, which can lead to a deviation between the target and actual values in controlling. If 
risks actually occur, a distinction is made between change drivers and disturbances. Change drivers can lead 
to both a positive (opportunity) and negative (danger) deviation. As an environmental condition, they cannot 
be influenced by factory planning, but they determine the outcome of a decision. In contrast, disturbances 
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refer to events affecting individual factory elements that may lead to missed targets. Given their origin in 
aleatory uncertainty, they are usually known and predictable. As long as a factory is not in a steady state, 
they are deterministic or predetermined. In the case of reasonably stable processes, they are stochastic or 
random. 

Disturbances can have an immediate effect on the actual values and thus on the current target achievement 
of factory operation or cause short-term changes in target values. Without further measures, they can lead to 
operational disruption, depending on the vulnerability of a factory. Based on the turbulence classes of order 
management, turbulence gradually arises [66]. In the case of weak turbulence, individual disturbances affect 
the primary movement of the material flow within a section. The lead time of individual orders deviates 
significantly and a high level of control effort is required to maintain the flow. Full turbulence affects the 
entire factory. There is no continuous material flow, which is overlapped by disturbances and can break off 
leading to a disruption. If incertitude suddenly occurs as an unknown or objectively unpredictable event, it 
can directly trigger an operational disruption. The event is unexpected, the effect can usually not be absorbed 
economically so that an unprepared factory is threatened with chaos. The material flow breaks off 
immediately. In contrast, change drivers do not have a disruptive effect and thus have no direct influence on 
the current processes in factory operation. At the most, they can facilitate the occurrence of disturbances 
through a change in system state (e.g. ageing behaviour). Instead, they result in new restrictions, potentials 
for the actual values or requirements for target achievement as new medium- to long-term target values. This 
prevailing disparity is balanced by implemented changes that ultimately transform operations and adapt 
processes to new conditions. Change drivers explicitly refer to future environmental conditions after factory 
planning is completed. During a factory planning project, uncertainties in environmental conditions are 
referred to as planning risks. These are assumptions about parameters that are detailed and confirmed during 
the planning process [67]. Such assumptions pose a risk to the target achievement of a factory configuration. 

Life cycle-oriented factory planning therefore combines the preliminary considerations on turbulence from 
classic factory planning and order management in order to prepare the factory in the best possible way for 
any kind of uncertainty over the factory life cycle. Factory configurations must be designed differently, 
depending on whether medium- to long-term changes in environmental conditions (change drivers) or short-
term operational disturbances (disruptions) are expected. Ideally, a life cycle-oriented factory configuration 
manages to maintain target achievement despite the upcoming uncertainties. If target achievement is 
permanently impaired by disturbances or if the capability of a factory configuration to achieve a target value 
is insufficient due to a change driver, the current factory life cycle comes to an end and a new factory 
planning project must be initiated. 

5. Discussion and outlook 

In summary, future challenges in factory operation can be anticipated based on the developed differentiation 
of uncertainty. It forms a useful basis for considering the unavoidable uncertainties in life cycle-oriented 
factory planning. Nowadays, factory planners have to become more aware of possible disruptions and thus 
of the entire factory operation in addition to possible change drivers. Consideration must be given to whether 
the capacities and capabilities provided in a factory configuration are sufficient and effective enough for the 
uncertainties to be expected during factory operation. Future research is needed to make the uncertainties 
identified in this paper assessable as part of a factory life cycle model in order to be able to select factory 
planning measures and determine their scope of action depending on the evaluated effect of the uncertainties. 
This involves a prognosis model in a suitable level of detail, which simulates the temporal behaviour of a 
factory after the occurrence of uncertainty. Furthermore, explicit design principles based on the strategies of 
risk management are to be developed in the future for the sophisticated handling of uncertainties. 
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Abstract 

With the aim of enabling better utilization of renewable power and reducing the environmental impact of 
industrial sites, we propose an approach for implementing electric demand response. Cleaning machines 
provide significant potential for demand response due to their large water tanks, which can be used for 
thermal energy storage. Furthermore, many batch cleaning machines allow process interruptions without 
impacting the cleaning result. We show that utilizing inherent energy storage and process interruptions are 
practical ways to implement demand response.  

Hence, we present a mathematical demand response model of an aqueous parts cleaning machine and 
integrate it in a cyber-physical production system. The mathematical demand response model is used to 
determine the energy consumption of the machine resulting from the cleaning process and the tank heater. 
The model is divided into an event-based part describing the individual steps of the cleaning process and a 
time-based part representing the energy required by the tank heater to satisfy specified tank temperature 
limits. 

In addition to the mathematical model, we present the data model required for communication with the 
physical machine. We validate the mathematical model and the complete cyber-physical production system 
including a real machine in a field test in the ETA research factory for their demand response capabilities. 

Keywords 

carbon neutral production; energy-flexibility; cyber-physical production system; model predictive control; 
single machine scheduling; data model; inherent energy storage 

1. Introduction 

Purchasing electricity is currently more expensive than ever for industrial companies. Average annual 
electricity spot market prices in Germany rose from 28.20 €/MWh in 2016 to 93.35 €/MWh in 2021 and 
235.52 €/MWh in 2022 [1]. The latest price increase is caused by the dependence on conventional energy 
sources such as oil and gas [2]. The worldwide average price for gas already increased by 549 % between 
December 2020 and one year later. [3]. One way to reduce dependence on fossil fuels is to expand the use 
of renewable energy. Between 2011 and 2021, renewable generation worldwide has nearly doubled from 
402 TW h to 763 TW h [4]. An adjustment of the electricity system is required for the switch to renewable 
electricity generation. Due to the stochastic nature of renewable electricity generation consumers should 
adapt to fluctuating generation through the integration of energy storage and by using demand response (DR) 
as part of demand side integration [5], thus reducing energy costs. 
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In previous research we performed an analysis of the DR potential of an industrial aqueous parts cleaning 
machine [6]. We also developed an automation data model to be used for the communication between DR 
services and the machine automation in cyber-physical production systems (CPPS) [7]. In [8] we 
implemented a CPPS based on the automaton data model including a simulation model of the cleaning 
machine and a simple rule-based DR service to control the tank heater of the machine. The approach shown 
in the present paper extends this research with a mathematical model for the machine’s production schedule. 
The model integrates the flexibility potentials identified in [6]. We also extend the automation data model 
to include the newly required information and update the automation structure of the machine.  

In section 2 of this article we provide a literature review of industrial process and production scheduling. 
Then, we briefly describe the cleaning machine and its DR potential in section 3. We subsequently present 
the DR service in section 4. The data model for interaction between the machine automation and the DR 
service is shown in section 5. Finally, we apply the DR service to a cleaning machine in a field test in section 
6 and draw a conclusion in section 7. 

2. Literature 

The literature review identified many research articles focused on energy flexible or energy efficient 
scheduling of single machines. Some exemplary approaches for minimizing the energy cost of production 
by applying DR are [9], where the schedule is optimized for an unspecified single machine, and [10], where 
a machining process is considered and multiple factors are optimized, including the cutting speed. Biel et 
al. [11] provide a comprehensive overview of research in this area, and a more recent review has been 
published by Bänsch et al. [12]. 

Most of the previously mentioned research lacks a standardized method for the implementation of the 
proposed optimization on actual machines in real production environments. The creation of cyber-physical 
production systems might offer a path towards further proliferation of the proposed scheduling 
optimizations. In [13], Meissner et al. describe how the development of cyber-physical production systems 
influences process planning and scheduling. They point out a variety of factors affecting the implementation 
of data driven process planning and scheduling approaches, such as the interconnectedness of machines and 
products, big data, and cyber security. The benefits of integrated process planning and scheduling lie mostly 
in the increased capacity for real-time adaptation of process plans and schedules.  

Leiden et al. present an approach for energy and resource efficient operation of plating process chains using 
a cyber-physical system implementation [14]. They created an agent based discrete-event simulation of the 
process chain to support planning and operational processes. The authors assert that the implementation as 
a cyber-physical system led to high process transparency and attest good applicability of their system by 
utilizing it for decision support as well as direct control of processes [14]. 

In the literature review we observed a lack of cyber-physical production system implementations which aim 
to make single machine scheduling with an energy-related objective more attainable. We therefore attempt 
to fill this gap by presenting a scheduling model with an energy-cost objective which is integrated in a cyber-
physical production system. 

3. System description and demand response potential  

We develop a demand response scheduling model for the aqueous parts cleaning machine MAFAC KEA in 
the ETA Factory at the Technical University of Darmstadt [15]. The machine has a total rated power of 
20.7 kVA. It is equipped with one closed treatment chamber and a 320 l tank for cleaning fluid, which is 
heated by an electrical tank heater with 10 kW nominal load. The cleaning process duration is 12 minutes 
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and consists of the three energy-relevant process steps spray cleaning (600 s), impulse blowing (30 s) and 
convection drying (90 s).  

We analysed the potential of the cleaning machine for DR measures in [6]. The DR potential analysis of the 
machine showed that it has high potential to implement the DR measures interrupt process and store energy 
inherently defined in [16]. Interrupt process means pausing between cleaning processes or between the 
process steps. By controlling the tank heater with a DR service and using the thermal inertia of the tank as a 
thermal storage, the heating system can be used to store energy inherently [6].  

In this study we aim to replace the simple control strategy previously described in [8] with a mathematical 
optimization model, executed as a model predictive controller (MPC). While we previously presented a 
simple rule-based approach for controlling just the tank heater, we now design a more sophisticated model 
for the temperature of the cleaning fluid in the tank, which takes the cleaning stages into account. We also 
integrate the ability to make the interrupt process decision. These changes of the model also require some 
adaptations of the automation structure. The entire implementation of the cyber-physical production system 
is based on the eta-utility software framework [17]. 

4. Demand response scheduling model 

To use the cleaning machine for DR we create a mixed integer linear programming (MILP) scheduling 
model. The model is used as the DR service by executing it in a MPC loop. The objective function of the 
scheduling model aims to minimize the energy cost of the cleaning machine which depends on the machine’s 
power consumption and the changing energy price. We separate the model into two parts: We develop an 
event-based approach to model the cleaning process for the DR measure interrupt process and a second 
discrete-time model for the control of the tank heating system to implement store energy inherently. 

The total energy costs are the sum of the energy costs for every cleaning process event ! ∈ {1,… ,'}, plus 
the sum of the energy costs for tank heating for every timestep ) ∈ 	 {0, … , ,}, where 	
' ∈ ℕ	is	the	total number of cleaning process events and , ∈ ℕ is the optimization horizon. Every cleaning 
process event is defined by its start time 3! ∈ ℕ" and duration 4! ∈ ℕ". The energy costs of each cleaning 
process event are determined by the time-dependent energy price 5# ∈ ℝ for every timestep k and the power 
consumption 7! ∈ ℝ$" of the cleaning process event n. The energy cost of the tank heater is the product of 
the tank heaters power consumption 7heat ∈ ℝ$", the tank heater state ℎ# ∈ {0,1}, and the energy price 5#. 
We minimize the costs over the durations of cleaning process events 9 = (4), … , 4*) ∈ ℕ"* and the 
switching state of the tank heater = = (ℎ", … , ℎ+) ∈ 	 {0, 1}+,), i.e. 

min
-,/

	@ @ 7!5#
0!,1!2)

#30!
+ 7heat@ℎ#5#

+

#3"

*

!3)
. (1) 

4.1 Event-based model of the cleaning process  

Each cleaning process event n has an associated power consumption value 

7! 	= 	C
7456,												∀!	 = 	1, 3, . . . , '							
7789:5, ∀!	 = 	2, 6, . . . , ' − 3
7;<=,												∀!	 = 	4, 8, . . . , ' − 1

 (2) 

with 7456 ∈ ℝ$" representing the power consumption in interruption, 7789:5 ∈ ℝ$" during process steps 
spray cleaning and impulse blowing combined due to the short duration of impulse blowing, and 7;<= ∈ ℝ$"	
during drying. !start represents the MPC’s process event currently activated on the machine. Since all 
previous events lie in the past, the starting time 3!	of the active event and all prior events is zero, i.e. 
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3! 	= 	0, ∀	! ≤ !start. (3) 

The start of the next event 3!,)	is the sum of the start 3!	 and duration 4! of the anterior event, i.e. 

3!,) 	= 3! 	+ 4!, ∀	!	 = !start, … , ' − 1. (4) 

The first, last and all uneven events ! = {1,3, … ,'} of a process are defined as interruptions. Only the 
duration of interruptions can be changed, the duration of cleaning and drying events is fixed. Hence the 
duration is set to 

4! 	= 	

⎩⎪
⎨
⎪⎧
0										, ∀	! < !start																																																
4@6:<6		, ∀	!	 = 	2, 4, . . . , ' − 1	with	! = !start
4789:5		, ∀	!	 = 	2, 6, . . . , ' − 3	with	! > !start
4;<=				, ∀	!	 = 	4, 8, . . . , ' − 1	with	! > !start

 (5) 

where the duration of past events is zero, the durations of the cleaning and drying events 4789:5	 ∈ ℕ and 
4;<= ∈ ℕ and the remaining time of the current cleaning or drying event is 4@6:<6	 ∈ ℕ. The total process 
duration is limited by the fixed end time of all cleaning processes S ∈ ℕ and the optimization horizon K i.e. 

3* + 4* ≤ min(,, S).	 (6) 

At the end of each cleaning process, there must be unscheduled time to allow for loading the machine, except 
when approaching the end time of all scheduled processes S. The duration for loading is specified by: 

4! 	≥ 	min(48B:;, S), ∀	!	 = 	5, 9, . . . , '	with	! ≥ !start (7) 

4.2 Time-based model of the tank temperature 

The optimization of the tank heater is time-based, and the operation of the tank heater depends on the 
temperature inside the machine’s cleaning fluid tank W# ∈ ℝ$", which must remain within the hysteresis 
limits determined by a lower bound Wlb ∈ ℝ$" and an upper bound Wub ∈ ℝ$": 

W8F ≤ W# ≤ WGF, ∀	)	 = 0, . . . , , (8) 

The tank temperature at a specific time step is determined by the starting temperature Wstart ∈ ℝ$", the 
temperature loss to the environment and to cleaned parts X# ∈ ℝ$" and the temperature increase due to tank 
heater operation Y# ∈ ℝ$". 

W#,) = W# + Y# − X# , ∀	)	 = 	0, . . . , , (9) W" = Wstart (10) 

To determine experimental factors for the heat losses in section 4.3, we need approximate analytical models 
to integrate them appropriately with the optimization. Therefore, we assume the fluid inside of the tank of 
the cleaning machine to be a closed homogenous system. There is no exchange of work between the system 
and the environment, and the heat exchange is isobaric. The conversion from electric energy to heat in the 
tank heater has an efficiency near one, hence the heat flow into the system by the tank heater is equal to its 
electric power rating (Żheat = 7heat). The positive heat flow of the tank heater into the system leads to a 
temperature change dependent on the specific heat capacity 5p,fluid, the volume \tank, and density ]fluid of 
the cleaning fluid and the time step duration ^ ∈ ℕ. ℎ# is the decision variable for tank heater operation: 

Y# =	
7heat	^

5N,	fluid	\tank	]fluid
∙ ℎ# , ∀)	 = 	0, … , ,	 (11) 
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In addition to the heat flow generated by the tank heater, there is a heat flow X# from the cleaning liquid to 
the environment and to the cleaned parts. We chose to separate the heat flow to the environment during the 
operational state of the machine and the heat flow to environment and washed parts during the working state 
because they differ significantly. Equation (12) yields the heat flow to the environment Żenv due to 
conduction and convection. We did not consider the effects of radiation and judging from the experimental 
results this simplification is acceptable. The heat flow depends on the surface area `tank, the thermal 
conductivity between tank and environment atank,	env, the heat-transfer coefficient benv and the environment 
temperature Wenv: 

Żenv(W#) = catank,	env + benvd	`tank	(W# − Wenv) (12) 

Assuming an equilibrium between the temperature of the washed parts and the cleaning fluid at the end of 
the cleaning process, the total change of inner energy of the parts ∆fparts(W#) with specific heat capacity 
5p,	wp, the number of parts !wp, the mass of each part gwp and the temperature when being loaded Wwp =
	Wenv is defined as 

∆fparts(W#) = 5p,	wp	!wp	gwp	(W# − 	Wwp) (13) 

The third factor contributing to heat loss to the environment is most likely mainly based on forced convection 
between the cleaning fluid and the walls of the cleaning chamber because of the spray cleaning process 
Żspray(W#) with a separate heat-transfer coefficient bspray: 

Żspray(W#) = bspray`tank	(W# − Wenv) (14) 

Based on the analytical heat transfer equations (12), (13) and (14), we identify three regression factors to 
simplify the models. henv describes the heat loss to the environment, hparts describes the heat loss to the parts 
during cleaning and hspray describes the heat loss due to spray cleaning. 

henv ≅	
(atank,	env + benv)	`tank
5p,	fluid	\tank	]fluid

 (15) hparts ≅
5p,	wp

5p,	fluid	\tank	]fluid
	 (16) 

hspray ≅	
bspray	`tank

5p,	fluid	\tank	]fluid
 (17) 

Using these factors, we can simplify the above equations and determine X#, which includes the temperature 
change of the cleaning fluid during the cleaning process X#,clean: 

X#,clean = ch@S<:=^ + hS:<6@!TSgTSd(W# − W95U)	∀) = 0,… , , (18) 

Using this in combination with the heat loss to the environment yields the total temperature difference due 
to losses to the environment and during the cleaning process X#: 

X# = −h95U^(W# − W95U) − j
	X#,clean, if	3! ≤ ) < 3! + 4!, ∀!	 = 	2, 6, … ,' − 3

0, else																																																												 	∀) = 0,… , ,	 (19) 

4.3 Experimental parameter identification 

We performed three experiments to determine the β-factors specified in equations (15), (16) and (17). During 
the experiments we measured the temperature of the environment Wenv as 22.5 °C. To determine the heat loss 
to the environment, we heated-up the cleaning machine to a specified temperature, then allowed the machine 
to cool down for 127 minutes. We then set henv to be equal to the average temperature gradient of the cleaning 
fluid ∆tenv during the measured time interval, divided by the average temperature difference between the 
cleaning fluid and the environment W − Wenv	as given by equation (20). hspray describes the temperature 
gradient ∆tspray	during spray cleaning without any parts in the machine (only an empty cleaning basket) 
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calculated by equation (21). Finally, we measured the temperature gradient ∆tparts while cleaning 42 metal 
parts each weighing 0.262 kg to determine hparts using equation (22). Prior to cleaning the parts, their 
temperature was 22.5 °C. 

henv = − avg(∆tenv)
avg(W − Wenv)

≅ 1.67 ∙ 102V (20) 

hspray = −avg(∆tspray − ∆tenv)avg(W − Wenv)
≅ 1.72 ∙ 102V (21) 

hparts = −avg(∆tparts − ∆t@S<:= − ∆tenv)avgcW − Wwpd	!wp	gwp	
≅ 1.03 ∙ 102V (22) 

4.4 Additional equations for the implementation of the optimization problem 

For the implementation of the model in the Python-based modelling language Pyomo we had to adapt the 
event-based model of the cleaning process, since it was not natively possible to implement an objective 
function with variable sum limits. Therefore, we introduce q!,# ∈ {0, 1} which is 1 during the execution of 
process event n at time step k. The objective function (1) then becomes 

min
-,/

	@@q!,#7!5#
+

#3"
+ 7WXYZ@ℎ#5#

+

#3"

*

!3)
. (23) 

To construct q!,# we introduce qr!,# ∈ {0, 1} which is 1 during and before the execution of process event n 
at time step k and thereby ensure the correct order of the process events, such that  

@qr!,# =
+

#3"
@44
!

43"
, ∀!	 = 	1, . . . , ' (24) 

With the binary help variable s! ∈ {0, 1} and 

qr!," = js!	, ∀!	 = 	!0ZY[Z , . . . , '0			, ∀!	 < 	!0ZY[Z												 (25) 4! ≤ s!4\N, ∀!	 = 	1, . . . , ' (26) 

qr!,# ≤ qr!,#2), ∀! = 1, . . . , ', ∀) = 1, . . . , , (27) 

where 4\N ≫ gqu(40ZY[Z , 4]^XY!, 41[_ , 4^`Y1), we guarantee that qr!,# = 0 for ! < !0ZY[Z and qr!," = 0 or 
qr!," = 1 else. This allows interruptions with a duration 4! = 0. Now, we construct q!,# by subtraction 

q!,# = j qr!,# , ∀! = 1				
qr!,# − qr!2),# , ∀! = 2, . . . , '	 , ∀) = 0, . . . , , (28) 

and introduce the interruption variable v# ∈ {0, 1} which is like the tank heater state	ℎ# and defined by 

v# = @q!,#
*

!3)
, ∀! = 1,3, . . . , ', ∀) = 0, . . . , ,. (29) 

Also, we must modify (18) and include q!,# such that 

!!,clean =#$%()*+,& + %)+*-((.)).)*$+/,! − -/,!.012*
/

345
∀( = 2,6, . . . , 3 − 3,∀5 = 0, . . . , 7 (30) 

where w6,# = W#q!,# , w6,# = 0, ∀( ≠ 2,6, . . . , 3 − 3 and 

0 ≤ w6,# ≤ WGFq!,# (31) W# − WGF(1 − q!,#) ≤ w6,# ≤ W# (32) 
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such that  w6,# = W# if q!,# = 1 and w6,# = 0, else. 

5. Automation structure and data model 

We adapt the cleaning machine’s automation program to be able to close the control loop and to use the 
machine for DR measures. For the interrupt process DR measure, we add the additional operating state 
interrupted to the machine automation. For communication between the machine’s automation system and 
the DR service, we implement the automation structure and data model described below to standardize the 
data exchange based on [7,6,8]. 

The automation program’s main system KEA extends System2Point (see [7] for an in depth explanation of 
the different classes) and can be set to the two setpoint states off or on by an external signal which sets the 
cleaning machine to the machine states standby or operational. The system KEA represents the whole 
cleaning machine and contains the three subsystems CleaningChamber, Tank and InletAirHeating. The latter 
two are extensions of SystemContinuous, a system with a continuous setpoint, e.g. a tank temperature [7]. 
The system Tank includes the Actor2Point TankHeater, the system InletAirHeating includes the Actor2Point 
InletAirHeater. The Actor2Point class represents an actor with binary setpoint and enables the execution of 
the DR measure store energy inherently by implementing external control by a DR service via OPC UA [7]. 

We extend the flow control of the cleaning machine such that it can execute the DR measure interrupt 
process [6]. The machine has the states stand-by, ramp-up, operational and working following [19,18]. We 
separate the working state into the cleaning process stages spray cleaning, impulse blowing, and convection 
drying [6]. In the mathematical model, we combine spray cleaning and impulse blowing into one as described 
in section 4.1. The DR potential analysis showed that only the stages spray cleaning and convection drying 
have a high potential for the DR measure interrupt process so we only implemented this option before each 
of these two stages [6].  

The automation data model is used for the communication between the DR service and the machine’s 
automation system. It consists of the automation data specification, an OPC UA data model implemented in 
the machine automation system, and the automation data dictionary, a JavaScript Object Notation (JSON) 
file, that includes all information necessary for mapping the OPC UA data to the DR service [8]. To execute 
the DR measure store energy inherently, the extended automation data model includes information about 

- nominal load of the tank heater 7heat, 
- current temperature of tank Wstart and 

environment Wenv, 
- tank temperature limits W8F and WGF, 
- cleaning fluid density ]fluid and specific heat 

capacity 5N,	fluid	, 

- tank volume \tank, 
- workpiece mass gwp, 
- number of workpieces 	!wp, 
- Boolean setpoint variable to control the tank 

heater ℎ#. 

For the DR measure interrupt process, we include the following data points: 

- power consumption operational 7456, 
cleaning 7789:5 and drying 7;<=, 

- operating state !start, 

- remaining step duration 4@6:<6, 
- duration of cleaning 4789:5	 and drying 4;<=, 
- Boolean setpoint variable for interruption. 

The information is integrated as a OPC UA data structure as part of the automation data specification in the 
automation program. The DR service reads the OPC UA data structures denoted in the automation data 
dictionary and writes the contained information into the DR scheduling model variables. This process is part 
of the eta-utility framework [17]. 
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6. Field test 

We integrate the demand response scheduling model and the automation data model as a cyber-physical 
production system using eta-utility and apply it to the aqueous parts cleaning machine model MAFAC KEA 
in the ETA Factory to show its applicability. For the electricity prices we use data from EPEX Spot  [8] and 
take the prices of  December 1st 2021 6:00 am to 9:00 am. Since we are only executing a single cleaning 
process in the field test, we scaled the interval of price changes from 15 to 5 minutes. This would not be 
necessary for a typical industrial use case, where multiple cleaning processes may be optimized in sequence. 
The CPPS uses the IBM ILOG CPLEX solver to solve the mathematical model and was executed on a PC 
with Intel Core i-5 6200U CPU and 8 GB of RAM in 10 s intervals. We analyse a single cleaning process 
which should be completed within 30 minutes and set the prediction scope for the model to 30 minutes. The 
workpiece is a control plate for a hydraulic pump. The model parameters are the following: 

3 = 5 & = 10	s (78 = 42 @heat = 10	kW 

7 = 1800	s Dtank = 320	l )wp = 0.262	kg @31- = 0.2	kW 

G = 1800	s H8,	fluid = 	4.19 kJ
kg	K .CD = 55	°C @EC0+1 = 3.43	kW 

NCF+G = 120	s Ofluid = 1kgl  .HD = 65	°C @G*, = 9.35	kW 

We reduce S by 10 s for every cycle of the MPC to ensure process termination within 30 minutes. 

 
Figure 1: Results of the field test with a duration of 30 minutes. The upper diagram shows the machine’s measured 
total power consumption and the energy price !!. The middle diagram displays the cleaning process operating state 
"start and the boolean interruption variable #!. The lower diagram shows the measured tank heater state, tank 

temperature $start and tank temperature forecast $! for 200 seconds. 

The results of the field tests are shown in Figure 1. The energy price, displayed in the upper diagram, 
becomes negative after five minutes which leads the solver to optimize for an increase in the total power 
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consumption during the negative-price-period. The DR service postpones the start of spray cleaning by 
activating the interruption, shown in the middle diagram to utilize the negative price. The tank heater is 
activated slightly after the start of the cleaning process, visible in the lower diagram. When the energy price 
increases, the tank heater is deactivated, and spray cleaning continues. The DR service interrupts the process 
again when spray cleaning is finished to postpone convection drying to a time interval with a lower price at 
the end of the given period. The cleaning terminates after 30 minutes. In the lower diagram the temperature 
prediction based on the β-factors is shown in grey. The heat loss to the environment during the first five 
minutes and at the end of the process is so accurate that the predicted grey temperature values completely 
align with the actual tank temperature drawn in black. The temperature increase during operation of the tank 
heater is also predicted accurately (between 15:36 and 15:41), however there are significant dead times after 
the heater turns on and before the heat transfer stops, which cannot be reproduced by the model. Especially 
at the beginning of the cleaning process, the temperature drop during spray cleaning does not correspond to 
the real temperature. This is due to a transient response when activating the spray pump. It takes about two 
minutes for the tank temperature to stabilize after the pump starts. After the transient processes (dead times 
of the tank heater and response of the cleaning fluid) have settled, the prediction represents the reality 
accurately. When looking at the cleaning process overall, The model is accurate enough for our the case. 

7. Conclusion 

In this paper we present a detailed mathematical mixed integer linear programming model which is used as 
a MPC within the DR service of a cyber-physical production system that uses a cleaning machine for DR. 
The mathematical model consists of two parts: an event-based model that represents the cleaning process 
and is used for the DR measure interrupt process and a discrete-time model for the tank heating system used 
to store energy inherently. We apply the model to an aqueous parts cleaning machine in a field test and show 
that the DR service successfully controls the machine depending on a fluctuating electricity price. In the 
future the model should be used in other field tests to compare an energy-flexible operation implementing 
DR measures with a conventional operation. The ramp-up process of the tank heating system and the 
execution of several cleaning processes in a row should also be investigated. 
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Appendix 

The software code for the presented work is available as an open-source project on GitHub: 
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Abstract 

Forecasting-based skills management, which is oriented to the respective corporate goals, is gaining 
enormous importance as a central management tool. The aim is to predict future skills requirements and 
match them with existing interorganizational skills. Companies are required to anticipate changes in markets, 
industries, and technologies at an early stage as well as to identify changes in job profiles within an 
occupational profile by tapping into and evaluating various data sources. Based on these findings, they can 
then make informed decisions regarding skill gaps, for example, to implement targeted further training 
measures. Forecasting-based skills management offers the opportunity to optimally qualify employees for 
constantly changing tasks. At the same time, however, the targeted development of such skills requires a 
high level of time, financial and personnel resources, which small and medium-sized enterprises (SMEs) 
generally do not have at their disposal. In addition, many SMEs are not yet aware of the importance of this 
issue. Within the framework of research and industrial projects of the Smart Work department at the FIR 
(Institute for Industrial Management) at the RWTH Aachen University, an AI-based skills forecasting tool 
will be developed. The goal of the paper is to conceptualize the future machine learning method, that is able 
to generate individualized skills forecasts and recommendations for SMEs. This is achieved by linking 
societal forecasts and sector trends with company-specific conditions and skills. In order to generate a 
corresponding database, the derivation system is made available to various companies (large companies and 
SMEs) in order to obtain as many data sets as possible. The data sets obtained via the derivation system are 
then used as training data sets for the machine learning method, with the help of which an automatic 
derivation of competencies depending on new trends is to be made possible. 

Keywords 

Skills Management; Changing Markets; Future Skills; Employee Qualification; AI; SMEs; Company-
specific conditions; Skill Forecasting; Competencies. 

1. Introduction  

The world of work is currently undergoing profound change, the central drivers of which are digitization and 
automation, the complexity and dynamics of markets, and demographic change [1,2]. Increasing complexity 
and growing dynamics of global markets are leading to massive pressure to innovate, which requires 
companies to be highly flexible to constantly adapt to changing conditions. Digital technologies enable new 
forms of communication that fundamentally change social relationships, social structures, and inter- and 
intraorganizational forms of cooperation [3]. This development was accelerated to a great extent by the 
COVID-19 pandemic. The digital transformation, which has been driven forward with vigor for years, has 
turned from a much-discussed future scenario into an everyday working environment. The developments 
outlined are accompanied by major changes in terms of the competence requirements of employees [4]. New 
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competence requirements and even completely new job profiles are emerging, whereby competence is 
understood as a collection of skills that contribute to successful action [5]. According to a study by Bughin 
et al., the need for physical and manual skills will decline. Instead, more complex, cognitive skills and 
technological know-how will be of interest [6]. Against this background, the Organization for Economic 
Cooperation and Development (OECD) has found evidence in a study that there is already a deficit between 
the job requirements and the existing competencies of the employees [7]. For this reason, individualized 
forecast-based competence management, which is oriented to the respective corporate goals, is gaining 
enormous importance as a central management tool. The aim is to predict future competence requirements 
and to match them with existing internal competences [8]. Such competence management offers the 
opportunity to optimally qualify employees for the constantly changing tasks. However, the financial, human 
and time resources required for this can hardly be found in small and medium-sized enterprises (SMEs) in 
particular [9,10]. SMEs are thus faced with the challenge of proactively managing the tension between 
individualized forecast-based competence management on the one hand and resource bottlenecks on the 
other. Within the framework of research and industrial projects of the Smart Work department at the FIR 
(Institute for Industrial Management) at the RWTH Aachen University, the goal of conceptualizing a 
forecast-based assessment procedure for deriving the competencies required in SMEs in the future and, 
accordingly, developing education contents is pursued. Thus, an active contribution to existing research in 
the context of skills forecasting and skills assessment in SMEs is made. 

2. Economic relevance for SMEs 

An essential prerequisite for future-oriented corporate alignment is the early recognition of market trends or 
megatrends, which can result from various causes (e. g., consumer trends, product trends, social trends, 
political trends). In order to be able to react adequately to these trends, they must be analyzed continuously 
and the employees must be qualified at an early stage, taking the new trends into account [11,12]. In this 
regard, the concept of life-long learning [4] has become established in the specialist literature, through which 
the further education of employees with regard to changing environmental influences, e. g. in manufacturing 
companies, is to be sustainably anchored. Against this background, learning is becoming a strategic 
competitive advantage of companies and should therefore find its way into the company's objectives [13]. If 
we look at the reasons for the still relatively low learning and competence orientation in SMEs, various 
scientific-technical and economic aspects can be cited. The existing models of competence forecasting for 
SMEs are only of limited use. They only provide first action implications for implementation and application. 
It is therefore often necessary to design a new model that takes company-specific conditions and 
competencies (currently prevailing and future relevant) into account and compares them with the sector-
specific forecasts. However, due to the lack of time, financial and human resources outlined above, SMEs 
are often not in a position to do this. [9,10]. Against the background of this need for action, the central 
research question of how and in what form a prognosis-based competence assessment can be carried out in 
SMEs needs to be answered. The focus lies on the conception of a generally applicable guideline that 
generates individualized competence forecasts and recommendations for SMEs. Consequently, a high cross-
sector innovation potential can be offered: By analyzing future market developments and trends in the field 
of production technologies, developments, and method, developments relevant to competition can be made 
transparent at an early stage and communicated to SMEs. 

In summary, a multidimensional challenge for SMEs can be identified, which results from the lack of the 
possibility to analyze market- and megatrends and to determine their effects in a targeted manner for their 
own business field. In order to carry out and link these analyses with the goal of identifying and balancing 
the necessary qualification needs of the employees, there are major time, financial and capacity risks. Thus, 
these risks stand in the way of preventing the loss of the company's market position. Due to the high 
economic importance of German SMEs [14], a research-based solution is needed to reduce the 
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aforementioned prevention risks in order to enable SMEs to adapt their strategic orientation and thus 
strengthen their own market position. Therefore, the goal is to develop a tool that enables the determination 
of market and technology developments and matches existing skills with future needs based on a data-driven 
trend forecast. As a result, companies receive an overview of the resulting competence gaps, which can be 
used to derive suitable further training offers.  

3. Scientific-technical approach  

To delve further into the topic, it is first mandatory to define the concept of competence. The term 
competence is defined as a collection of prerequisites or skills that contribute to successful action [5]. 
Competencies include the skills required to perform a task [15]. An example is the European Classification 
of Skills, Competences, Qualifications and Occupations Platform (short: ESCO) [16]. Its aim is to generate 
a uniform classification in the subject areas of occupations, skills and qualifications in order to increase 
efficiency in the European labor market and improve the integration of education into the labor market [16]. 
The classification comprises five categories. The first category includes skills such as general equipment 
operation or even basic manual skills. The second category includes skills such as data entry and data 
processing. Possible activities include providing basic information or maintaining operational and sales 
designations. In contrast, the third category describes higher cognitive skills. This category includes 
activities such as managing and maintaining product inventories or complex information processing and 
interpretation. In addition, the fourth area includes social and emotional skills and the fifth all technological 
skills. Here, a distinction is made between different technology levels, for example between basic digital 
skills and advanced IT and advanced data analysis skills. 

3.1 Competence forecasting and competence forecasting models 

Competence forecasts represent a central control element for the further training of employees [17]. There 
are, for example, forecasts for the strategic assessment of future competence requirements on the labor 
market [8]. The goal is to create a balance between the supply and demand of competencies through the 
anticipation of competencies [8]. A number of different methods and instruments can be found in the 
literature to anticipate future needs and relevant skills. The most commonly used instruments include 
employer and employee surveys, sector analyses and general labor market studies [18]. 

In the literature, the term model is defined as a simplified representation of a section of reality [19,20]. 
According to Stachowiak, models contain three essential features: Mapping or accuracy, foreshortening, and 
pragmatism. [21]. Moreover, models represent different elements of reality. Depending on the objective, for 
example, the structure or even the functioning of a reality can be depicted exactly. At the same time, however, 
models only represent a section of reality. Furthermore, a model is tailored to an individual purpose of 
investigation. For this purpose, it is necessary to define for whom and for what purpose the model in question 
is being developed [21]. As an additional determinant, verification and validation must also be taken into 
account [22,23]. Accordingly, the aim of competence forecast models is to depict the future working world 
as realistically as possible. To achieve the most realistic depiction possible, situational (e. g. sector-specific 
conditions) as well as individual, company-specific conditions should be considered. According to a study 
by Campion et al., the company context and the individual company goals must be taken into account for 
the identification of competencies [24]. Furthermore, a combination of different analysis methods is 
necessary to compensate for method limitations. The third component to be considered is the purpose of the 
investigation: To ensure successful application, subsequent model verification and validation in companies 
is required. It is necessary to verify whether the model answers the actual research question and can deliver 
the desired results [25,23].  
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In the context of competencies that will be relevant in the future, four models in particular are of interest and 
are presented in overview form in the following table 1. For better comprehensibility, the models are named 
after the responsible institutions. They differ in structure, design, and approach. 

Table 1: Competence models (own representation) 

Pearson and Nesta (2017) 
[26] 

McKinsey & Company 
(2018) [6] 

World Economic Forum 
(2018) [27] 

Stifterverband 
(2017) [28] 

• Status quo analysis 
(influences and trends) 

• Discussion and future 
scenarios 

• Predictions of activity 
requirements 

• Predicion of future 
relevant capabilities 

• Results and implications 

• Status quo analysis 
(influences and trends) 

• Skills classification 
• Company surveys on the 

topic of the influence of 
automation and AI on 

• Organizations 
Quantification of activity 
and capability changes 

• Results and implications  

• Status quo analysis 
(influence and trends) 

• Conception of company 
questionnaire considering 
relevant dimensions  

• Presentation of future 
skills and activities 

• Results and implications 

• Status quo analysis 
(Identification of 
prevailing competence 
challenges) 

• Conducting company 
surveys and interviews 

• Deriving a future skills 
framework 

• Results and implications  

The four models outlined above represent relevant capabilities for the future. However, while the models of 
McKinsey & Company and the World Economic Forum (WEF) can be applied to different countries and 
regions, the models of Pearson and Nesta and the Stifterverband focus on individual countries (UK and USA 
or Germany). All models consider situational factors (such as sector or region specifics) or identify trends, 
influencing and changing factors. However, individual, or company-specific factors are not considered 
separately in the analysis. In addition, although companies are considered as a target group, the results are 
not directly applicable to companies on an individual basis. Only the models of Pearson and Nesta, 
McKinsey & Company and the WEF provide initial action implications for implementation and application 
in companies. The individuality of the (competence) forecasts is also limited. The planned model is expected 
to close these gaps. 

3.3 Machine learnings models or algorithms 

Machine learning is a method of teaching computers to learn from data, without being explicitly 
programmed. It involves using algorithms and statistical models to analyze and make predictions based on 
data. There are three main types of machine learning: supervised learning, unsupervised learning, and 
reinforcement learning [29].  

In supervised learning, the computer is given a dataset with labeled examples (input and the corresponding 
desired output) and uses these examples to learn a general rule that can be used to predict the output for new, 
unseen examples. This type of machine learning is used for tasks such as image classification, speech 
recognition, and natural language processing. Unsupervised learning, on the other hand, the computer is 
given a dataset without labeled examples and must find patterns and relationships within the data on its own. 
This type of machine learning is used for tasks such as anomaly detection, clustering, and dimensionality 
reduction. Reinforcement learning is a type of learning where an agent learns to make decisions by 
interacting with its environment and receiving feedback in the form of rewards or penalties. It is used in 
applications such as robotics, game playing, and autonomous vehicles. [30–32] 

Predicting the skills that will be in demand for SMEs in the next five years will be a complex problem, and 
there is no universal answer when it comes to the best machine learning model or algorithm. However, some 
models and algorithms that may be well-suited for this problem include: 
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- Random Forest: Random Forest is an ensemble method that combines multiple decision trees to 
improve the accuracy of predictions. It can be used to identify important features in the data and 
make predictions about future skills demand. 

- Gradient Boosting Machine (GBM): GBM is an ensemble method that is particularly useful for 
predicting a continuous target variable. Like Random Forest, it also identifies important features. It 
can be used to predict future skills demand for SMEs. 

- Time Series Analysis: Time series analysis can be used to analyze and forecast trends in the data 
over time, which can be useful for predicting future skills demand for SMEs. 

- Natural Language Processing (NLP): NLP can be used to analyze unstructured data such as job 
postings and resumes, which can be used to predict future skills demand for SMEs. 

- Machine Learning model based on clustering: Clustering algorithms like K-means, Hierarchical 
clustering etc can be used to group similar jobs or skills together and then use the group to predict 
the future skills demand. [30,33] 

It is important to note that the best model or algorithm will depend on the specific problem, e. g. industry, 
region, social transformations, which is to be observed, as well as the characteristics of the data. The 
performance of the respective models and algorithms using appropriate evaluation metrics need to be 
evaluated and lastly, the best performing model needs to be selected. 

3.2 Working hypothesis 

Based on the previously presented research idea for the conceptual design of a prognosis-based assessment 
procedure for the derivation of future required competencies in SMEs, the following hypotheses can be 
derived, which will be investigated and processed within the scope of the work packages: 

- Information about the existing competencies of employees (also outside their direct field of work) 
is only available to a limited extent, especially in SMEs. 

- SMEs could increase the employability of their own employees through competence forecasts and 
also expand their business areas in the long term. 

- Lack of expertise as well as unidentified skills gaps lead to sub-optimal employee deployment as 
well as productivity losses. 

- In the long term, a competence assessment based on well-founded forecasts could also significantly 
increase the development opportunities of employees and their satisfaction. 

Since forecasting future trends is very time-consuming, SMEs often react late to the need for new or changed 
competencies and skills. A central prerequisite for targeted training and workforce planning is the recording 
of existing competencies in the company and their comparison with the required competencies. This requires 
new IT tools that enable SMEs to comprehensively record the competence profiles of their employees and 
to reflect technological developments with regard to the requirements. Taking the formulated hypotheses 
into account, the following overarching working hypothesis emerges: 

Overall working hypothesis: 

The development and provision of a tool for competency assessment enables SMEs to deploy their 
employees in a targeted manner and to close existing competency gaps in line with their needs. In addition, 
the prospective analysis and forecasting of future technology and development trends enables an early 
response to necessary competence requirements and opens up potential for productivity and efficiency 
increases across all levels of the company. 

805



4. Method 

Within the conceptualization of the AI-based skills forecasting tool, a complex problem will be investigated, 
which, due to its various main topics, such as  

- the trend forecast for sales markets and market developments,  
- the networking of people and technology, and 
- the competence prognosis and the competence evaluation,  

has a high interdisciplinarity. Findings from previous research projects (e. g., the Labor Science Competence 
Center for Gainful Employment in Industry 4.0 (LIMo) project conducted by FIR (Institute for Industrial 
Management) at the RWTH Aachen University) are taken into account for further development. The 
preliminary work from these research projects will be used to determine the necessary data basis for the 
trend forecast. At the same time, these projects have already successfully integrated new technologies in 
industry with the help of selection aids and implementation aids, so that the comprehensive results and 
findings obtained here will be transferred as preliminary work. To achieve the machine learning tool, the 
process is split up in six steps. In the following chapter, the processing steps are presented in more detail. 

4.1 Processing steps 

The aim of the first step is to develop a catalog of requirements for the recording and assessment of 
competencies in SMEs. In a first measure, the required competencies (e. g. technical and methodological 
competencies, personal competencies, social competencies, activity and action competencies, digital 
competencies) are to be examined and identified with regard to their relevance to the research objective [34]. 
Based on this, the methods and software solutions already available on the market for screening the identified 
employee competencies are to be identified with the help of a market research [35–38]. Subsequently, their 
industrial suitability is to be discussed and evaluated with the help of semi-structured interviews with experts 
of partner and application companies and essential obstacles regarding their use in SMEs are to be identified. 
In addition, the existing solutions are evaluated regarding competence acquisition in SMEs, taking into 
account the typical problems of SMEs. Finally, the results of the market research and the interviews with 
experts will be translated into requirements for the methodology to be developed and transferred into a 
requirements catalog. 

The goal of the second step is to develop the competence morphologies, segmentation and classification of 
competences required to achieve the research objective. This measure is based on the assumption that 
employees, regardless of their education, have different competencies, the targeted use and promotion of 
which generate considerable added value for the system as a whole [39]. Within the framework of the 
competence morphologies to be developed, the relations between the available competences of employees 
and the value of these competences for the performance of a defined activity are to be highlighted. For this 
purpose, the operational activities in production and logistics of SMEs are to be clustered into activity groups 
and each activity group is to be assigned the competencies required to perform its activities. The basis for 
this is literature research, in the context of which the different activities in production and logistics are 
summarized as clusters. Subsequently, with the help of further expert interviews and the analysis of job 
advertisements on job portals and in the environment of the partner companies, the skills required for each 
activity are identified and related to the activities by means of an assignment table. In addition to technical 
and methodological competencies, personal, social, activity and action competencies as well as digital 
competencies must also be considered. At the same time, interviews with experts are to be used to identify 
the typical training occupations of operational employees and to examine them in terms of the competencies 
they have learned. Analogous to the first step, the results will also be put into relation to one another with 
the help of an assignment table.  
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The third step focusses on development of the concept for enabling SMEs to identify required competencies 
at an early stage regarding forecast technology and development trends. The starting point in this respect is 
the derivation of upcoming industrial and sector-specific trends in the short and medium term. As described 
in the previous chapters, the automotive industry plays a pioneering role regarding technology and 
development trends, which is to be used to identify future developments and market trends for SMEs. The 
analysis of these trends will be done by literature research, the results of which will be discussed and verified 
in interviews with the partner companies of the automotive industry as well as other large companies of the 
industry. In the interviews, the reaction of the automotive companies to the necessary competence 
requirements (technical and methodological competence, personal competence, social competence, activity 
and action competence) will also be examined. In doing so, it will be analyzed to what extent trends from 
the automotive industry also apply to SMEs in the pure single-item manufacturing sector, or whether there 
are deviations which may require separate analyses. The result is a reference process for deriving competence 
and training requirements from market trends. Based on the reference process, a derivation system is then 
developed that allows users to forecast the competence requirements associated with a market trend. To this 
end, users are asked various questions about the market trend in question. These questions are to be designed 
in such a way that their answers provide direct information about the type of trend (technological, social, 
etc.) and the required competencies. To be able to automatically derive competence requirements in the 
future, the use of machine learning methods is to be examined for this purpose. Since there is a correlation 
between market trends and the required competencies, the competencies are to be formalized and 
qualitatively predicted as a classification question. In order to generate a corresponding database, the 
derivation systematics will be made available to various companies (large enterprises and SMEs) in order to 
obtain as many data sets as possible. The data sets obtained via the derivation systematics are then used as 
training data sets for a machine learning procedure to be selected, with the help of which an automatic 
derivation of competencies depending on new trends is to be made possible. The development and market 
trends are to be prepared quantitatively in such a way that they can be processed automatically by a machine 
learning procedure.  

The goal of the fourth step is the development of internal competence screening. In order to be able to 
compare the existing competencies with the required ones, a standardized system is needed to link the 
respective competencies with the departments and employees. For this purpose, both the required and the 
existing competencies must be prepared accordingly. To support users in entering the existing competencies, 
the conception of the internal assessments is planned for an implementation in Microsoft Excel VBA, which 
has a high user-friendliness and is based on Excel tables that can be created by any company. The 
competencies are to be entered via a corresponding user interface, via which the existing competencies can 
be linked to predefined departments and employees. The competencies entered are to be stored in structured 
flat tables, with the competencies being uniquely coded via primary keys. For this purpose, in addition to 
defining the table format, a coding catalog is to be created via which all competencies are assigned to unique 
primary keys. The competence requirements associated with the market trends were already derived in the 
third step but must also be transferred to structured tables and coded accordingly using the coding catalog. 
The subsequent comparison of competencies is performed by an iterative comparison of the primary keys of 
the required and existing competencies, so that a corresponding algorithm must be developed and 
implemented in the software. If a required competency is not available, the corresponding primary key is 
transferred to a separate output format, which provides the user with a clear list of the missing competencies 
after the comparison is complete. 

To ensure the industrial applicability of the developed methodology, the partial concepts developed in the 
third and fourth step are to be combined in an IT-demonstrator. It should be noted that this must be an 
environment that is also frequently used by SMEs or can be easily adapted, such as Microsoft Excel or 
Python. The tool should be designed in such a way that the users can view the source code and adapt it if 
necessary. Consequently, it should be programmed in an open-source program, so that it can be made 
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available to the economy without barriers and can be adapted as needed. Of particular importance is the 
design of a user-friendly interface, so that the usability of the tool is guaranteed even without extensive IT 
knowledge. In addition, comprehensive documentation on the conception, use and implementation of the 
tool will be provided so that its structure and functionality can be viewed, thus ensuring autonomous use by 
the users beyond the duration of projects. For the selection of the programming language (Java, C++, Python, 
VBA) for the software-technical conversion of the derivative systematics therefore an benefit-cost analysis 
is to be accomplished regarding the pro and cons of the individual programming languages. In order to avoid 
interface problems, the competence requirements resulting from the questionnaire are to be output as flat 
Excel tables, which are automatically coded by the application of text mining methods and with the help of 
the coding catalog. 

The methodology developed in the previous steps for recording competencies, forecasting future 
competency requirements, the targeted use of existing competency profiles and the expansion of 
competencies among employees, among other things to increase productivity and the economic factor in the 
company, is to be validated in this step. For this purpose, the screening concept will be applied to at least 
two partner companies. Various market trends are presented to the companies, from which a market trend 
suitable for the company's orientation is to be selected. Subsequently, the competence forecast, and the 
competence screening must be carried out accordingly and the required qualification must be identified. The 
validation and identification of improvement potentials regarding the methodology and the IT demonstrator, 
whose implementation is also part of the validation is accompanied scientifically. The sixth step concludes 
with the documentation of the procedure for competence forecasting as well as for competence screening 
and the use of the IT demonstrator in the form of a guide. 

5. Feasibility and transfer of results 

An important goal is the dissemination of the results achieved in the economy, in particular making them 
known to SMEs; from all sectors. Therefore, specific transfer measures will be implemented, which will be 
completed in different ways at different times. Nine measures are planned during the term of the project, i. e. 
the conceptualization of the AI-based skills forecasting tool, which are now presented here with the intended 
objective. First, project information will be presented on the Internet so that the current status of the work 
can be tracked. In this way, the websites of the participating research institutions will always reflect the 
status quo of the research, and additional companies will be attracted to the project. Meetings of the PA are 
initiated with the aim of discussing the research progress and agreeing on the further procedure. Through 
industry consultations and strengthening of the economic networks, the approach as well as the acquisition 
of potentially interested companies is to be optimized in the context of public relations. Measures are also to 
be taken in the passive information area. For example, results will be presented on knowledge platforms to 
promote an exchange and transfer of results to the (regional) economy. However, not only the knowledge 
platforms will be used for the publication of project results, but also the internal magazine of the FIR 
(Institute for Industrial Management) at the RWTH Aachen University, in which the project will be 
presented. In the sense of promoting young scientists, bachelor's and master's theses as well as project papers 
will also be written in the project. This serves to convey scientific knowledge in the subject area, as well as 
to introduce students to independent scientific work. Other written work, such as interim reports, will be 
published in professional journals (for example, the “Zeitschrift für wirtschaftlichen Fabrikbetrieb” (Journal 
for economical factory operation)). Also, the possibilities of project presentations on conferences and 
congresses are used (e. g. on the GfA conference). Finally, a final report is written, which follows the 
dissemination of the project results. Through the constant interaction of research and practice, companies 
are involved in the definition of the competence morphology, which enables the development of a user-
friendly demonstrator for competence screening. For validation purposes, tests will be implemented in the 
environment of the partner companies and needs for improvement will be revealed. The research centers will 
support the first applications of the demonstrator, which will enable the long-term usability of the results 
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achieved. Furthermore, the finally developed IT demonstrator will be made available to interested 
companies. In addition, potential users will be able to access the results achieved and transfer them into 
business practice. In order to avoid additional costs for the companies using the demonstrator, the aim is to 
design the demonstrator on the basis of software solutions commonly used in SMEs or to develop it on the 
basis of common or license-free software that also allows adaptation to the individual needs of the users. 
This enables SMEs to use the competence screening and thus promote it internally without having to incur 
additional financial expenses. 
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Abstract 

The importance of job shop production is increasing in order to meet the customer-driven greater demand 
for products with a larger number of variants in small quantities. However, it also leads to higher 
requirements for the production planning and control. In order to meet logistical target values and customer 
needs, one approach is the focus on dynamic planning systems, which can reduce ad-hoc control 
interventions in the running production. In particular, the release of orders at the beginning of the production 
process has a high influence on the planning quality. Previous approaches used advanced methods such as 
combinations of reinforcement learning (RL) and simulation to improve specific production environments, 
which are sometimes highly simplified and not practical enough. This paper presents a practice-based 
application of an automated order release procedure based on RL using the example of real-world production 
scenarios. Both, the training environment, and the data processing method are introduced. Primarily, three 
aspects to achieve a higher practical orientation are addressed: A more realistic problem size compared to 
previous approaches, a higher customer orientation by means of an objective regarding adherence to delivery 
date and a control application for development and performance evaluation of the considered algorithms 
against known order release strategies. Follow-up research will refine the objective function, continue to 
scale-up the problem size and evaluate the algorithm’s scheduling results in case of changes in the system. 

 

Keywords 

Reinforcement learning; agent; automated order release; simulation; job shop production 

1. Introduction 

Due to a customer-driven increasing demand for higher product variants in correspondingly smaller  
numbers, flexible structures must enable their production and therefore the importance of job shop 
production is growing [1]. However, in a job shop production, the products take different routes through the 
production which complicates the allocation of machine capacities as well as operator and material 
availabilities to specific orders. To keep track of the order-specific view and simultaneously control the 
overall system, requirements on production planning and control (PPC) increase [2]. In order to cope with 
the higher requirements, one recognizable focus of PPC lies in the optimization of throughput times [3] while 
other logistical target values such as capacity utilization and adherence to delivery date still remain relevant 
for manufacturing companies [4]. In consequence, PPC processes become more dynamic and advanced [5]. 

Order-related optimization attempts can be achieved on two levels – on the upper level (order release) 
considering the logistical chain by starting production orders and on the lower level (sequencing) by 
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changing the queue sequence in front of production units [3]. Although the high importance of an optimized 
order release system on the planning quality is well known [6], it is not yet used as standard today to achieve 
logistical target values and to reduce ad-hoc control interventions [7]. When focusing on scheduling tasks in 
a job shop production, discrete-event simulation is suitable for modelling the complex interrelationships and 
thus the main system behaviour [8]. Especially, in the context of flexible routes and considering unplanned 
machine downtimes, simulation holds a significant role in solving PPC tasks [9]. Previous paper and recent 
research on that topic combine simulation with reinforcement learning (RL) as an important field of machine 
learning [10]. By utilizing current advances in algorithm development with RL and combining this with 
simulation, a promising tool to effectively solve production scheduling problems is created [11]. 

In this context, recent approaches put a strong focus on further development from a computer science point 
of view and do not reflect the realistic complexity and framework conditions of real-world production 
systems in terms of machines, orders and uncertainties. It becomes important to align those approaches with 
practical requirements derived from an engineering perspective, e.g. a realistic problem size and 
representative data set [1]. Therefore, this paper formulates necessary steps for a stronger practical 
orientation of RL approaches in production scheduling based on the approach presented in [12]. The 
remaining of this work is organized as follows: In section 2, the studied problem is described, the method 
for implementing RL-based scheduling problems is specified and it is explained why previous approaches 
for order release are not yet practice-based enough. A review on order release strategies considering 
conventional approaches, heuristics and concepts based on RL is given in section 3. The application of a 
practice-based RL-approach for automated order release is explained in section 4. Finally, in section 5 the 
work is concluded and important aspects for further research are elucidated. 

2. Background 

In this section, the main reason for optimizing the representative task of order release is explained and the 
general principle of RL algorithms as a tool used for production scheduling is introduced. Then, with the 
rise of promising RL approaches, the need for more practice-based approaches is motivated. 

2.1 Order release in the job shop scheduling problem (JSP) 

In our previous paper [1], the substantial reasons for focusing on order release as a representative task within 
production control (PC) have been motivated. As argued, order release marks a “critical decision point” [13] 
for subsequent PC tasks and regardless a widespread use of enterprise resource planning (ERP), advanced 
planning and scheduling software (APS) [4] and still conventional heuristics, there is further need for 
optimization in production practice [1]. Especially due to the further increasing importance of job shop 
production, which has been proven to be NP-hard [5], it becomes necessary to develop advanced methods 
to solve the known practical problem.  

Therefore, this work considers the order release in a job shop production by adapting the typical assumptions 
[1,14]: 

• One operation at a time on each machine and on any job 
• An operation of a job can be executed by only the assigned machine 
• The next operation of a job can be started after completing its preceding operations 
• No alternative routings for a job 
• Each machine is available for production according to the machine calendar (in the application phase 

additional machine breakdowns and order cancellations will be included) 
• No restriction on queue length before any machine 
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2.2 Implementing a RL algorithm for production scheduling 

For solving job shop scheduling problems, either basic correlations presented as heuristics or deep problem 
related knowledge for exact solutions are required [15]. Since such knowledge is not always available and 
significant effort is required to parameterize expert knowledge, the desire for further advanced approaches 
has emerged [16]. Model-free RL has proven to be a suitable approach without requiring this expert 
knowledge [11] by just interacting with the production environment in a “trial and error” scheme [17]. 

In order to be used in a RL algorithm job shop scheduling problems are modelled as a Markov Decision 
Problem (MDP). MDPs are characterized by the fact that future states only depend on the present state and 
action [18]. Since the decision process requires frequent repetitions it is not directly applicable to real 
production environments and thus needs to be represented by a discrete-event simulation [8,19]. 

The core idea of reinforcement learning is based on the interaction between a RL algorithm – referred to as 
agent – and an environment – usually represented by a simulation model (see Figure 1). At each time step, 
the agent observes the environment described by its state !!	#	$ and decides on an action %!	#	& to perform. 
Subsequently, the taken action leads to the state !!"#	#	$ and a specific reward for the agent, which over 
time aggregates to a total reward of '! = ∑ *$%

$&! . Those two aspects are combined during the training phase, 
where the agent tries to learn and adapt an optimal policy +!(%|!) based on the actions it performs and the 
reward it gets [20]. The learnt policy allows the agent in the following application phase to solve the stated 
problem. According to the defined objective function, during training phase the RL agent tries to maximize 
the sum of rewards gotten from its actions in order to solve the stated problem [21]. For the approach at 
hand, related works suggest the Deep Q-Network (DQN) training method as a suitable approach [11,12]. 

 

Figure 1: General principle of RL algorithms [20] 

 

Especially in the training phase, the environment is represented by a simulation model, because in contrast 
to real systems, it reacts reproducibly and thus can be iterated [22]. For training, the agent needs the interface 
to the simulation model and a set of training data. Complying with the practice requirement claimed in this 
paper, this should be historical feedback data from an ERP system. For training purposes fast interfaces 
between the simulation model and the RL agent significantly improves the training time [11]. For the 
application after the completed training phase, the trained RL agent can apply its improved value function 
on a production case either still represented by a simulation or a real production. 

2.3 Practical application of RL-based production scheduling 

As stated in the introduction, this paper is intended to give a more practical direction to the application of 
RL algorithms in production scheduling. Therefore, the following three sections present what would be 
required for more practice-based approaches. Similar to other areas e.g. big data analysis, this field of 
research also benefits from cooperation between data science and engineering, because engineering brings 
in the necessary production expertise[23]. 

 

Observation !"#$

Action %"

Reward &"

Agent Environment
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2.3.1 Problem size and data set 

A major challenge for production scheduling approaches is the excessively increasing complexity with the 
increase in problem size until an approximate realistic production scale of e.g. 200 machines is reached. One 
problem of RL approaches that prevents user from simply scaling-up the problem size is the state design 
representing the number of jobs and machines. It can be overcome by using production expertise for state 
aggregation, function approximation or modelling adaptions in the state-action space [24]. Another 
requirement for practice-based approaches would be the validation with real production data to ensure 
transferability to real-life problems [1]. Without focus on features of real production environments, possible 
influencing factors such as machine breakdowns, order cancellations, sequence dependent setup time, and 
precedence constraints could thus be unintentionally hidden [24]. 

2.3.2 Objective function and action space 

One important enabler of a performant RL approach is the objective, from which the reward is directly or 
indirectly derived. Yet, it is noticeable that the total makespan is the most widespread objective [24,11]. 
Although reliable results in not directly optimized performance measures are achieved as well, a survey of 
manufacturing companies showed, that due to recent crises, companies are paying more and more attention 
to on-time delivery as a target for their PPC [7]. Therefore, this paper claims to primarily focus on the value 
adding measure adherence to delivery date. Here it should be also covered that a new order release method 
should directly focuses on identification of orders instead of indirectly determining them. 

2.3.3 Control interface for development and evaluation 

The third missing aspect towards practice-based approaches is a specialized control interface for fast 
evaluation and algorithm development, by means of evaluation against logistical target values and 
comparison against classical or adapted control heuristics. Standard control and evaluation interfaces such 
as Tensorboard or WandB, that are widely used for ML development[25,26], mainly focus on the comparison 
of different algorithm variants and the performance evaluation of machine learning methods. Certainly, for 
optimizing the RL method itself, this is an important part of algorithm development, but it misses the special 
characteristics that must be mapped in production to justify a method even against other less advanced 
solution options that are not ML based. Therefore, the application presented in this paper integrates the Plant 
Simulation environment to easily create and compare different scenarios based on common order release 
heuristics or an optimized solution from the RL agent. With the selected combination of order and machine 
related graphs an effective analysis of a job shop production is enabled based on production expert 
knowledge. 

3. Related work 

In this section, conventional and recent approaches on the job shop scheduling problem are reviewed. 
Especially the task of order release and approaches with transferable findings are considered in detail. In the 
second part of the chapter, existing AI-based approaches for order release and order scheduling are specified.  

3.1 Conventional approaches and heuristics 

A brief overview on order release methods has been given in the previous paper [1]. Two methods that are 
not advanced but found in many production systems are the instant order release and order release by 
deadline. Orders are released directly as soon as they have been created or once the planned starting date is 
reached, regardless any production performance measures e.g. the quantity of orders in production [27]. The 
constant work in process (Conwip) and the load-oriented order release are two common inventory controlling 
order release approaches. This includes the two heuristics workload-control and bottleneck-control, where 
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either the workload of all order processing stations or just the stations up to the bottleneck station must be 
considered. The order release with linear programming differs from the previously presented heuristics in 
the manner that mathematical optimization is used. A calculation module that can solve linear equations 
minimizes the target value of an objective function [27]. This is usually used by production software such 
as ERP or APS, which aim for a direct integration of the order release task into the overall order management 
process of the organization [4]. 

3.2 RL-based approaches 

Especially in the last two decades, conventional approaches and heuristics have been steadily extended by 
those based on Artificial Intelligence and here especially the subarea RL [24]. An overview of existing meta-
heuristics including learning-based systems is provided in [1]. The reinforcement learning approach 
introduced by [12] is designed to simultaneously decide on order release and operation sequencing. The 
Deep Q-Network (DQN) agent tries to minimize the makespan and is evaluated in random simulation 
instances regarding solution quality, solution speed, and scalability to bigger problems. [28] utilize a deep 
reinforcement learning approach to determine the release times of the orders in a flow shop with three 
machines. The reward that the agent receives after every action depends on the number of backorders, current 
WIP and size of the inventory. The validation results are limited to the simulated case. 

Three DQN agents used by [29] independently control three machines to automate scheduling tasks. The 
model is implemented in MATLAB for training and evaluation purposes and aims to minimize the cycle 
time spread for three product groups. However, information about the origin of the data is not provided. A 
centralized learning policy is added to a multiple agent approach by [30]. Individual agents make decisions 
in a decentralized manner but share a common Q-network. This approach which objective it is to minimize 
the makespan is validated against 15 generated data sets. 

Google DeepMind’s AlphaGo Zero algorithm applied to optimize sheet-metal production schedules by [31] 
interacts with a discrete event simulation and schedules operations to idle machines. The agent aims to jointly 
minimize tardiness and material waste and is validated using 80 different offline scheduling instances. The 
multi-step reinforcement learning algorithm introduced by [32] is developed to minimize the total weighted 
unsatisfied demand in the scheduling horizon. While real industrial datasets are used for evaluation, the 
validation in this study considers various problem sizes as randomly generated datasets. The approach 
presented by [33] differs slightly from other reinforcement learning approaches since the DQN agent does 
not directly decides on the order in this case but selects an operation selection rule and a machine assignment 
rule. The overall goal to reduce the total tardiness is validated by making assumptions concerning data and 
by randomly generating test benchmarks. The reinforcement learning mechanism applied in [34] is 
considered in this paper despite the dispatching focus because of its unique policy transfer. The policy 
transfer allows it to apply a trained agent in a new factory setting and reduces the effort for model training 
and data collection. For the validation of the agent aiming to minimize the lateness and tardiness of orders, 
a simulation based on artificial data is built. 

The review on related works supports the three recognized shortcomings of current approaches (see 2.3). 
First, regarding the problem size it can be seen that when mentioned small instances of 3 to 15 machines are 
studied and are not usually based on real production data. Using artificial or open-source data sets can help 
to better fulfil demands on the training data such as data size and independencies but doesn’t necessarily 
support the solution of real-world problems. Second, the mainly used objective is a minimization of the 
makespan. Only few approaches focus on the adherence to delivery date, customer demand or tardiness. 
Also regarding action space it is missing, that within action spaces an order is directly chosen for the next 
scheduling step as a direct consequence from the policy of the algorithm. Lastly, in most cases, no application 
set-up is described that would facilitate the development and evaluation of algorithms by taking realistic 
framework conditions on the shop floor with a strong focus on logistic target values into account. 
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4. Application 

This section presents the practice-oriented application approach for an automated order release process, 
which has been motivated throughout this paper. The main objective aims to optimize adherence to delivery 
dates. Also, the used online application which allows for a quick validation is introduced. 

4.1 Setup of the Application 

This approach uses the setup of a RL agent and discrete-event simulation described in our previous paper 
[1] (see Figure 2). The program architecture of the RL algorithm builds on that of [12] and adapts it in the 
parts relevant to this paper (see 2.3).  

 

Figure 2: Used setup for the proposed RL approach [1] 

In order to model the more-realistic production instance, that is required in this paper, especially the discrete-
event simulation in the Plant Simulation environment (see stage III) includes statistically distributed machine 
breakdowns and order cancellations, the agent must deal with. 

4.2 Simulation model and state space 

As introduced in the general approach for applying RL algorithms, the current state represented by the state 
vector provides the agent with all necessary information to decide on his next action. In particular, while 
some information like work plans and machine lists are loaded once into the simulation environment for its 
initial creation, data transferred per time step comprises the machine and order status as depicted here: 

• General information: Current episode, current simulation time 
• Machine status: Availability, remaining processing time of in-que operations, remaining processing 

time of the current order 
• Order status: Machine on which the order is currently processed, downstream machine, processing 

time of the next process step, remaining processing time of current process step, remaining total lead 
time of the current order, remaining time until the due date 

The general information mainly indicates the simulation progress. In the machine status, for each machine 
the availability and information on processing times considered with this machine is transferred. Then follow 
information about each order in production. The vector is successively assembled and its length varies with 
the number of orders. For calculation of the “remaining total lead time” it is assumed that the waiting times 
are excluded, so that it is up to the overall system to keep these correspondingly small. By considering the 
sequence-dependent setup time it is exactly reflected in the calculation of the remaining total lead time. 
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4.3 Action space 

In contrast to [12], in this approach a dependent action space which directly consists of orders to be released 
or not released at each specific time step is used instead of approximated duration times to which orders 
must be first assigned. In order to cope with the disadvantage of a dependent action space – its initially 
defined and constant size – an order release pool has been established which is initially filled with pending 
orders. The prioritization to fill the order release pool is currently based on the due date of the respective 
order. In order to be able to link the actions with the corresponding orders in the order pool, each action has 
an index that matches the index of an order. Once the agent selects an action, the action is used to search for 
the corresponding order. To depict the case of not releasing any order into the production one more possible 
action is added into the action space. Besides the possibility of releasing a specific order, the action of not 
releasing any order is referred to as “No-Op” action. 

4.4 Algorithm and reward function 

Like the approach of [12], a DQN algorithm learning by experience replay is used with the RL library Stable 
Baselines. Each step of the agent’s experiences is used by the agent in many other steps for weight updates, 
resulting in a great data efficiency.[35] The biggest change has been done by exchanging a reward on 
minimizing the makespan to the optimization of adherence to delivery dates (see Table 1). To calculate the 
reward, the remaining processing time for all orders is determined. An increasing positive and normalized 
reward is allocated for each order depending on the difference between the remaining time until the due date 
and the remaining process time. If the difference is negative, the agent receives a negative reward. In addition 
to this unsteady function, the positive part is multiplied by the value of 10 to enhance positive rewards. 

Table 1: Formulation of the algorithm used 

Algorithm 
Import work plan, list of orders and machine calendar from csv 
Initialize state !' filled with general information and machine/order status 
Define discrete action space 
Initialize action space $	 ∈ 	 {0,1, … ,5(} (0,1,…) 
Initialize parameters of the DQN library 
For episode 7 ∈ 	 {1,2, … ,5)} do 
     Get state vector !! 
     Select action from action space  
     Determine reward *! 
     Proceed state to !!"# 
     End 
End 

4.5 Control interface and evaluation concept through DAPPS online application 

The control interface for rapid evaluation and simple improvement of the RL agent used in this approach is 
the self-developed online application DAPPS. This tool is based on the approach presented by [36] and has 
since been further developed and enhanced with more advanced features. DAPPS creates a linkage between 
the programming and simulation environment and visualizes the agent’s order release results by simulating 
a production scenario. Thus, the agent’s decisions on the production environment can be analyzed by 
comparison against conventional order release scenarios that are simulated as well. By choosing different 
visualizations of production key figures like adherence to delivery dates, throughput times or Gantt-charts, 
this helps to quickly derive adjustment possibilities and further develop the algorithms. 
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The application of the setup presented in this paper, has been conducted on basis of two problem instances: 
The first with 10 machines and 76 orders, the second with 10 machines and 259 orders. Hypotheses such as 
the presented objective function or the action space have been derived from expert knowledge and have been 
directly tested in the DAPPS application with the adherence to delivery dates being the key measure.  

As there have been major changes on the problem formulation compared to the first application in [11], the 
final target of outperform current approaches has not yet been reached. For the smaller data set an adherence 
to delivery date of 84,21% has already been proven considering maximum freedom the agent got in choosing 
actions. Then, by applying the second data set with a larger order number, the adherence to delivery dates 
decreases to 91,89%. Another even larger problem size – with 28 machines and 474 orders – was applied 
but it emerged that the direct scaling without adjustment in the problem formulation is not purposeful 
regarding a justifiable training time of around 12 hours. Within the scope of this paper, no solution could be 
developed yet for the scaling of large problem sizes. Therefore, by using DAPPS as a support system for 
development, the announced steps (see 2.3.1) must be further carried out here in order to scale the problem. 

4.6 Discussion 

Within the scope of this paper, we were able to adjust the action space so that the action space is dependent 
and directly consist of orders to be released. To deal with a dependent action space, we additional add an 
order release pool. In addition, we are introducing the DAPPS tool to enable an evaluation of release results 
and a comparison against conventional heuristics such as CONWIP. For the application we use two scenarios 
with different numbers of orders and 10 machines each. A larger problem size with more machines and 474 
orders led to a long training period. The problem of scaling could not be solved within the scope of the paper. 

5. Conclusion and further research 

This paper elaborates on the usage of reinforcement learning algorithms for automated order release in a 
practice-based application. Therefore it aims to further develop the reinforcement learning agent presented 
in our previous paper and introduces the evaluation tool DAPPS. After identifying the shortcomings of 
current RL approaches, the functionality of our agent and the advancements compared to the previous agent 
has been explained. Finally, by embedding this practice-based approach into DAPPS, the tool has been 
presented and the agent been tested on two problem sizes.  

The approach can be used in practice, in order release planning to support decision making and thus lead to 
a better achievement of logistical target values as well as to a reduction of ad-hoc control interventions. The 
focus of further research must be on an improvement of the problem formulation and on the identification 
of the computationally intensive component. Finally, the approach has to be validated and the behaviour of 
the algorithm’s decision needs to be evaluated by means of unforeseen disruptions in the production.  
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Abstract 

The rapid pace of technological development and high competition make businesses employ proper 
approaches to assess the effectiveness of their value creation process or supply chains. The dynamic business 
environment enhances the uncertainty and the risk of not meeting the business goals. Warehouses might be 
able to address some levels of uncertainty such as demand fluctuations. Yet, inventory accumulation may 
lead to becoming a source of inefficiency from the lean methodology perspective. Therefore, the application 
of the lean methodology and its well-known method, Value Stream Mapping (VSM), has not received much 
attention in the warehouse efficiency assessment context. On the other hand, Industry 4.0 refers to the 
ongoing fourth industrial revolution promoting connectivity and information sharing with some key enabling 
technologies, including the internet of things (IoT), simulation, and digital twin. The digital twin technology 
is considered a strategic technology and offers a practical way for a system performance assessment. This 
paper aimed to introduce an approach that integrates the VSM method with the digital twin concept. The 
proposed structured approach can be used for the performance evaluation of a warehouse while adapting to 
the dynamic nature of warehousing. The developed digital model can be used for real time warehouse 
performance monitoring and control when connected with the physical warehouse through communication 
devices. The proposed approach in this paper is applied to a real case to demonstrate its applicability.  

Keywords 

Industry 4.0; Warehouse; Digital twin; Value Stream Mapping; Simulation   

1. Introduction 

1.1 Supply chain and warehousing 

Businesses experience high competition these days while facing cost increases and higher expectations from 
customers. Hence, many organizations are seeking solutions for increased value creation, by improving 
efficiency, reducing waste, and faster time to market. The dynamic business environment introduces 
uncertainty to supply chains, enhancing the risk of not meeting the goals. Various strategies can be applied 
to deal with uncertainty, including having warehouses to address fluctuations in supply or demand. Keeping 
inventories in warehouses may become a source of inefficiency or waste from lean methodology perspective. 
Warehouses are complex systems because their design knowledge is largescale and multidisciplinary, and 
they are dynamic systems. Therefore, data and data modelling play key roles in evaluating and consequently 
improving the efficiency of warehouses, which directly impact the supply chain efficiency from the 
inventory management perspective. Optimization is one of the most used methods for inventory management 
in warehousing. However, the complexity of warehouse knowledge and high level of uncertainty and facing 
various unexpected events may violate some assumptions in optimization models. Hence, an approach is 
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required, which can capture the embodied dynamic within supply chains and particularly warehouses. Value 
Stream Mapping (VSM) is a key method in lean methodology trying to provide a snapshot of value creation 
in a system (such as manufacturing or warehousing) and gives insights into sources of inefficiency.   

1.2 Industry 4.0 and application of digital twin for dynamic performance evaluation  

Industry 4.0 refers to the fourth industrial revolution promoting the application of data in value creation. The 
key enabling technologies of Industry 4.0 are listed as cyber-physical systems, the internet of things (IoT), 
Artificial Intelligence, simulation, and digital twin [1]. The digital twin application has been studied for 
production management, robot optimization, quality assurance, and so on [2]. The digital twin concept 
revolves around developing high-fidelity virtual models reflecting reality [3]. The digital twin offers a 
practical way to study a system’s performance. The connection of the digital twin with the real system 
(through connection devices such as IoT) allows data exchange between them and controlling the system.  

1.3 Objective  

This paper aims to integrate VSM as a method for efficiency assessment with the digital twin concept for 
the dynamic performance evaluation of a warehouse by considering its dynamic and complex structure. The 
proposed approach can be used as a decision support system to monitor or modify the warehouse planning 
parameters to increase its efficiency. To this end, this paper aims to introduce a structured approach to define 
Key Performance Indicators (KPIs) for a VSM model in the warehousing context to be embodied in its 
digital twin. This paper proposes a modelling approach to develop the warehouse digital twin which is 
executable and can receive data from the warehouse through communication devices such as IoT and 
accordingly optimize the warehouse planning/control parameters. The introduced VSM based KPIs are 
embodied in the digital twin to assure optimization supports meeting the efficiency objectives.  

2. Technical concepts  

2.1 Warehousing and VSM 

Warehouses perform a series of dynamically interacting processes using various resources, so the approach 
used for their performance assessment must be able to capture such a complex structure holistically. Lean 
methodology seeks to improve the performance of operations by eliminating waste. VSM is one of the most 
used lean tools, aiming to visualize the interactions across different processes as resources, products, or 
information are used and passed through each stage. Such a high-level illustration allows analysing of the 
Key Performance Indicators (KPIs) of a value chain. Traditional VSM requires modification to capture the 
uncertainty tied to warehousing and its dynamic nature. This paper aims to integrate VSM with digital twin 
concept to allow warehouse performance assessment considering its dynamic and uncertain nature.   

2.2 Digital twin 

The digital twin is an emerging technology and is defined as the digital replica of an object or system, 
mapping its characteristics and behaviour. Gartner, a global advisory IT firm, suggested the digital twin as 
a strategic technology trend in 2016. China Association for Science and Intelligent Manufacturing academic 
consortium proposed the digital twin as a top 10 scientific and technological progress in intelligent 
manufacturing in 2017 [4]. The digital twin concept was introduced in 2003 at the University of Michigan 
in a Product Lifecycle Management course [5]. NASA defined it as an integrated multi-physics, multi-scale, 
probabilistic simulation of a system using physical models, sensor updates, historical, etc., to mirror the life 
of its flying twin. The first introduced digital twin model included three dimensions: physical, virtual, and 
data exchange [6]. Later a model was introduced with five dimensions: physical, virtual, twin data, services, 
and connections [7].  
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In industry 4.0 context, two types of integration are considered in value creation: horizontal and vertical. 
The latter addresses integration of systems and elements in an individual node (e.g., warehouse system), they 
exchange information including real-time data (e.g., collected by sensors) and share their status with each 
other (e.g., machine-to-machine communication), so the entire system can prepare for future jobs. Horizontal 
integration means all nodes are networked and cooperate, including warehouses, factories, and customers.  

3. Literature review 

In this section, only those works are reviewed that have similar scope to this paper. Hence, the works that 
investigated general application of VSM or digital twin, without their integration are excluded from review. 
The complexity of warehousing systems made researchers narrow down the scope of warehouse performance 
assessment, such as layout or operational policy assessment. This paper has a system-level scope, so the 
studies with a narrower scope are not reviewed here and interested readers are referred to the literature [8]. 

3.1 VSM for warehouse efficiency assessment  

The existing studies that applied VSM at the supply chain level mostly demonstrated a warehouse as an 
inventory ‘black box’. This does not offer deep insights into the warehouse performance, yet to have a lean 
supply chain, the performance of the warehouses as key nodes must be assessed and improved too.  

Myerson suggested considering the warehouse function as an assembly line constituting several activities. 
Thus, warehouse efficiency could be improved by improving the tools and equipment availability [9]. Garcia 
applied VSM in warehousing assuming that the unit load does not change through the warehousing process 
[10]. However, a significant proportion of industrial warehouses change the unit of receiving consignment 
to another unit during the processes, which such a change in the unit load requires more careful consideration 
for a consistent performance assessment through various processes. Dotoli applied VSM to identify non-
value-adding tasks in warehousing processes [11]. A mathematical model was developed to rank the 
identified wastes, called anomaly. The focus of the paper was on ranking anomalies and no structured 
approach was suggested to define KPI as a basis for comparison. The scope of the paper was only on the 
production warehouses, and other types of warehousing were only shown as work-in-progress (WIP) in the 
VSM model with no information about their operational performance. In another work, Bozer defined any 
increase in inventory level above the determined minimum level, as warehouse inefficiency [12]. However, 
if customer order reduces considerably, the inventory level will exceed the determined minimum level, or, 
if the demand increases, the inventory level decreases. Such an increase or reduction in inventory is not an 
indication of efficiency reduction or improvement in the warehouse.  

3.2 Warehousing, VSM, and Digital Twin 

Not many studies analysed the integration of VSM with a digital twin in the warehousing context. However, 
there are some works that studied the application of other industry 4.0 technologies in the warehousing 
context. Although their scope is different from this paper some of them are explained here.   

Leng et al. proposed a digital twin system that used real-time warehousing data to optimize the packing and 
storage assignments operations. However, the application of this approach was limited to automated high-
rise warehouses [13]. In the production system context (not in warehousing), a digital twin-enabled VSM 
approach was introduced by this reference [14]. That approach was based on developing a simulation model 
that used the VSM model results to simulate the performance to help finding the bottlenecks and other system 
problems, and finally, to improve the system parameters. Ali and Phan conducted a literature review on the 
application of industry 4.0 technologies to achieve sustainable warehousing [15]. Similar to manufacturing 
systems, they concluded that the application of industry 4.0 technologies in warehousing can support 
improving operational efficiencies, particularly a fully automated warehouse can achieve high efficiency by 
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reducing energy consumption, waste, resource consumption, and unpredicted machines breakdowns [16]. 
The economic sustainability of warehousing while applying Industry 4.0 technologies was investigated by 
this reference [17]. An artificial reality software called “Pickup Simulo” was proposed to provide insights 
into the efficiency of warehousing activities. The effectiveness of using IoT in terms of data sharing and 
visibility in warehousing processes such as order picking, loading, and shipping was demonstrated in terms 
of errors and damages reduction, and consequently reducing resource waste. Likewise, the application of 
blockchain-enabled digital legend was analysed by this reference [18], concluding improvement in reducing 
the likelihood of product tempering, consignment rejection, and economic losses. It is agreed that there is a 
lack of a general approach for digital twin development that can be used in different fields [19]. 

In conclusion, although VSM has been applied in supply chain and manufacturing system assessment 
context, but its application has not been studied in warehousing context. On the other hand, given the fact 
that the digital twin is a new concept, integration of the VSM and the digital twin has not been studied in the 
literature. This is a research gap that this paper aims to address and the proposed framework as the integration 
of the VSM and digital twin is a novel contrition by this paper to this field. 

4. Digital twin, Simulation, and VSM integration  

4.1 Application of VSM in warehousing and KPI modelling  

VSM method intends to evaluate a value stream against the overall system objective(s). In warehousing, the 
ultimate objective is to fulfil customer orders, which their specifications are not known in advance. This 
uncertainty complicates defining an identical evaluation unit for all processes. An automated warehouse with 
a seamless connection between a data-driven digital twin, IoT, and cloud technology has potentials to achieve 
high efficiency in its operation if processes are configured properly, if right data are collected, and analysed 
such that providing insights for improvement of warehouse performance. Hence, having a proper data model 
with the proper KPI is crucial for performance. In this section, an approach is proposed for proper modelling 
of KPIs for efficiency assessment in the warehousing context from the lean methodology perspective.  

Dividing the process to the value adding and non-value adding is a principle in lean methodology to identify 
sources of waste, so by eliminating or reducing the number of non-value adding activities the system can 
perform more efficient. The former is considered as those that change physical shape/assembly of a product. 
In warehousing context, there are generally no substantial changes to shape/assembly. Hence, warehousing 
activities are often not considered to be value-adding. However, warehouses change the item unit type. 
Warehousing processes can be divided into five abstract classes; receiving, storing, picking, sorting, and 
shipping [20, 21]. In receiving process, the inbound consignments are accepted and converted into items that 
can be stored in the warehouse. The value created is transforming inbound items into ‘warehouse-able’ items 
(Stock Keeping Units: SKUs). In storing process, warehouse-able items are allocated into storage modules. 
In order picking process, the customer-requested items are retrieved from the storage modules. In the sorting 
process, the picked items are qualified to satisfy order requirements and prepared to be shipped. In shipping 
process, the orders are despatched from the warehouse. Each process has an objective in transferring the 
item status, receiving transfers the supply consignment to SKUs, storing process transfers SKUs to stored 
SKUs, picking transfers the stored SKUs to picked SKUs, sorting transfers the picked SKUs to customer 
order, and shipping transfers the customer order to shipped orders. To identify value-adding activities, this 
paper suggests modelling the warehouse function based on those five abstract processes. Considering a pool 
of possible processes and sub-processes, the warehousing function, !!, can be represented as shown in (1).  

!! = {(%" , '")}	; 		,є	{1, … ,5},	%" = 11	if	'" 		is	an	enabling	process	for	warehousing	function0	DEℎGHI,JG	                (1) 

!!={($" , &!")}	; 		+є	{1, … , +}, K" = L1	if	sub − process	k	is	needed	in	'"0	12ℎ456784	                                                                                                                                           
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This paper defines those activities which operate after the item transits to the required status from the abstract 
process as non-value adding. Each sub-process of a process should be analysed with respect to its abstract 
process and thus a value-adding activity in one process can be non-value-adding in another. Receiving and 
shipping processes interact with suppliers and customers respectively, so, they deal with different units for 
the same item type, respectively supplier consignment and customer order units. The receiving process may 
encompass various sub-processes to convert the supplier consignment to SKU (e.g., palletizing). As soon as 
the item unit is converted to SKU, the remaining sub-processes in the receiving process and in storing process 
operate on an SKU base. Depending on the picking process design, it can operate on SKU or order basis. 
The sorting process qualifies the picked SKUs to meet the order specification. Hence it also operates on a 
dual basis, SKU and order. Finally, the shipping process dispatches orders, and this generally operates on an 
order basis but may include some sub-processes that operate on an SKU basis as well. 

The SKU represents the most aggregated level of planning unit in the warehousing context; hence this paper 
suggests conducting process evaluation using SKU as a base unit. Warehousing processes can be categorized 
into SKU-based and not SKU-based, which each is subdivided into two sub-categories: ‘direct’ and 
‘variable’. In the direct sub-category, the process parameters are a direct function of the number of 
operational units. For example, in the labelling process, the operation time is a direct function of the number 
of labelled SKUs. In the variable sub-category, the process parameters may vary from one process to another. 
An example of a variable parameter is the travel distance (and consequently process time) in the picking 
process, which may vary for different orders depending on requested items in customer orders.  There is no 
need to convert the process operational unit for SKU-based processes. The not-SKU-based processes may 
operate in one of the following situations: 

- Input SKU, output not-SKU: number of inputs (SKUs) can be used to formulate process parameters. 
- Input not SKU, output SKU: number of outputs (SKUs) can be used to formulate process parameters.  
- Input not SKU, output not-SKU: using ‘expected’ approach to estimate the average for the number 

of SKUs in a process (explained below).  

Expected: a probability distribution function can be fitted to the variable parameter (e.g., the number of 
operating SKUs) of a process by using its historical data. Accordingly, the ‘expected value’ of the variable 
process parameter can be used to estimate a process KPI.   

For ‘direct’ type processes, since process parameters are a direct function of the number of operational 
units,	P,	the KPIs can be formulated on SKU base. For processes with ‘variable’ parameters, the KPIs can 
be calculated with the ‘expected’ approach as explained din mor detail in the next section.  

4.1 Digital twin integration with VSM   

Warehouse systems as complex systems demonstrate emerging behaviour as the result of interactions 
between their individual elements and with their environment [22]. The emerging behaviour or performance 
of a warehouse system can hardly be formulated with analytical formulation [23]. Simulation is a widely 
accepted approach for the validation of design or planning parameters. In the industry 4.0 context, simulation 
can serve many purposes, including scenario analysis and performance assessment. In this section, an 
approach is introduced to develop a digital twin for a warehouse that embodies the explained KPIs from the 
VSM perspective while the developed model has simulation capabilities. This helps to observe the possible 
emerging behaviour of the warehouse because of suggesting changes in the process chain after the VSM 
application. This makes the digital twin experiment-able that can support the validation of a warehouse plan 
and as a runtime environment can be used as a test bed to assess the warehouse performance as a function 
of dynamic interactions prior to applying any changes in the warehouse system.  
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The Object-Oriented (OO) method is a well-known approach for analysing complex systems [24]. Hence, 
this research suggests its application in developing the digital twin model of a warehouse. Abdoli introduced 
OO-based architecting guidelines for the holistic modelling of an engineering system by decomposing the 
system into processes that deliver its main function as a transformation of an item’s state from input to output 
[23]. Accordingly, a warehouse can be modelled as a class diagram, as a composition of classes representing 
the warehousing processes. On the other hand, Finite State Machine (FSM) is a formalism that visualizes the 
structure of a system by its elements and embodies its behaviour by dynamic states defined for its elements. 
Hence, this research suggests constructing the digital twin in FSM formalism to achieve an experiment-able 
digital twin, due to the promising features of FSM including system visualization plus its simulation 
capabilities. Thus, the suggested OO-based approach by Abdoli [23] is mapped to FSM by embodying a 
nested state structure. The warehouse system is modelled as a parent state decomposed into sub-states 
embodying its processes, called process-state. In FSM, functions can be defined for a state to model its 
behaviour, so a function is associated with each process-state to model its dynamic behaviour, called process-
functions. A process-function returns the parameters of a process with its outputs (e.g., equipment available 
capacity, number of operating SKUs), called Dynamic Variables (DVs). Relations between functions (in 
exchanging DVs) must be defined to embody the interactions between processes. Some variables can be 
defined in process-functions to return the values of KPIs (e.g., process time) at the end of the simulation. 

The digital twin of a warehouse can use both historical and real-time data. An FSM model can receive data 
in different formats (e.g., XML) from physical objects [25]. This allows the developed digital twin to receive 
data from the cloud, containing collected data from physical objects (e.g., forklifts) by communication 
devices (e.g., IoT) or interact directly with them and get data (e.g., storage module status). An FSM model 
can be used to generate codes (e.g., Programmable Logic Controller) to control physical objects as well [26, 
27]. The proposed approach is shown in Figure 1.  

 

 

 

 

 

 

 

 

 

 

Figure 1: FSM-Digital twin integration with VSM 

Embodying the VSM-based KPIs in the digital twin allows capturing the dynamic nature of a process in 
efficiency assessment. The order picking process is a good example of a process with variable process time 
and many research formulated that as a function of many parameters as shown in Equation (2), such as a#: 
picking aisles length, a$: picking aisles width, a%: picking aisles height, T: number of aisles, o&: order size, 
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o'(: order diversity [28]. Order diversity can range from one to maximum order size. The former represents 
a single order line, whilst the latter indicates one single item per SKU in an order. Such formulas can be 
embodied in the process-function of the order picking process to predict the process time. The process 
parameters can be deterministic or non-deterministic. The former ones are fixed, such as the number of aisles 
whereas the latter, such as order diversity or order size, may vary from one order to another. These non-
deterministic parameters introduce variability to the process time and leading to have ‘variable’ the process 
type as mentioned before. By using historical data, the order profile can be mapped to a probability 
distribution function. The digital twin has access to historical data or can be connected to physical objects 
through IoT. The embodied data analytics models in the digital twin can use the available data and fit a 
probability distribution to the non-deterministic parameter in a warehousing process, such as the order size 
and variability. The expected value of a random parameter can be used to evaluate a process against the 
KPIs. For example, after the digital twin fitted a probability distribution to the order size, then the order 
picking time can be calculated. This logic applies to all variable processes with non-deterministic parameters. 

QGPRGSEGT	(DHTGH	R,SU,VW	E,XG)=                                                                                                              (2) 

Y Z 		'[DHTGH)*+,*	."/, , DHTGH)*+,*	+"0,*."12\ ×
3*+,*	+"0,*".124)*+,*	."/,

3*+,*	+"0,*."1245

3*+,*	."/,

)*+,*	."/,45

^[_,J`G6,7819 , _,J`G:"+19 , _,J`G9,"819 , Qab,RXGVE	EH_cG``,VW	E,XG, DHTGH)*+,*	."/, , DHTGH)*+,*	+"0,*."12\	                                    

According to the introduced approach, all warehousing processes can be evaluated against an identical unit, 
the SKU. This approach enables the application of a dynamic VSM for holistic warehousing performance 
assessment. It is preferable to interpret warehousing efficiency with respect to the ultimate objective of the 
warehousing function, which is satisfying customer orders. Hence, SKU-based KPIs are needed to be 
transformed into order-based KPIs. Thus, it is suggested to utilize the explained expected approach to 
characterise the order profile by using its historical data. For example, if the storing process time for a single 
SKU was calculated 5 minutes and the expected order size was 20, then the expected process time for the 
order can be approximately 100 minutes. The proposed approach stands as a decision support framework, 
however, the experts still can define some constraints based on the stakeholder objectives. For example, the 
experts can set a threshold for the minimum value of SKUs to assure having some levels of safety inventory.   

4.2 Scenario analysis with digital twin 

The executable digital twin allows testing a wide variety of scenarios which may lead to different behaviours 
and warehouse performance [19, 29]. Such scenarios can be modelled in the FSM model by defining some 
events or probability functions to model variations from initial assumptions, such as supply frequency or 
equipment failures. Simulation for what-if assessment can assist in analysing the effects of variations on the 
warehouse performance within the supply chain. This approach can be applied in any system containing 
variable processes with non-deterministic process parameters.    

5. Case study  

The case study warehouse was a distribution centre of a pharmaceutical company. The receiving process 
needed to change item-unit from supplier consignment to pallet, then from pallet to SKU, and later in the 
sorting process from SKU to customer order. The receiving process included unloading and stacking sub-
processes. The warehouse had an ERP system containing warehousing information including the inventory 
status, incoming supplier consignment, and customer orders. The unloading process was performed by an 
automatic Cargomatic, five loads each weekday, each containing 33 pallets of 10 SKUs. Both unloading and 
stacking are considered value-adding, since they convert supplier consignments to warehouse-able items. 
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Some example calculations are provided here, and the VSM results are shown in Figure 2. Since the SKU 
quantity is constant in each load received, the receiving process is formulated on an SKU basis as follows. 

 Unloading-time for truck load=30 minutes, Unloading-time per SKU=30/33×10= 0.091 minute. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Developed FSM-Digital twin integrated with VSM-KPIs for the case study 

In the storing process, an operator needed to drive a forklift to the stacking area and pick SKUs, then drive 
to the storing area, put them in racks, and come back. The two driving components of this process are 
considered non-value-added but necessary activities, whilst the positioning of SKUs in racks is considered 
the main storing process. The transportation and storing process had variable operation time depending on 
the storage location, (e.g., aisle position and rack height). Using the historical data in the ERP, a Pareto 
distribution was fitted to the storing process time. In the picking process, an operator needed to pick up 
ordered items. Likewise, a Pareto distribution was fitted to the picking process by using the ERP historical 
data. According to the explained approach, the FSM-Digital twin integrated with VSM was developed, as 
shown in Figure 2. The Pareto diagrams are rotated 90 degrees and the dashed lines show the expected values 
of each distribution, which can be used for various KPIs estimation. Based on the available data in the ERP, 
the order size varies from 3 to 11 SKU per order with an average of 9, with larger orders being more common. 
Hence, the sorting process is converted to an SKU base by considering its expected value of operational 
units. To demonstrate the order-based KPIs, the process parameters are divided into 9 (average order size). 

Storing − Process	time =  3minutes/pallet             Storing − Process	time;<=>	?@.,+ =  3/10=0.3 minutes 

gDHE,VW − 'HDSGJJ	E,XG;<=>	?@.,+≈0.56 minutes, gDHE,VW − 'HDSGJJ	E,XG;)*+,*	?@.,= 5 minutes  

The lead time is studied as the main KPI. The lead time before the picking process initiation indicates an 
SKU’s waiting time to progress to successive processes, whereas the cumulative values of lead times after 
that represent the order lead time. Hence the lead times before the picking process are not converted to order-
based values. Based on the developed FSM-digital twin integrated with the VSM model of the warehouse, 
sorting and picking tend to have the longest processing times, while the transportation elements in the storing 
and picking imposed the most uncertainty. Hence, combining the storing and picking processes could absorb 
some variation from both processes. This approach is called the double command storing-picking process 
and could improve efficiency. The suggested changes in the structure of these two processes could be 
validated by the digital twin prior to implementation to ensure its applicability. Demonstrating such a future 
state map is not in the scope of this paper but would follow the same procedures set out in this paper.  
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6. Results and conclusions 

This paper proposed an approach to integrate the VSM as an efficiency assessment with the digital twin 
concept to allow monitoring and assessing the efficiency of a warehouse.  

An approach was introduced for identifying value-adding activities in the application of VSM in the 
warehousing context, leveraging the traditional VSM to a more dynamic assessment tool that could capture 
the uncertainty in warehousing processes.  An approach was introduced to embody the explained dynamic 
VSM in the digital twin of a warehouse, developed as an FSM model with simulation capabilities.  This can 
support simulation-based performance evaluation. Such a digital twin can also be used for analysing the 
impact of possible changes in a warehouse system prior to their implementation.  The developed digital twin 
can use available data including historical data (such as ERP in the case study) or real-time data from 
communication devices.  

A future direction for this research can be an investigation on how the real time data can be used by the 
developed FSM digital twin model for real-time system improvement.  Moreover, automatic model 
calibration based on VSM results can be investigated as well.   
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Abstract 

For the prevention of musculoskeletal disorders (MSD), the evaluation of manual materials handling (MMH) 
is important. In this context, cumulative loading can be used as an exposure index for the ergonomic 
assessment of workplaces. However, it was shown in previous empirical studies that most existing methods 
for calculating cumulative loading fail to completely capture the resulting physiological effects of working 
conditions on human workers. Therefore, this contribution outlines the development and validation of a 
novel force weighted approach to calculated spinal cumulative loading that reflects the muscular exposure. 
Empirical data from 36 individuals were used as the data basis for deriving and validating the calculation 
method. The results of the validation show a high prediction quality on the basis of the hold-out method. 
Hence, the method provides relevant indicators for the ergonomic assessment of MMH activities. Thus, it 
might be a useful tool for workforce planning in production.  
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1. Introduction 

Musculoskeletal disorders (MSD) are a relevant problem worldwide from both an economical and a societal 
point of view [1]. Moreover, there is empirical evidence which links work-related manual materials handling 
(MMH) to the occurrence of MSD [2]. Therefore, the assessment of work-related MMH is of central 
importance for maintaining the health of working humans and preventing work-related MSD in the context 
of workforce planning in production and manufacturing. In this context, Wells et al. [3] identify the spinal 
compression force as relevant exposure parameter and recommend the calculation of a cumulative spinal 
loading value as an exposure index. In essence, the approach of cumulative loading simultaneously considers 
both the intensity and the duration of the acting spinal compression force and is mostly extended by a 
weighting factor for the load intensity to account for empirical evidence that suggests a higher relative effect 
of the load intensity [4,5].   
There are several methods for calculating cumulative loading which have in common that they are mostly 
based on the results of in vitro studies of material failure of human  or animal  specimens [6]. For regularly 
occurring work-related physical exposure, however, it has been shown that reversible physiological 
parameters, such as muscular activity, are much more relevant and should therefore be decisive instead of 
purely biomechanical limit values [7,8]. Indeed, in previous publications, it was shown that existing methods 
for calculating cumulative loading are not fully capable of capturing these reversible physiological reactions 
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[6,9]. This applies in particular to the parameter muscular activity, which is widely recommended as an 
indicator for deriving measures in the context of ergonomic work design and workforce planning in 
production [4].    
Consequently, empirical data on the relationship between spinal cumulative loading and reversible 
physiological reactions, such as muscular activity, are needed. On this basis, an evidence-based optimization 
of existing methods for calculating the cumulative load of MMH tasks can be derived. Such an optimized 
method would be a promising approach for ergonomic workforce planning in production. In this way, the 
data accumulating in the context of advancing digitization can be used to design the work environment in an 
economical and human-friendly manner by preventing work-related MSD while ensuring economical 
production. Therefore, the aim of this publication is to present a systematic analysis of the relationship 
between spinal cumulative loading and work-related muscular activity and, based on this, to develop and 
validate an optimized calculation method for the calculation of spinal cumulative loading for ergonomic 
workforce planning. Because of the specific relevance for practical use in occupational health [10], the range 
of medium intensity levels is focused.  

2. Material and Methods 

2.1 Participants 

The empirical data used to derive the weighted calculation approach were collected in a laboratory study 
with 36 participants who were financially compensated for their participation. The required number of 
participants was determined in advance by statistical sample size planning in G*Power for a desired test 
power of 0.8. The study was approved by the Ethics Committee at the Medical Faculty of RWTH Aachen 
University (ID: EK 210/21). Participation was limited to individuals who did not currently have, or had not 
had in the 12 months prior to participation, any cardiovascular or musculoskeletal diseases or conditions. 
Persons aged 20 to 47 participated, 17 of them identified as male and 19 as female. In addition, age 
(mean = 25.7 years, SD = 4.9 years), height (mean = 174.8 cm, SD = 9.3 cm), and body weight 
(mean = 71.2 kg, SD = 12.0 kg) were recorded.   

2.2 Empirical data base 

The data base used to derive the weighted calculation approach consisted of three different runs of cyclic 
lifting activities. The load intensities analysed were of medium intensity [10]. The exact levels of external 
load were chosen so that each would have a different effect on the human body while excluding physical 
overexertion for individuals without cardiovascular or musculoskeletal diseases or conditions. For this 
purpose, an ergonomic risk assessment based on the method KIM-LHC (LMM-HHT-E) [11] was carried 
out in advance and as part of the application to the Ethics Committee.    
During all lifting tasks, participants performed an identical two- dimensional, symmetric movement, which 
is shown in Figure 1, with an external load held in both hands. The trunk inclination was standardised to a 
range of 0° to 50° with the angle measured between the vertical line and the trunk longitudinal axis as shown 
in Figure 1. A stretched rope marked the lowest point of the movement. Touching the rope with the forehead 
signalled reaching of the lowest point. The arms were always perpendicular to the ground. The working pace 
was set to one lifting or lowering every three seconds and audibly signalled using a digital metronome. This 
working pace corresponds to a rate typical for occupational practice [12]. Participants completed a short 
practice session in order to familiarise with the task and pace. With the movement being identical, the three 
different runs of cyclic lifting activities differed in terms of the external load, as shown in Table 1. The 
movement was performed as described for 18 minutes in total. The individual lifting activities were each 
separated by a recovery break of 2 minutes. The participants spent each resting period sitting straight on a 
chair with the arms placed in the lap and the feet on the floor. The effectiveness in terms of muscular recovery 
of this resting period has already been shown [9]. The body posture of each participant was recorded at a 
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rate of 30 Hz using a Kinect sensor (Kinect V2, Microsoft, WA, USA). In the data analysis, the compression 
force of the intervertebral disc at L5/S1 was calculated for each frame using a biomechanical model validated 
for material handling in the sagittal plane [13]. As input data, body weight, body height and body posture 
were used.   

 

Figure 1: Symmetric MMH in the sagittal plane with marked trunk inclination angle. The arms were always held 
perpendicular to the ground and the external weight was always held in both hands. 

Table 1: The three different runs of cyclic lifting activities that differ in terms of the external load held in both hands. 

Condition External load 
1 2 kg 
2 4 kg 
3 6 kg 

 

With regard to the resulting muscular strain, bilateral muscle activity of the erector spinae longissimus 
(RES/LES) were collected. Since surface electromyography (EMG) is a suitable estimate for physical stress 
imposed by dynamic loads [14], the muscle activity was measured using EMG during the lifting/lowering 
task and the resting period. RES/LES was selected as a representative of the back muscles which are 
particularly strained during repetitive MMH [15]. To avoid disturbances of the EMG signal during the resting 
period, which was spent sitting, the chair was without a backrest. 

2.3 Mathematical derivation of the force weighted calculation approach 

Data from 30 individuals of the study described in 2.2 were used as estimation data to derive the weighting 
factor, and the remaining data were used as a test data set for validation. The characteristics of the estimation 
data set were as follows: 13 male and 17 female participants with a mean age (standard deviation) of 24.8 
(2.5) years, a mean height of 175.2 (9.7) cm, and a mean body weight of 70.8 (12.2) kg.    
The derivation of the equation for the force weighting factor WFForce was divided in two steps. First, based 
on the load intensity and the resulting muscular strain, an individual strain-load-ratio SLR was calculated by 
means of Equation (1). Here, the load intensity results from the maximum compressive load within an 
intensity level. The muscular strain results from the measured electrical muscular activity. The quantification 
of the electrical muscular activity is explained in detail in section 3. The strain-load-ratio SLR was calculated 
for each participant and intensity level for both RES and LES. Based on these individual values, average 
factors for each intensity level and both RES and LES were calculated. The calculation of factors is necessary 
to use literature-based factors for support points at the lower and upper edges. Since this empirical 
investigation focusses on the range of medium physical exposures, two additional data points were used in 
the minimum and maximum range: Following Parkinson & Callaghan [16], the empirically determined 
maximum compressive strength of the human spine of 6000 N [17] can be associated with a weighting factor 
of 30. As lower data point, 1 N is selected as a theoretical minimum load. Following empirical evidence 
from a previous in-vivo study on the relationship between spinal compression force on L5/S1 and electrical 
muscular activity, it can be stated, that an equivalent weighting of the risk factors load intensity and load 
duration are unsuitable even in the range of low spinal compression force [9]. Therefore, 1 N is associated 
with a force weighting factor of 1.01. Both additional, literature-based data points are shown in Table 2. 
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Based on the empirical data, the equation for the weighting factor was derived. The known points were 
plotted to a diagram and a mathematical description of the relationship between acting load and muscular 
strain was derived using the trend line function in Microsoft Excel 2016 (Microsoft Corporation, Redmond, 
Washington, USA). This procedure is equivalent to performing a non-linear regression and was chosen in 
accordance with other published studies [18–20]. 

Table 2: The two additional, literature-based data points used to derive the mathematical description of the 
relationship between acting load and calculated strain-load-ratio SLR.  

x-axis [N] 6000.00 1.00 

y-axis [-] 30.00 1.01 

 

2.4 Validation of the force weighted calculation approach 

The hold-out method was used as a method of validation as previously described [21]. While data from 30 
individuals of the study described in 2.2 were used as estimation data to derive the weighting factor, the 
remaining data of six participants were used as test data for validation. The characteristics of these 
participants were as follows: 4 male and 2 female participants with a mean age (standard deviation) of 
30.5 (10) years, a mean height of 173 (6.8) cm, and a mean body weight of 72.7 (12.1) kg. This publication 
aims to derive an optimized force weighted calculation approach that reflects the muscular strain resulting 
from work-related MMH. In line with the methodological approach by Yazdanirad et al. [22], the validation 
was therefore performed as follows: The prediction quality of the new calculation approach was determined 
based on the correlation between values of the cumulative loading index calculated by means of the 
calculation method to be verified and the measured resulting muscular strain. For the interpretation of the 
correlation, a correlation from 0.1 is regarded as low, from 0.3 as medium and from 0.5 as strong [23]. 

3. Data analysis 

To calculate the factors for the optimized calculation approach using Equation (1), both the load intensity 
and the resulting muscular strain are needed. To quantify the load intensity, the spinal compression force on 
the intervertebral disc at L5/S1 was biomechanically calculated based on body weight, external load and 
body posture, as explained in 2.2. Based on this, the maximum spinal compression force on L5-S1 was 
calculated for each participant and each intensity level (1, 2, 3). Since the movement is cyclic, the maximum 
compression force is constant within a participant and an intensity level, as shown in Figure 2.  

 
Figure 2: Schematic representation of the cyclic load with associated body positions at the maximum and minimum 
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To quantify the muscular strain, the area under the curve of the measured electrical muscular activity from 
RES and LES was determined. The calculation of the area under the curve was performed using the Noraxon 
MyoMuscle v3.14 software and the Integral calculation function. The resulting unit is thus %MVC • s. The 
calculation of the integral was chosen instead of an average value in order to represent the complete spectrum 
of the measured muscular activity.  
Prior to the curve-fitting, paired t-tests were used to check whether the average factors over all participants 
of the estimation data set differed significantly between RES and LES. In case of no significant effect, further 
evaluation can be performed together for RES and LES. Statistical analyses were performed with IBM SPSS 
Statistics 28.0.1.0. Significance at the α-level of p < .05 was assumed. For the validation, Spearman's 
correlation coefficient was used, so the data do not need to be normally distributed [24]. 

4. Results  

In this section, the general results regarding the acting load intensity and muscular strain, the calculated 
factors as well as possible differences between the body sides are presented (section 4.1). Based on both the 
empirically obtained and the literature-based data points, a new force weighted calculation approach is 
derived (section 4.2) and validated (section 4.3).  

4.1 General results  

Paired t-tests between RES and LES show no significant effect of body side on the strain-load-ratio SLR 
calculated using Equation (1). Average values of both the calculated maximum spinal compression force and 
the integral of the electrical muscular activity from RES and LES are shown in Table 3 and the resulting 
strain-load-ratio SLR are shown in Table 5. Statistics of the t-tests are presented in Table 4. Since the body 
side does not have a statistically significant effect on the calculated factors, a joint equation for the weighting 
factor WFForce is derived in the next step.  

Table 3. Average values of both the calculated maximum spinal compression force and the integral of the electrical 
muscular activity from RES and LES. This data were used to calculated the ratios shown in Table 5. 

Level of 
intensity 

Biomechanically calculated 
compression force on L5/S1 [N] 

Integral of muscular activity 
[%MVC • s] 

RES LES 
1 2495.44 7591.56 7444.90 
2 2627.14 7983.01 8003.89 
3 2792.25 8598.11 8620.40 

 

Table 4. Results of the t-test within each intensity level between RES and LES for the strain-load-ratio SLR. 

Pair Mean 
Standard 

error of the 
mean 

95% confidence 
interval of difference t df 

p-
value 

Lower Upper 

SLR,RES,1 – 
SLR,LES,1 

.05 .16 -0.28161 0.38205 .310 29 .759 

SLR,RES,2 – 
SLR,LES,2 

-.03 .15 -0.33985 0.27747 -.207 29 .838 

SLR,RES,3 – 
SLR,LES,3 

-.02 .15 -0.32536 0.28239 -.145 29 .886 
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Table 5. Mean (± standard error) of strain-load-ratio SLR calculated using Equation (1). 

Body side 
Level of intensity 

1  2 3 
RES 3.16 ± .26 3.10 ± .23 3.15 ± .21 
LES 3.11 ± .27 3.13 ± .24 3.17 ± .25 

 

4.2 Derivation of forced weighted calculation approach  

The resulting data on the relationship between acting maximum spinal compression load in L5-S1 and the 
strain-load-ratio SLR is shown in Table 6. The two additional data points, which were explained in 2.3, are 
also included.  

Table 6. Points used to derive the mathematical description of the relationship between acting load and relative 
weighting factor. Since the evaluation is carried out jointly for RES and LES, the three values from the range of 

medium physical exposure obtained experimentally, are each listened twice. 

x-axis [N] 6000.00 2792.25 2627.14 2495.44 2792.25 2627.14 2495.44 1.00 

y-axis [-] 30.00 3.15 3.10 3.16 3.17 3.13 3.11 1.01 

 

The plotted data points are shown in Figure 3. With regard to the mathematical description of the relationship 
between acting load and relative weighting factor, an exponential curve has proven to be the most suitable 
for the following reasons: In the case of a polynomial function – as used previously [16] – the upper reference 
value of 6000 N and a factor of 30 would be in the curve, but there would be a global minimum in the range 
of 1000 N. This means that the weighting factor at 1000 N is lower than the fixed value of the lower guideline 
value 1.01 and for a load intensity around 1000 N the intensity is weighted lower relative to the load duration. 
This contradicts the empirical findings on the necessity of a relatively higher weighting of the load intensity 
to the load duration [4,5,9] and must therefore be avoided. The derived equation for the weighting factor 
WFForce is also shown in Figure 3 and its coefficient of determination is R2 = .97.   
This results in an optimized force weighted calculation approach for cumulative loading given in Equation 2 
in accordance with the general form described by [16,25].   

 
Figure 3. Plotted data points and resulting best-fitting curve to describe the relationship between acting load and load 

intensity weighting factor.  
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4.3 Validation of forced weighted calculation approach  

The results of the correlation analysis are shown in Table 7. Since the correlation coefficient is above 0.5, 
the correlation between predicted and observed values can be classified as high according to [23]. 

Table 7. Result of the cross-validation for the evaluation of the forecast quality. 

Correlation between Spearman correlation p-value 

Measured resulting muscular strain  
- 

Calculated cumulative loading 
.799 <.001 

5. Discussion 

The objective of this publication was the development and validation of a force weighted approach to 
calculate cumulative loading. The main motivation was the fact that existing calculation methods are mostly 
based on the principles of material failure when, in fact, physiological parameters, such as muscular activity, 
are much more relevant for workplace design for regularly occurring work-related physical exposure [7,8]. 
However, methods mainly based on the principles of material failure cannot adequately represent these 
particularly relevant parameters [6]. Therefore, an optimized calculation method based on a new force 
weighted approach was introduced. For the derivation of the optimized calculation method, the focus was 
placed on muscular activity, since this parameter is widely recommended as an indicator for measures in the 
context of ergonomic work design and workforce planning in production [4]. For this purpose, three levels 
of different load intensity where analyzed. Each level had a different effect on the human body, according 
to a preliminary ergonomic assessment. Due to additional literature-based upper and lower anchor points, 
the derived calculation method is also applicable for very high and very low load intensity.  
The validation of the optimized calculation method shows very promising results. The prediction quality 
was determined based on the correlation between values of the cumulative loading index calculated by means 
of the calculation method to be verified and the measured resulting muscular strain. The results of the 
correlation analysis show a high correlation (cf. Table 7). For the optimized calculation method, this can be 
interpreted as a high prediction quality for capturing the physical exposure due to work-related manual lifting 
activities, and thus as a high quality for ergonomic assessment of physical exposure. As a conclusion of this 
validation, it can be stated that the overall objective, the optimization of existing methods for the calculation 
of an exposure index based on cumulative load for a better representation of physiological reactions, has 
been achieved.   
With regard to possible limitations, the following aspect should be mentioned. Due to the literature-based 
anchor points for very high and very low load intensities, the optimized calculation method is applicable for 
the entire range from very low to maximum load with regard to the maximum compressive strength of the 
human spine. However, the calculation method developed here is not intended for exclusive use in the case 
of very high load intensity in the range of maximum strength of the human spine. If such high loads are 
present, a general improvement of the workplace to avoid such loads is advisable first, before cumulative 
loading should be used as a load index for further assessment. Furthermore, it must be mentioned that only 
a total of five levels of stress were used. Due to time restrictions with regard to the maximum duration of a 
laboratory study involving participants, it was not possible to investigate even more different levels within 
the scope of this study.  
With regard to the upper anchor point, it must also be noted that the data point (6000|30) does not lie in the 
approximated curve of the derived calculation formula for the weighting factor WFForce. However, it is also 
not necessary for the weighting factor to be exactly 30 at an applied compression load of 6000 N. This value 
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is derived by from experiments on material failure of porcine spine specimen [16]. Since the question of an 
exact transferability to human bodies still needs verification anyway, this value only serves as a guide value 
at this point as described. In contrast, it was considered extremely relevant to ensure that the calculated factor 
WFForce is always above 1. A value of 1 would in fact mean that the two factors load intensity and load 
duration are weighted equally. This becomes clear when inserting the value 1 in Equation 2. An equal 
weighting of the exposure factors load intensity and load duration contradicts empirical findings on a 
relatively higher influence of the load intensity compared to load duration [17,4,5]. Further empirical 
evidence also explicitly shows that an equivalent weighting of the factors load intensity and duration does 
not accurately reflect the resulting physical strain but underestimates the influence of higher load intensity 
[9]. The optimized calculation method presented in this paper takes into account these requirements and thus 
enables evidence-based ergonomic assessment for work-related MMH.    
Furthermore, it should be noted that the optimized calculation method does not take into account any possible 
sex-specific differences. At the same time, the goal of the optimized calculation method is to better represent 
the physiological strain resulting from submaximal loading, for which no significant sex-specific differences 
are to be expected [26]. Moreover, this contribution focuses on the specific exposure case of MMH and the 
manual lifting activity performed to obtain the empirical data is a symmetrical, two-handed lifting activity. 
In order to realize a movement execution that is uniform across all test subjects, a very standardized activity 
was chosen. The derived optimized calculation rule is thus also based on a standardized, simple movement. 
Still, the derived optimized calculation method is therefore likely not fully suitable for the assessment of 
very different physical exposure. For example, static muscular work has a completely different effect on the 
human body than the dynamic muscular work studied here. At the same time, however, dynamic physical 
work is more frequently encountered in practice [10] and the great relevance of MMH with regard to the 
prevention of MSE was discussed at the beginning. With regard to other forms of dynamic, physical work 
that are practically relevant, pushing and pulling of loads can be mentioned [27]. Finally, it has to be noted 
that possible effects of fatigue were not included in the calculation approach. Since increasing fatigue is 
likely to have an influence on the muscular activity, further research might be useful with regard to working 
conditions of longer duration which may lead to physical fatigue.  

6. Conclusion 

This contribution outlined the development and validation of a calculation method for cumulative loading 
based on a newly derived force weighted approach. Based on empirical data of 36 individuals and further, 
literature-based data, a calculation approach was developed. Results of the validation show a high prediction 
quality for estimating the physical exposure due to work-related manual lifting activities, and thus as a high 
quality for ergonomic assessment of physical exposure. Further research is needed to extend the presented 
method to other forms of work-related exposure. Examples of other forms of physical stress that are 
practically relevant include pushing and pulling of loads. 
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Abstract 

The use of chatbots has hardly been established in B2B companies to date and involves various challenges. 
The goal of this paper is to identify the biggest barriers to the successful implementation of chatbots in B2B 
customer service and to develop measures to overcome them. The barriers are identified by conducting 
expert interviews within the framework of Eisenhardt's case study research. These are examined through a 
socio-technical analysis focusing on people, technology, and organization. By means of systematic literature 
research and in-depth interviews with German chatbot providers and customers of chatbots, measures for 
overcoming the barriers are identified. Using interviews with experts from German chatbot providers, the 
responsible stakeholders of each measure according to the RASCI Responsibility Matrix are determined. A 
total of 46 implementation barriers and 100 measures to overcome these barriers are identified. The study 
shows that there are major barriers in the areas of people, technology, and organization of a socio-technical 
system that can cause the implementation of a chatbot to fail. A holistic view is therefore essential. The 
results provide firms with a guideline on how to overcome potential barriers during chatbot implementation 
in B2B customer service. 

Keywords 

Chatbots; socio-technical analysis; B2B customer service; implementation success factors; implementation 
barriers 

1. Introduction 

A 24-hour service with a simultaneous cost saving are by no means contradictory requirements. The 
continuous development of technologies enables companies to digitize and automate processes such as 
customer service [1]. One of the most promising technologies of recent years is the so called chatbot, which 
establishes a 24/7 service for employees and customers, thus increasing their satisfaction and reducing costs. 
Chatbots are computer-based systems that simulate a natural text-based dialogue. In the B2C sector, chatbots 
are already in use as innovative and digital service assistants for customer service.[2] In customer 
communication, chatbots can be used at various touchpoints. Touchpoints represent customer contact points 
where customers come into touch with products or a company.[3] Chatbots can either be provided as a 
separate app, integrated into existing systems, such as a company's own website, or in messaging platforms 
[4]. In order for chatbots to perform its activities, it must be connected either to a database or knowledge 
base or via interfaces to internal company systems [5].  

The implementation of chatbots opens up numerous potential benefits for companies. These will in the 
following be summarised in the four categories of data, money, quality, and time. Potential benefits in the 
data category deal with the improvement of customer behaviour, data, and the user experience. The main 
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aim here is to use the collected data to make statements about customer needs and the further development 
of products and services. The money category includes potential benefits for increasing the source of revenue 
and staff savings. Accordingly, the use of chatbots can support lead generation and increase sales through 
cross-selling effects. Based on collected data, customers can, for example, be provided with personalised 
information on further articles. Since chatbots can already solve many of the customers' concerns, the 
employees are disburdened so that they can focus on their actual value-adding activities. The quality category 
contains potential benefits that relate to the positive impact of chatbot implementation on everyday service 
quality. A higher quality of service can be made possible, for example, by the immediate accessibility and 
fast response time of customer enquiries. In addition to accessibility, chatbot implementation also favours 
the development and expansion of international service business through multilingual, fast, and targeted 
interaction. The last category, time, describes potential benefits that deal with the use of chatbots and the 
associated time savings.  

Despite these evident potentials, chatbot implementation in B2B customer service has so far hardly been 
widespread compared to B2C customer service. The landscape of mechanical and plant engineering is 
characterised by a large number of small and medium-sized enterprises (SMEs). SMEs in particular are 
holding back on chatbot implementation because the implementation concepts are not yet fully developed 
and the high complexity and costs of the systems exceed existing budget and resource constraints.[6] 
However, SMEs in particular could benefit from the previously mentioned advantages of chatbots, for 
example in supporting internationalisation. 

One major challenge in chatbot implementation, especially for SMEs from the mechanical and plant 
engineering sector, is the lack of mature implementation concepts that take into account the requirements of 
B2B service. In addition to the selection of a suitable deployment scenario, it is particularly important to 
consider implementation barriers that can arise during the introduction of chatbots. The implementation 
barriers as well as the knowledge how to overcome these barriers are crucial for the success or failure of 
chatbot implementations. By taking barriers into account at an early stage as part of forward planning, 
negative effects of implementation barriers can be reduced or eliminated through proactive measures [7]. In 
accordance with the challenges presented, the research question "How can chatbot implementations be 
successful?" will be investigated in the following. 

To overcome the implementation barriers, a catalogue of measures is to be developed that provides a 
comprehensive overview of potential barriers that can occur on a technical, organisational, and human level 
during the introduction of a chatbot with contains measures to eliminate them. Companies with the goal of 
a chatbot implementation should be able to use the catalogue of measures directly at the beginning of an 
implementation project to identify potential barriers at an early stage, as well as during the project to help 
resolve problems that have already occurred. In order to reduce or prevent the negative effects of barriers, 
measures should be listed for each barrier, which serve as early countermeasures for the user. In addition, to 
ensure that companies can implement the measures in a targeted manner, responsibilities for each measure 
should be assigned to different roles. After the presentation of the potential benefits and challenges of chatbot 
implementation, the next step is to look at related scientific work that deals with a similar problem. This is 
followed by a description of the methodology used to create the solution, the development of the catalogue 
of measures. Finally, the results and the benefits of the catalogue of measures are explained based on an 
example. 

2. Related Work 

The occurrence of potential barriers does not only play a role in the implementation of chatbots in the 
company, but also in the implementation of other technologies or digitalisation projects. In the following, 
some publications are discussed regarding to this topic area.  
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In their study, [8] deal with challenges that industrial companies encounter when introducing Industry 4.0 
applications, in contrast to the barriers listed in the literature. With the aim of filling this knowledge gap, the 
study surveyed 253 industrial companies regarding this issue. According to [9], the large number of failed 
projects for the introduction of robot-assisted process automation (RPA) is due to a lack of understanding of 
the technological possibilities. They therefore discuss challenges and measures to overcome them when 
implementing RPA. [10] address the issue of user integration in AI-based services and the associated 
barriers. [11] and [12] focus on the design of human-like interaction of AI-based chatbots and its impact on 
customer experience and acceptance. [13] and [14] examine factors that complicate or facilitate customer 
acceptance of chatbot implementation. 

Although the previously mentioned publications deal with the challenges of introducing technology and, in 
the case of chatbots, with the barriers of customer acceptance, they do not take a holistic view of potential 
implementation barriers and the possibilities of successfully overcoming them. In the process of change 
through chatbot implementation, it is important to ensure that employees and customers accompany the 
technology implementation and that both technical and organisational challenges are included. Careful 
consideration needs to be given to which tasks are automated by chatbots and how certain task areas are 
handed over to employees. [15] 

3. Methods 

The research process underlying the catalogue of measures is based on a systematic literature research and 
a validation by means of expert interviews. The catalogue of measures was constructed in three steps using 
different methods. In the first step, implementation barriers of a chatbot introduction were identified together 
with relevant stakeholders. In the second step, corresponding measures were allocated to these barriers using 
a systematic literature research. In the last step, expert interviews were used to validate and supplement the 
individual measures and a RASCI classification was created to clearly assign roles for the successful 
implementation of the measures. The individual steps and methods used are explained in more detail below. 

3.1  Fields of action and implementation barriers of a chatbot implementation  

In the investigation of the implementation barriers of chatbot introductions, a new field of research is entered. 
A direct exchange between experts enables a comprehensive view of implementation barriers from different 
perspectives and generates new knowledge. The identification of implementation barriers was therefore 
workshop-based with German companies consisting of chatbot users and chatbot providers. Following 
Osborn, workshops are used for creative problem solving of area-specific problems and questions [16]. The 
use of workshops as a research methodology aims at obtaining practice-relevant and objective data about the 
field in question. The approach is characterised by interaction and the consideration of different perspectives, 
which is why it is particularly suitable for researching new, unknown issues.[17] Consequently, by 
conducting workshops with experts in a particular field, the aim can be to capture expert judgements to 
synthesise, integrate or build consensus between experts [18]. The focus on providing knowledge and facts 
in the workshop ensured that all relevant content regarding potential implementation barriers was recorded 
by the experts and constructively questioned in stimulating discussions. The introduction of chatbots requires 
cooperation at the organisational, technical, and human levels in a company. For this purpose, an application 
example from industry for the use of chatbots was examined incrementally in the workshop with the experts 
in small groups and subjected to a socio-technical examination with the help of the People-Technology-
Organisation (PTO) analysis. The PTO analysis is a socio-technical system approach in which every 
interaction between the fields of action of people, technology, and organisation is analysed. The three fields 
of action have a reciprocal relationship, therefore companies should consider technical and organisational as 
well as expectations and experiences of people while implementing chatbots.[19] The socio-technical 
systematisation of the implementation barriers was based on the classification of the barriers into these three 
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fields of action. The experts were asked to analyse and collectively discuss the application example based 
on their knowledge and experience regarding potential implementation barriers. Through the direct exchange 
between the experts, who were composed of both chatbot providers and chatbot users, implementation 
barriers could be identified from different perspectives and systematised using the PTO analysis. 

3.2 Overcoming measures in the catalogue of measures  

Since interdisciplinary areas such as psychology, sociology, technology, and computer science must be taken 
into account when overcoming the barriers to the introduction of chatbots [20], a systematic approach is of 
great importance. The identification of effective measures for overcoming the previously identified 
implementation barriers was carried out through a systematic literature research according to [21] and [22]. 
For this purpose, mainly search terms were used which are thematically related to overcoming 
implementation barriers. A systematic literature research is a central component of scientific work and is 
indispensable in order to gain an understanding of a specific topic. Consequently, the search for overcoming 
measures requires different search terms, which can be narrowed down by a targeted search strategy. 
Therefore, not only publications were considered that addressed specifically the introduction of chatbots. 
Publications dealing with overcoming the barriers of numerous Industry 4.0 applications from different 
sectors were also included. Subsequently, a collection of the measures listed in the literature was conducted. 
These were simultaneously assigned to the implementation barriers systematised according to the fields of 
action. In addition, overcoming measures were recorded by means of expert interviews. The experts 
validated and adapted measures that had already been recorded or added an alternative measure. 

3.3 Definition of responsibilities through RASCI matrix 

For a successful implementation of the coping measures, a clear overview of all stakeholders and their 
functions is crucial. The implementation of chatbots in a company requires the involvement of different 
cross-functional departments. Accordingly, the implementation of the measures involves interdisciplinary 
teams with people from different departments of the company who cover different areas of responsibility 
due to their specific roles. [20] To ensure the successful implementation of the various measures, they were 
specified using the RASCI matrix. RASCI is an acronym for the functions Responsible, Accountable, 
Supported, Consulted, Informed and is a further development of the well-known RACI model [23]. The aim 
of the RASCI matrix is to define a clear overview of a comprehensible distribution of roles for the fulfilment 
of intended tasks for all those involved in a process or project [24], [25]. In the following the five functions 
are described: Responsible (R): The person in charge is responsible for the implementation of the task and 
is also involved in the operational implementation. Accountable (A): This role is accountable for the task. 
Support (S): This role assists the person responsible for implementation in the execution of the task. 
Consulted (C): The consulted role performs an advisory function and is involved in the processing of the 
task. Informed (I): The person holding the informed role should be informed about the progress and outcome 
of the task. The RASCI matrix is a very effective tool for openly documenting the division of tasks and 
defining clear roles and responsibilities regarding the successful implementation of a specific task [25].  

Since the area of function allocation is about practice-oriented application knowledge, a qualitative method, 
the expert interviews, was chosen to capture this. Expert interviews are particularly suitable for generating 
a better understanding of the research area and recording the know-how of the interviewees. The use of a 
semi-structured guide ensures that all relevant aspects are addressed in the interview. The allocation of the 
functions to the different roles according to the RASCI matrix was performed by using in-depth interviews 
with chatbot experts on the provider and user side. A total of twelve interviews were conducted over a period 
of six months and lasted an average of 60-90 minutes per interview partner. Following the purpose of the 
research, explorative questions were asked during the interviews in order not to guide the respondents in a 
certain direction by asking questions. As a result, each measure in the catalogue was analysed in terms of its 
implementation by identifying functions according to the RASCI matrix for roles within and outside the 
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company. Therefore, a table with all measures was used as a guide in the interviews and at the same time to 
document the important interview statements. 

4. Results 

The implementation barriers are presented as a table together with the identified overcoming measures with 
assignment of functions to roles according to the RASCI matrix. The implementation barriers systematised 
according to the PTO analysis as well as the corresponding measures are listed in the rows. In addition, all 
functions involved are listed in the columns, which in turn are divided according to buyer and supplier. The 
functions are also subdivided according to the categories IT, project team, service customer and specialist 
departments. The listed functions assume, due to their role, certain tasks in the implementation of the 
overcoming measures. 

The catalogue of measures contains 46 implementation barriers and 100 measures to overcome them, 
whereby some barriers have been assigned several measures. These are shown in Table 1. The RASCI 
assignment can be accessed freely available on the internet. 

Table 1: List of Implementation barriers and overcoming measures 

No Category Implementation barrier Measure 

1 
People 
(customer) 

Service customers perceive 
companies as 
dismissive/disinterested 

Establish clear communication strategy between chatbot and customer (process 
definition, exit strategy) 
Analyse the service customer's communication to design user-friendly dialogues and 
designs 
Make sure service provider informs service customer about chatbot launch project 
through website, social media etc. 

2 
People (service 
provider) 

Rejection attitude and 
reservations of employees 
towards the new technology 
(e.g., AI) 

Ensure cultural acceptance of automation at management level and communicating 
the reasons behind it  
Conduct design and feedback workshops to demonstrate capabilities and limitations 
of the chatbot 
Create recognition and reward systems to encourage proactive engagement 

3 
People (service 
provider) 

Choice of chatbot platform 
(app, browser, on-site, etc.) 

Reviewing system requirements for standalone and server operations 
Create internal inventory of the IT infrastructure (predefined by the provider) 

4 
People (service 
provider) Choice of interaction device  

Examine the system requirements for the single workstation and server operation 
Analyse the end devices used when using the website  

5 
People (service 
provider) Lack of human contact 

Define exact process and conduct a controlled test run with customer 
Design chatbot not as a replacement but as a complement to human service channels 
(augmentation; user-friendly dialogs and designs) 

6 
People (service 
provider) 

Employees initiate 
independent solutions, leading 
to shadow IT 

Prevent shadow IT and proliferation of "islands of automation" 

Ensure a required IT infrastructure for chatbot project combined with clear guidelines 

7 
People (service 
provider) 

non-existence / ignorance of 
personal benefits 

Communicate the company's rationale for chatbot deployment 
Establish communication platforms (e.g., forum) to enable intra-organizational 
exchange of experiences 
Communicate the benefits of chatbot implementation to employees early in the 
process (e.g., less repetitive tasks) 
Transparently explain the changes in the employee's job description 

8 
People (service 
provider) 

Process reliability of 
employees  

Provide supporting materials, such as process documentation, instructions for action 
and consultative support 

9 
People (service 
provider) 

Excessive employee 
expectations of the chatbot 

Define and continuous communicate of a purpose 
Involve employees at an early stage of the chatbot design phase 
Implement internal event formats for initial information (e.g., board or department 
conferences, market booths, internal company trade shows, etc.)  

10 
People (service 
provider) 

Uncertainty of digitally 
inexperienced users in dealing 
with the chatbot Design a chatbot that can be operated by digitally inexperienced users 

11 
People (service 
provider) 

Further development of the 
chatbot's dialogs Involve a conversation designer in the chatbot implementation as a permanent role 

12 
People (service 
provider) 

Untrained employees to 
maintain the chatbot 

Provide developer resources for continuous support of the chatbot (guideline value 1 
FTE á 20 automation implementations) 
Provide training programmes, training opportunities and certification 
Purchase external service 
Redesign talent development: train digitization specialists instead of generalists 
Create contingency plans ("error handling") and fallback solutions for employees 
("exception handling") 
Establish a responsible project team to survey chatbot implementation (content and 
technical maintenance) 
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No Category Implementation barrier Measure 

13 
People (service 
provider) 

Fear of loss of status, 
decision-making authority, 
and-or activity 

Communicate the benefits of chatbot implementation to employees early in the 
process (e.g., less repetitive tasks) 
Establish active change management to identify and eliminate employee resistance at 
an early stage 
Involve all stakeholders early to ensure internal customer support (e.g., management, 
works council, IT, line)  
Ensure cultural acceptance of chatbot introduction at management level  
Explain the changes in the employee's area of responsibility transparent 

14 
People (service 
provider) 

Excessive feature set at launch 
leads to employees being 
overwhelmed 

Prototype continuously as the chatbot expands to new business contexts 

Explain the changes in the employee's area of task transparent 

15 
People (service 
provider) 

Collaboration between chatbot 
buyer and provider does not 
work 

Conduct a workshop to develop a joint concept and determine what is possible and 
what is not 
Agree on clear distribution of roles and tasks, forms of cooperation, forms, and 
rhythms of communication 
Establish escalation levels contractually (special termination rights in case of 
problematic cooperation) 
Establish an open-minded culture with open exchange of advice and information, 
instead of silo thinking 

16 
Organisation 
(service provider) 

Lack of target definition of the 
chatbot introduction 

Communicate and define the company's rationale for chatbot implementation 
Focus on long-term value, not quick wins 
Ensure strategic alignment of chatbot implementation with business goals  

17 
Organisation 
(customer) 

Chatbot deployment for wrong 
reasons Ensure strategic alignment of the chatbot implementation with the business objectives 

18 
Organisation 
(service provider) Choice of chatbot technology Conduct potential workshop - what is possible, which use cases? 

19 
Organisation 
(service provider) Time and financial restrictions 

Provide the necessary financial and human resources 
Transparent communication between customer and provider 

20 
Organisation 
(service provider) 

Missing/incorrect further 
development of the chatbot 

Assign a project manager to monitor, manage and control the set-up, implementation, 
and further development of the chatbots 

21 
Organisation 
(service provider) 

Qualified personnel for 
chatbot maintenance 

Hire service analysts to provide first line support 
Hire solution architects to support IT infrastructure required for technology 
deployment 
Provide developer resources to continuously support the chatbot  
Conclude a support contract with provider 

22 
Organisation 
(service provider) 

Follow-up costs for operation 
and maintenance Demand transparent pricing policy from the provider 

23 
Organisation 
(service provider) 

Excessive expectations of the 
benefits of chatbot deployment 

Establish understanding that the chatbot implementation not only raises quantitative 
but also qualitative potentials  

24 
Organisation 
(service provider) 

Excessive feature set at launch 
leads to non-assessability of 
benefit 

Continuous prototyping when extending the chatbot to new business contexts 
Build understanding that automation not only raises quantitative but also qualitative 
potentials 

25 
Organisation 
(service provider) 

Non-involvement of affected 
roles and organizational units 

Conduct regular department head roundtables and information provision via internal 
newsletters 

26 
Organisation 
(service provider) 

Unclearly defined processes of 
the organization 

Hire process controllers to manage, coordinate and control the processes adopted by 
the chatbot 
Hire of process developers for design, development, test, and support of chatbot 
solutions 
Define and document the process to describe the process scopes (not) to be automated 

27 
Organisation 
(service provider) 

Unclear division of tasks 
between employee and chatbot 

Communicate intended impact on jobs at an early stage of the process 
Define process with clear division of tasks and responsibilities between employee and 
chatbot  

28 
Organisation 
(service provider) 

New complex processes 
spanning organizational units 

Establish process or business analysts to perform feasibility assessments and create 
process definitions 

29 
Organisation 
(service provider) 

Lack of or unclear 
responsibility for the chatbot Define a target operating model with clear roles and responsibilities for the chatbot 

30 
Organisation 
(service provider) 

Responsibility for 
maintenance work 

Provide developer resources for continuous support of the chatbot  
Create contingency concepts ("error handling") and fallback solutions for employees 
("exception handling") 

31 
Organisation 
(customer) 

Customer query not resolvable 
by chatbot 

Hire of service analysts for first-line support 
Define escalation mechanisms (clear communication strategies, exit strategy) 
Adapt processes to suit chatbots to avoid too frequent intervention by employee 
Test a minimum viable product to eliminate exceptional situations 

32 
Organisation 
(service provider) 

Legal restrictions on data 
processing Ensure compliance with data protection guidelines, IT security 

33 
Organisation 
(service provider) Poor IT security Ensure compliance with IT security 

34 
Organisation 
(service provider) 

Access rights management to 
data 

Ensure compliance with authorization concepts 
Ensure compliance with IT security 

35 
Organisation 
(service provider) 

Lack of data generation of 
chatbot interaction and 
unstructured data 

Hire test analysts to perform business process-oriented tests and audits 
Set up an overview board between interfaces (e.g., chatbot and CRM) 
Define interfaces, ensure correct entity extraction and slot filling in conversation 
design and technical development 
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No Category Implementation barrier Measure 

36 
Organisation 
(service provider) 

Maintenance of databases 
accessed by the chatbot 

Hire process controllers to manage, coordinate and control the processes taken over 
by the chatbot 
Create requirements catalogue to be provided to the customer in advance 
Maintain central knowledge database with all data accessed by the chatbot 

37 
Organisation 
(service provider) 

Incorrect data entry by service 
customers 

Ensure willingness to cooperate through transparent data collection (why is the data 
needed) 

38 Technology  
Requirement of customers to 
the chatbot as to the employee Use the chatbot according to requirements, strength, and functions 

39 Technology  

Customer has the same 
requirement for employees as 
for the chatbot Develop clear communication strategy between chatbot and customer  

40 Technology 
Limited capabilities of the 
chatbot lead to frustration 

Use the chatbot according to requirements, strength, and functions 
Clear communication of the capability on the part of the provider 

41 Technology 
Chatbot language is not well 
received 

Integrate a conversation designer as a fixed role 
Analyse users’ communication (Wizard of OZ method) 

42 Technology 
Lack of optimization and 
customization options Conduct a support contract to the customer with constant analysis 

43 Technology 
Unstructured data analysis of 
chatbot data collection. 

Ensuring log files (log files) in which all activities of a software robot are written 
down (important in the context of a later audit) 

44 Technology Incompatible/closed interfaces 
Involve IT early to ensure a robust IT infrastructure 
Test integration capability for interaction with in-house applications 

45 Technology 
Redundant IT systems in one 
company 

Involve IT early to ensure a robust IT infrastructure 
Test the software solution in a controlled experiment  

46 Technology 
Completeness and 
interpretability of information  Test of the software solution in a controlled experiment 

 

The assignment of the RASCI letters to the roles provides information about which roles are involved with 
which function in the implementation of the listed measures. The presentation and application of the 
catalogue of measures for the elimination of barriers in the context of a chatbot introduction will be illustrated 
with an example (see Figure 1). 

 
Figure 1: Example of the catalogue of measures 

The introduction of chatbots requires the integration of the chatbot functions into the existing workflow in 
the company. For this reason, it must be ensured that all employees involved are included in the change 
process and accept it. A potential cultural barrier to this is the rejection attitude and reservation of employees 
towards the new technology. One measure to eliminate or reduce the barrier under consideration is to ensure 
cultural acceptance of automation at management level and communicate the reasons behind it. A shared 
awareness of the problem and understanding of the goal thus achieved will contribute to employees also 
developing a desire for change and realising and understanding the benefits of the technology introduction 
for their company as well as for themselves personally. [7] The responsible implementation of the measure 
is primarily carried out by the project manager (R) on the side of the chatbot-buyer, as they act as a role 
model and can represent and shape the commitment for the whole company. The project manager must 
support the project both through their position as well as their behaviour [25]. The project manager (S) and 
the customer support (S) on the side of the chatbot-provider should also support the implementation of the 
measure. Through their experience and expert knowledge, they can assess whether the buyers' motivations 
and intended benefits are a good basis for a successful chatbot implementation. For this measure the 

Implementation 
barrier Measure 

Chatbot-Buyer Chatbot-Provider
Service 

Customer Project Team Departments

Key User … Product 
Owner 

Process 
Owner 

Project 
Manager … Management … Project 

Manager Developer Customer 
Support …

Rejection attitude 
and reservations of 
employees towards 
the new technology 
(e.g., AI)

Ensure cultural acceptance of 
automation at management 
level and communicate the 
reasons behind it

I A R C S S

Conduct design and feedback 
workshops to demonstrate 
capabilities and limitations of 
the chatbot

S R A S S

… …
R : Responsible   A : Accountable  S : Support  C : Consulted  I : Informed  
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management (C) needs to be consulted to jointly work on the communication strategy. The key users (I) will 
be informed through this measure. 

Another measure listed in the catalogue to overcome the described barrier is to conduct design and feedback 
workshops to demonstrate capabilities and limitations of the chatbot. These workshops are designed to 
demonstrate the benefits and limitations of the new technology, to receive feedback from employees and to 
promote a constructive attitude. In this way, all participants are informed from the beginning about the 
capabilities and limitations of the chatbot solution for the company and the employees concerned. The 
implementation of workshops is approved by the management (A) of the chatbot-buyer. The project manager 
(R) of chatbot-buyer is responsible for the implementation of the measure, based on their knowledge of the 
strategic objective of the chatbot implementation, the intended use and benefit as well as the resources 
available to the company. The project manager of the chatbot-provider (S) fulfils a supporting function here, 
as they have the corresponding expertise and can take the feedback from the workshops as a suggestion for 
improvements. In addition, the chatbot-provider’s developer (S) plays a supporting role in the 
implementation of the measure, as they are the contact person for technical questions regarding functionality 
and technical requirements for the chatbot implementation. 

The early realisation of these measures can ensure that the employees accept the new technology and 
integrate it into their process routines, which prevents a relapse into old behavioural patterns [14]. 

5. Discussion 

The developed catalogue of measures provides a comprehensive overview for dealing with implementation 
barriers. The overview enables project participants to prepare for potential problems at the beginning of a 
chatbot implementation project and to take countermeasures at an early stage. At the same time, the user is 
enabled to identify potential barriers already in the planning phase. This helps to ensure that the cost and 
deadline targets of a chatbot implementation are not exceeded by facilitating project entry and avoiding 
unexpected project delays. Furthermore, through proactive measures, employees and customers can be 
convinced of the new technology and taken along during an implementation, which creates the necessary 
acceptance within and outside the company and enables a sustainable deployment of the new technology. 
Negative effects of potential implementation barriers can thus be effectively prevented [7]. 

In summary, the catalogue of measures should not be understood as a rigid template for dealing with 
implementation barriers. Companies with the intention of a chatbot implementation should rather use it as a 
guideline for orientation during the implementation process. 

Further research is required for large companies, on barriers caused, for example, by slow processes and 
organizational inertia. For SMEs from the mechanical and plant engineering sector, more extensive research 
is required for a complete guide to the introduction of chatbots that goes beyond addressing possible barriers 
to introduction with corresponding overcoming measures. An adequate implementation concept must 
accompany the company from project initiation to implementation and the incremental further development 
of the chatbot deployment. For this reason, the research project "Chatbot in Service" investigates further 
aspects of chatbot implementation such as the identification and prioritisation of potential implementation 
scenarios, a provider and technology screening for chatbot implementation, the quantification of potential 
benefits as well as the collection of factors influencing acceptance and measures for overcoming them. 
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Abstract 

Industry 4.0 is a new dynamic paradigm for manufacturing companies, being studied by academia and 
evolving at the same time as companies are trying to leverage its potentials. Readiness and maturity models 
have been developed to assess Industry 4.0 adoption, diagnose the current state of companies regarding 
digital transformation and help them understand how to move from the current situation to a desirable future 
one. However, these models are generic, based on general principles of Industry 4.0 and do not consider the 
particular challenges and potentials of each industry and company. In practice, the success of Industry 4.0 
implementation depends on how companies manage to match the concepts and technologies with specific 
potentials in the context of their strategy. 

For this purpose, a study within companies of the same industrial sector is proposed. It serves as first step of 
"customization" of industry 4.0 concepts to help companies identify their specific benefits. The results of 
the study within 30 companies in the Consumer Packaged Goods sector in Argentina is presented. It 
combines the findings from surveys and self-assessments based on a proven maturity model with workshops 
and semi-structured interviews within a group of managers who are responsible for digital transformation, 
IT and Operations in their companies. In addition to an initial evaluation of the current Status quo, the 
analysis focusses on the main challenges and needs of the sector and possible actions to address them. 

Keywords 

Industry 4.0; Maturity Models; Readiness Assessment; Consumer Packaged Goods; Challenges 

1. Introduction 

Industry 4.0 (I4.0) is a new paradigm which is being adopted by companies around the world and has 
captured the interest of governments as an opportunity to make companies more competitive in today's highly 
changing environment. Since its first denomination as ‘Industry 4.0’ in Germany 2011[1], academic attention 
has evolved, from defining the term, settling its frontiers for different areas of application, and its technology 
enablers, to establish the implications from a company´s perspective. Therefore, the promising potentials of 
the fourth 'revolution' need to be translated to a realistic and affordable 'evolution' path.  

For manufacturing companies, the ultimate goal of I4.0 is mostly based on transforming data into actionable 
knowledge, turning companies into agile, flexible and learning organizations, while enabling them to 
generate greater value. Thus, achieving digital maturity is a complex process; in which organizations must 
develop digital capabilities, not only from a technological point of view, but also from a holistic vision that 
takes into account people, culture and organizational structure [2].  
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It is clear that such a complex process calling for the transformation of the company at all levels, in all 
processes and in the long term, requires specific tools to be sustained. This has given rise to prolific and still 
booming research on maturity models (MM), roadmaps and methodologies, which are aimed at helping 
companies, put the vision into action. MMs, in the context of I4.0, promise to guide the adoption of I4.0 
technologies at the organization level [3]. MMs offer a generic, but detailed, step-by-step evolution, from 
early stages to full maturity of I4.0, allowing companies to diagnose their current situation and derive the 
actions to be taken to move forward in this process. Understanding at what stage organizations are, and what 
their pain points and challenges are, is the first step towards the structured pursuit of higher stages. 

Despite the advances in the comprehension of what I4.0 stands for in a manufacturing company, and the 
common expectation of its general potential benefits, not all industries are adopting these enabling 
technologies at the same ease and it is necessary to understand what the reasons behind these differences are 
[1]. This demands a more specific approach, going to the practical arena to learn about the particular 
challenges related to the enterprise size [4], context of a geographic region or of an industrial sector. 

In Argentina, the I4.0 concept started to develop around 2016. During 2018/19 relevant studies were 
published to show the initial situation of companies at the country, mainly focused on technological and 
context factors [5] [6] and based on surveys to executives regarding technology adoption and barriers to 
implementation, but, with  neither a MM to support it nor a holistic understanding of the progress degree of 
companies. The results of these studies have been useful information for the strategic planning of productive 
development at a national level. Today, a different scenario can be observed, partly accelerated by the 
COVID-19 context, partly as result of governmental and institutional promotion, and partly because of the 
natural pressure from the international competitive scenario. Today many companies have a generalized 
understanding of the I4.0 concept and; the main concern is how to implement it.  

The I4.0 implementation process is context dependent, and will be different for each company. It is necessary 
to examine each case to better define the company objectives. The need to measure the progress and success, 
as well as the need of benchmarking against competitors, is part of the industrial environments [1].  

Two aspects are crucial: the motivation (to guarantee the movement) and the know how (to move in the 
correct direction). This study presents an analysis of the maturity state of companies in the Consumer 
Packaged Goods (CPG) sector in Argentina, with a dual purpose: i) to shed light on the potential that I4.0 
can present to the sector and help companies understand where this specific potential lies (motivation) ii) to 
assess the internal development of digital capabilities in the companies in order to understand which actions 
should be taken to promote its development in an effective way (know how). 

1.1 Maturity Models 

As stated above, MMs help an individual or entity reach a more sophisticated maturity level in 
people/culture, processes/structures and/or objects/technologies following a step-by-step continuous 
improvement process. Roadmaps are plans that match short-term and long-term goals with specific 
technology solutions to help meet those goals [4]. 

Angreani et al [3] offers a systematic literature review of existing frameworks, indexes, roadmaps, readiness 
and maturity models for manufacturing and logistic sectors. They analysed 17 models as a result of a quality 
assessment selection that measures: i) research aims, method, and theoretical foundation, ii) structure 
accuracy and iii) practice orientation. They conclude: Almost all of the selected MMs have a perfect score 
in research aims, methods, and theoretical foundations. Regarding structure accuracy, most have good scores 
in modeling maturity levels, but there is a great dispersion in the scope of dimensions. Only five of the 
models, include the nine dimension categories in the review (strategy; leadership; customers; products; 
operations; culture; people; governance; technology). Practical orientation seems to be the main gap.  
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Different visions arise when referring to Industry 4.0, its specific requirements and the conditions to achieve 
the highest levels of maturity. Although, technology is always considered as an essential enabler of I4.0, 
there are differences in the relevance that authors assign to it. While some of them focus, even exclusively, 
on this aspect [7][8][9], others present a holistic approach that incorporates other organizational dimensions 
such as corporate strategy, structure, culture and human resources [2][10][11]. Schuh et al [2] manages to 
clearly translate their holistic vision to six “value based” development stages. This approach enables 
companies to plan and implement the road towards I4.0 maturity in a way that ensures continuous value 
creation throughout the transformation process. Another strength of this model is that it is based on a well-
established management framework, enabling a deep understanding of the capabilities to develop in the main 
structural areas of an enterprise: Resources, Culture, Organization and Information Systems. Although [3] 
ranks it low in practical orientation, this tool has been successfully implemented in many projects around 
the world proving its usability [12]. For these reasons, the tool selected for this study is a simplified but 
detailed version of the “Industrie 4.0 Maturity Index” (Maturity SCAN 4.0).  

1.2 Industry 4.0 in the CPG sector 

No literature related to the I4.0 evolution in CPG industries, from our concern, has been found. However, 
there is some literature for associated industries like “food and beverage”, one of the most representative of 
the CPG sector. The largest part relates to specific technology implementation. Hassoun et al [13] presents 
a complete state of the art in the Food Processing 4.0, highlighting the potential of the fourth industrial 
revolution technologies to improve quality and safety of processed food products, reduce production costs 
and time, save energy and resources, as well as diminish food loss and waste. They also highlights the value 
of the most promising technologies, such as the industry of robotics, smart sensors, artificial intelligence, 
the internet of things (IoT), and big Data, as the main enablers of the I4.0 in the sector, and its applications. 

Konur et al. [14] presents the design, development and implementation of I4.0 in a traditional food 
manufacturing company as a case study, in which  they have successfully utilized some emerging 
technologies, including IoT, big data analytics, machine learning and cyber-physical systems, and have 
reached some positive results on improving efficiency, productivity, and  consistency.  They also outlines 
some generic lessons useful to other similar SMEs, as the role of retrofitting in extending the life of current 
production facilities, and the cultural change in having academics and employees work together. The costs 
and benefits of this implementation are not shared. 

In practice, the success of I4.0 implementation depends on how companies manage to match the concepts 
and technologies with specific potentials in the context of their strategy. Despite general benefits are shown 
in many publications and whitepapers, the majority of companies struggles in the identification of their own 
potentials, as this study proves. Our study is intentionally focused on companies of the same industrial sector. 
It allows taking a first step towards "customization" of I4.0 concepts, helping companies identify their 
specific benefits. It also provides them with a benchmark of the peer group. 

2. Research Methodology 

The research questions established for this study were:  

- RQ1: What is the current maturity level of the companies in the CPG sector? 
- RQ2: Which are the sector’s current main pain points and challenges with respect to their Digital 

Transformation? 
- RQ3: Which are the possible actions related to I4.0 implementation to overcome the pain points and 

address the challenges? 

To answer these questions, a methodology for the identification of the sample and the definition of the 
project’s phases was selected.  
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2.1 Sample identification 

The CPG sector in Argentina is highly concentrated in a few companies. To give an order of magnitude, 
74% of the turnover of gondola products corresponds to 20 companies. In order to guarantee the success of 
the project, not only the participation of a representative sample of the  companies was required, but also the 
selection of the participants’ profiles. Given the characteristics of the chosen tool,  high seniority within the 
company, knowledge of the business and involvement in the planning or execution of the digital 
transformation were required. To ensure the validity of the answers only the following profiles were 
considered appropriate: digital transformation director (when existing), or both the operation and IT 
(Information Technology) director. For this reason, the consulting firm NUMAN (specialized in industrial 
recruiting) was invited to participate in the project. Out of a total base of 130 medium and large companies 
(more than 50 employees), the positive response rate was 30. From each enterprise, more than one participant 
with different roles signed up. Despite the fact that the study was conducted in Argentina, 66% of the 
enterprises were multinational and 34% were national. The number of employees gives an overview of the 
size of companies: 57% had more than 650 employees, 16% between 250 and 650, and the remaining 27% 
between 60 and 250 employees. With regard to the product portfolio, participants could be assigned as 
follows: Food and beverage 80%, Personal Care 13%, Baby Care 10%, Home Care 7% and Pest control 7%. 

2.2 Phases of the methodology 

A three-phase methodology was applied (Figure 1):  

 
Figure 1- Three-phase methodology 

- First Phase: consisting of an online survey, containing questions related to different aspects 
associated to I4.0: i) Importance and meaning, ii) Expectations and potentials, iii) Focus areas 
including pain points iv) Structural changes 

- Second phase: A workshop with the leaders from the invited companies was conducted. The 
following topics were discussed: i) I4.0 Motivation and CPG Industry Challenges; ii) Digital 
Transformation Management and Description of “Maturity SCAN” tool. iii) Implementation 
challenges and practical experiences.   

- Third phase: The “Maturity SCAN 4.0” was used to finish the first stage of the project, and to 
complete the diagnosis needed to answer the research question related to current maturity status. 

2.3 Maturity SCAN 4.0 

The “Maturity SCAN 4.0” is a tool specifically developed to assess the maturity level of manufacturing 
companies; based on the theoretical framework from ACATECH [1]. This framework outlines the evolution 
towards I4.0 in 6 maturity levels clearly defined and characterized (1. Computerization, 2. Connectivity, 3. 
Visibility, 4. Transparency, 5. Predictability, 6. Adaptability).  In order to assure a holistic approach, the tool 
assesses the companies’ maturity in four different structural forces, each of them includes two principles: 
Resources (Digital capability / Structured communication); Information Systems (Integration of IT systems 
/ Information processing); Organizational Structure (Organic internal organization / Dynamic collaboration 
in value networks); Culture (Social collaboration / Willingness to change). The “Maturity SCAN 4.0”, 
evaluates 77 capabilities  which are assigned to three typical I4.0 development areas of  manufacturing 
companies: Integrated Business Processes (33 capabilities), Agile Organization (22 capabilities) and Digital 
Shop Floor (22 capabilities). At the same time, each capability is associated with a company’s process: 
overall process, production, production planning, quality, logistics and maintenance.  
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3. Results 

In this section, we present the most significant results. The maturity status of a company (or area, or process) 
is expressed by a number between 1 and 6, corresponding to the maturity levels described above. This 
number represents an average of the scores obtained by each participating company for each capability, at 
the level of aggregation chosen for the analysis.  Values presented as percentage are indicating the share of 
companies from the total sample that have given answers to a specific aspect. 

3.1 Maturity SCAN 4.0 

An answer to the first research question (RQ1) can be given based on the results of the Maturity Scan 4.0. 
A general analysis shows that the companies that completed the SCAN questionnaire are positioned, on 
average, between level “2. Connectivity” and “3. Visibility”. This implies that companies are completing the 
last level of basic digitalization while taking the first steps towards I4.0 implementation. In order to better 
understand the development level of companies, results are analysed in three different directions and levels 
of aggregation of data: i) evolution level of structural forces and its principles; ii) maturity status regarding 
the three scenarios iii) analysis of individual capabilities. This analysis enables the identification of areas 
with opportunities for improvement. In order to best capitalize the value per of a maturity stage, a 
homogenous development of capabilities is needed.  

3.1.1 Analysis of structural forces and its principles. 

When analysing the four structural forces and its principles, the lowest scores must be noted for “Resources” 
and “Information systems” (see Figure 2). Average scores between 2,0 and 2,2 show that companies still 
face considerable gaps in the computerization of processes and the consistent connectivity of resources and 
IT systems. In consequence, they struggle in gathering and communicating data from equipment, employees 
and goods but also in exploiting the available data in a suitable way to support decision processes. All this 
is in alignment with the main challenges and pain points that companies selected in the previous online 
survey: 50% expressed difficulties in automatically generating data due to an aging equipment, and 37% 
admitted to have adopted different technologies along time, which made the integration difficult. 

A more advanced maturity score, can be observed in the dimensions “organizational structure” and “culture”. 
This seems natural for the principle of “dynamic collaboration in value network” (2.8), considering the key 
role of the supply chain coordination in the sector where the ultimate goal is to place the product in the latest 
consuming point and different collaborative planning techniques have been put into practise in the previous 
decades. The highest score of 3,0 with respect to the “Social Collaboration” [Fig. 2] indicates   the increasing 
introduction of an open communication culture and a trained use of IT systems supported through appropriate 
incentives, that  contributes to an  agile exchange of information within the organization. 

3.1.2 Analysis of Scenarios 

Many participants showed a very narrowly constrained understanding of the term I4.0 as “digitalization of 
the shop floor” delimiting the digitalization of the factory from projects carried by the IT area. This matches 
with difficulties in integration between IT/OT (Operational Technology) which was expressed by 30% of 
the companies as one of their main pain points. Looking at the three scenarios helps connect technology-
focused projects with the main principles behind I4.0: The digital shop floor, An agile organization, and the 
integration of business processes through IT.   

The results in Fig. 2 show that companies are in average just completing the Connectivity level (2) with 
respect to the Digital shop floor scenario, which is characterized by the operational work on or with 
machines, where products are manufactured or assembled. The core challenge in this scenario is to replace 
manual information flows with automated information flows based on better data availability. Main pain 
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points mentioned in the survey are difficulties in automatically generating data due to aging equipment (50%) 
and a high manual effort in the planning and control of production processes (27%). 

With regard to the scenarios “Agile Organization” and “Integrated Business Processes”, companies are 
already on average already advancing towards visibility (2.7, and 2.3 respectively). The core challenge 
related to the Agile Organization scenario is the flexibilization of traditional organizational structures, which 
are generally rigid and hierarchical and the implementation of agile methods. Despite the higher score, still 
a 30% of companies mentioned the implementation of more agile methods as a pain point. 

The core challenge related to the scenario of “Integrated Business Processes” is to reach a harmonized IT 
landscape in order to make information available across the company and therefore promote its value-adding 
use in decision processes. The main pain points that companies mentioned, associated to this scenario, are 
difficulties in IT/OT integration (30%); a low level of management integration between areas (27%), 
challenges of integrating machine control and information exchange (23%) and a low level of integration 
among clients and suppliers (20%). 

 
Figure 2- Current I4.0 Maturity Status of companies in the CPG sector (structural forces, scenarios and processes). 

3.1.3 Analysis of Capabilities 

As mentioned previously, the “Maturity SCAN 4.0” tool considers 77 capabilities to be assessed. The 
average results show that 56 capabilities were scored on average in the Connectivity level (2) aligned with 
the overall result. In order to achieve a homogenous development and advance to level 3, all capabilities 
should be at level 2 first.  

From the organizational point of view, a greater progress can be stated; three capabilities have already 
reached the Visibility level [Fig.3]: 

- Change Management in the Overall process; this means that changes (e.g., in processes, systems 
used, or organisational structure) are communicated openly and driven forward by a core team.  

- Databased decision processes in the Overall process; this means that current and historical data are 
used to support the decision-making process. 

- Communication Culture in the Overall process; this means that communication between areas and 
hierarchies is promoted through regular exchange (e.g., shop floor meetings at different levels). 

It shall be mentioned, that aspects associated with the organizational structure are more difficult to measure 
and the higher scores may be biased through the participants perception. Another possible explanation is the 
previous rise of the Lean Manufacturing culture within the region.  
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Eighteen capabilities are on average still on the lowest maturity level of Computerization [see Fig. 3]; the 
majority of them are close to reaching the Connectivity level. Companies should focus on the following 
capabilities, which are hampering the maturity progress: 

- Use of machine interface in the Quality process; this means that Interfaces of measurement 
equipment are not used. Quality data is documented manually. 

- User interface in Quality and in Maintenance process; this means that in both processes there are 
only a few user interfaces dedicated to process-internal IT systems. Information is prepared to a very 
limited extent, e.g., paper-based information transmission. 

The importance of these weaknesses is sustained by the outcome of the survey, since 31% of participants 
mentioned Quality Assurance as one of the main goals for the implementation of I4.0. Further capabilities 
that have not yet reached level 2, are associated with technology. 

 

Figure 3- Current I4.0 Maturity Status of companies in the CPG sector (results for selected capabilities) 

3.2 Technology implementation 

Regarding technologies, the ones with the highest level of implementation are Data Analytics (29%), Cloud 
Computing (29%), IoT solutions (21%) and Robotics (18%). These technologies are also the ones that are 
being assessed mostly in an experimental phase along with Artificial Intelligence (AI) [See Fig. 4]. This is 
consistent with the maturity level stated above: Sensors (IoT) allow connectivity and data collection specially 
in elderly machinery and connectivity; Cloud Computing allows data storage from different sources; Data 
Analytics allows data analysis and visualization. Moving a step forward, some companies (7%) are starting 
to work more intensively with AI.  

3.3 Motivation and main challenges  

The second research question (RQ2) can be mostly answered based on the previous survey, enriched with 
the results from the workshop. 

The CPG sector faces the challenge of obtaining profitability from very short margins of the products. As 
the prices are commonly fixed by the market in a very competitive environment, companies need to work 
on their costs and expenses accounts. That is the main source for the companies to seek higher productivity. 
In parallel, markets are getting more complex, with higher degrees of specialization of customers’ needs/ 
tastes, and required quality standards. When being asked about the motivation of implementing I4.0, 85% of 
the company’s target efficiency, 54% speed & flexibility and 31% Quality Assurance. 
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Figure 4 - Degree of adoption of different I4.0 technologies 

I4.0 principles provide possible solutions to the before mentioned challenges. Nevertheless, in order to 
promote the digital transformation, a company needs to find a clear position with respect to the following 
three aspects: i) Motivation: why should companies adopt this new paradigm? ii) Management: how to adapt 
the organization, people and culture? and iii) Technology: which solutions are suitable?  

Motivation: Companies of CPG sector are already aware of the general benefit of I4.0: 70% of the companies 
expect an essential impact on their P&L (profit and loss account) and consider it a competitive advantage. 
In contrast, only 37%, declare to have already identified the specific potential in the enterprise while 39% 
have begun only few I4.0 projects as they`re lacking a clear idea of its ROI in their own company. Specific 
challenges related to the identification of concrete potentials, and ROI approximation must be addressed.  

Management: 43% of companies expressed challenges through immature management aspects hampering 
the digital transformation process. This involves the lack of standardization of processes and lack of 
understanding regarding information relevance to the business. Change management is another issue with 
27% of participants remarking the need to change on employee mind-set and 27% the integration between 
various entities and teams. In addition, during the workshop, leaders of the sector highlighted the lack of 
support from the top management when it comes to investing in Digital Transformation projects, which is 
closely related to difficulties in estimating the ROI of interdependent projects that are generally evaluated in 
a separated manner. 

Technology: Companies need to find an individually suitable set of technologies that make relevant 
information from all company areas and levels available during decision processes. Current challenges 
expressed by the participants refer mainly to the automated generation of data due to the age of the equipment 
(50%), achieving higher degrees of integration between IT and OT (37%) as well as the heterogeneity of the 
technologies in use (37%). 

4. Conclusions 

The results from the Maturity SCAN 4.0 indicate that Argentinian CPG companies are currently, in average 
between I4.0 maturity stage 2. Connectivity and 3.Visibility, which implies that they are moving from the 
most incipient stages of digitization to those where the potentials of I4.0 start to pay off. A large part of the 
challenges is related to the company’s way of planning and managing their digital transformation. Some 
conclusions are presented regarding the current state of the companies, their challenges and possible actions. 
In Fig. 3, these aspects are summarized. The analysis presented indicates that: 
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Figure 3: Summary of the current situation, main challenges and proposed actions for companies in the Argentinian 

CPG sector 

A certain level of awareness is already reached; there is a good understanding of the importance and generic 
potentials of I4.0. However, awareness quickly drops when moving away from the personnel directly 
involved in the topic. The challenge is to increasingly involve the entire organization, which requires a strong 
leadership focus on a consistent up and down communication of application examples and success stories, 
the training of employees at all levels and organizational alignment between different departments and from 
shop floor to top floor. 

High expectations on the potentials combined with a lack of a clear method for calculating ROI make it 
difficult to properly prioritize projects. The projects are not isolated but interdependent with each other, some 
of which have only a limited value on their own while enabling the implementation of other projects with a 
higher potential. The overarching calculation of the ROI for several projects together is only promising based 
on a consistent Roadmap that defines sequence and interdependencies of the projects. Although some leading 
companies declare to have a plan, the majority still lacks it and therefore promotes isolated activities driven 
by individual motivation from different areas of the company.  

Changing this situation requires a holistic view on the ROI and the potentials on program instead of project 
level, raising awareness at all levels of the company and developing an organization that supports the 
development and execution of a centrally aligned plan, a “Digitalization Roadmap”. In short, the roadmap 
as consistent, complete, global plan coordinates activities at different levels: corporate, production plant or 
process and needs to define how the projects are related to each other, in which sequence they are to be 
addressed and how they contribute to the strategic approach: the goals to be achieved. 

Even less companies have found a satisfactory approach for the execution of their digital transformation 
programs. On application level, the execution is hampered through the before mentioned challenges such as 
eldery of machinery, different legacy technology regarding this machinery, different plant situations in 
different sites of the company, and difficulties of IT/OT integration. This underlines the need for better 
centralized alignment of activities based on the “Digitalization Roadmap”. In order to use them successfully 
as steering tool, the establishment of responsibilities, priorities for certain projects, coordinated deadlines 
(start and end of a project) and a corresponding allocation of resources is required on the organizational 
level. 
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Abstract 

Industrial companies are moving from a product driven to a solution driven business by offering smart 
product service systems (Smart PSS). In addition to an existing portfolio of physical goods and technical 
services, companies develop new digital services and combine all three offerings to an integrated solution 
business. While the development of new digital offerings does not pose any major challenges for companies 
and is rather well researched, the successful sale of Smart PSS does. Due to changing customer requirements 
and value propositions of a solution, the sale of Smart PSS requires new design principles for the sales 
organization compared to the simple sale of physical goods or technical services. While there are already 
many publications on the topic of industrial sales in research, the description of Smart PSS in particular 
represents a new field of research. The combination of both topics is therefore not only interesting from a 
theoretical point of view, but also has a high practical relevance and impact for industrial companies. 

This paper therefore describes on the one hand, which characteristics can be used to derive typical customer 
requirements and on the other hand, which effects these requirements have on the sales organization. The 
design principles give recommendations for the organizational structure, the resources, the information 
systems and the culture of the company depending on the addressed customer type. In order to identify and 
describe both the customer requirements and the design principles, two morphological frameworks were 
developed based on a literature research and semi-structured interviews with industrial companies. The paper 
gives an outlook on the different characteristics of the design recommendations and describes first best 
practices for the successful transformation of the sales organization. 

 

Keywords 

Smart Product Service Systems; Smart Servitization; Design Principles; Sales Management; Sales 
Organization; Morphological Framework 

1. Introduction 

The transformation of companies from product to solution providers and the introduction of digital 
technologies play a major role. Digital services such as machine monitoring or remote services not only offer 
companies the opportunity to distinguish. This development challenges companies to exploit the 
opportunities for long-term competitive advantages [1]. To avoid becoming the subcontractor of a new type 
of system integrator, companies must leverage their expertise and advantages from the product and service 
business to smart product service systems (Smart PSS) [2]. Studies show that 80% of the top performing 
companies offer a combination of products, traditional services and digital services and are thus successful, 
while only 30% of the followers do so [3]. Smart PSS combine physical products, traditional services and 
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digital services to meet individual customer needs [4][5][6]. The focus is always on the physical product, 
which is supplemented by additional services. Smart PSS are "smart" because they carry characteristics of 
digital technologies that make products intelligent, increase the capabilities and value of physical 
components and optimize the flow of information between customer and provider [7][8]. However, the 
expected added value potentials have not yet been generated [9]. A study by an association of German 
mechanical engineering companies with around 530 companies found that the challenge lies less in technical 
development than in the strategic organization of the sales of digital services [1]. Likewise, Leoni and 
Chirumalla’s findings show that the transition to becoming a provider of digital services not only involves 
technical development and data collection, but also requires new qualifications, processes, organizational 
structures, and partnerships [10]. Belz and Lee describe the need to create appropriate organizational 
conditions in terms of responsibilities, processes, and qualifications for the emerging broadening of sales 
[11][12]. There appear to be contradictions between the requirements from the sales of Smart PSS and the 
current organizational design in sales. Research contributions on Smart PSS still do not adequately address 
sales organizations. There is a lack of a holistic view of the design of the sales organization Smart PSS 
depending on the customer type. The purpose of this paper is to contribute to this research gap and to derive 
design recommendations for companies with which they can meet the challenges. 

2. Research Background 

2.1 Sales Organization 

As a functional organizational unit, sales is part of the operational value chain in companies [13]. Its task is 
to sell products and services with the aim of satisfying the needs of customers [14][15]. According to the 
marketing mix, sales represents the fourth component for achieving marketing plans, in addition to product, 
price and communication policy [16]. Belz et al. point out that when selling complex services to customers 
with high demands, marketing is part of sales and not vice versa [19]. In sales between companies, a 
distinction can be made between different sales channels. In direct distribution, services are sold directly to 
a customer by the supplier, while in indirect distribution, the service is sold to an economically and legally 
independent distribution company, which then sells it to the customer [20]. In the context of this paper, the 
focus is limited to direct sales, since other sales channels result in extended requirements for the sales 
organization and industrial companies are characterized by direct sales due to their product complexity [21]. 
B2B sales is characterized by four features [18]. First, in contrast to B2C, offerings are not consumed in 
B2B, but further processed and/or invested to generate new offerings. Secondly, the demand for the supplier's 
offerings is derived from the demand for offerings from his customer. Therefore, this is referred to as derived 
demand. The complexity of the offering and the decision-making process leads to several people from 
different departments being involved in the purchasing process on both the customer and supplier side. 
Finally, the degree of formalization of demand and processes is linked to requirements and guidelines for 
the provision of services.  

2.2 Smart Product Service Systems 

The term Smart Product Service Systems generally describes a bundle of offerings consisting of a 
combination of partial offerings of products, services and digital services for customer-oriented problem 
solving [20]. In the scientific literature, there are other approaches to define product service systems that 
have this basic idea in common [21][22]. Thus, product service systems are also characterized by their 
modularity, from which customer-specific offerings can be developed. For the customer, the added value of 
Smart PSS compared with the purchase of individual partial services lies in the integration of the 
components. Providers of Smart PSS effectively different from competition while simultaneously increasing 
the customer's willingness to pay [20]. A definition by Chowdhury et al. is used in this paper: Smart PSS 
can be defined in terms of the combinations and interactions between smart technologies, physical products, 
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digital and non-digital services, and digital business models [8]. An overview of definitions of the 
terminology mentioned in this subsection is also provided by Liu et al. [23]. The strategic transformation of 
a company from the sale of physical products to the sale of PSS is described as servitization or smart 
servitization [24][25].  

3. Methodology 

The derivation of design principles for the organization of sales of smart product service systems follows a 
five-step approach as shown in fig. 1 based on the procedure of Welter [32] to derive consistent types and 
design recommendations which was also used by Ansorge [29] and Kolz [34].  

 
Figure 1: Procedure to derive a framework for the organization of sales of smart product service systems 

First, existing frameworks to describe sales organizations of smart product service systems of eight authors 
(e.g. Binckebanck [26], Belz a. Weibel [27] Storbacka et al. [28]) were analyzed. The authors define varying 
segments, which in their opinion represent the structure of a sales organization. Based on this literature 
research, an initial system based on system theory and model building was created that represents the relevant 
scope of the interaction system between supplier and customer [29][30]. To further deepen the insights 
gained from the literature and to expand them with insights relevant to practice, semi structured expert 
interviews were conducted with managers from industrial companies [31]. Based on the interviews and the 
literature reviewed, two morphological boxes were developed. These describe on the one hand the customer 
side as a relevant external factor for sales and on the other hand the organization of sales itself. The 
morphological boxes each consist of characteristic features and their characteristics and are described in 
detail in the following chapter. Based on the morphological boxes, different consistent types are 
subsequently formed using the Fit-concept and recommendations for practice developed on their basis. 

4. Results 

4.1 System Theoretical Reference Framework 

The aim of the systems theory study is to identify and elaborate elements and their relationships for 
organizing the distribution of integrated digital service systems. Following the structure of the regulatory 
framework for the management of industrial services, the three sub-areas of corporate structure, processes 
and development form the top level [20] (s. Fig. 2). 

 
Figure 2: Graphical representation of the system-theoretical reference frame 
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These three systems are influenced by the customer type system, which describes the customer side from the 
supply-demand relationship between supplier and customer. That is the customer type has influence on the 
organization of the other systems and stands therefore in relationship to these. In the area of consideration 
of the paper lies the company structure, the customer type and the relationship between these two systems. 
However, the focus is on the supplier side, so although the customer types are in the scope of consideration 
because they must be considered in the design of the sales organization, the customer side and its design are 
not considered in detail. The design area as a subset is thus limited to the corporate structure, which must be 
set up appropriately for the customer type. Both sides of the interaction model are presented and described 
in more detail in the following chapters via two individual morphologies. 

4.2 Morphological framework and consistent types of customer requirements  

Based on the literature review and expert interviews and the customer characteristics described therein, this 
chapter presents the customer morphology and the consistent types (s. Fig. 3). 

 
Figure 3: Morphology and consistent types of customer characteristics 

The components of the product service system describe the customer's interest in and willingness to purchase 
individual partial services. Partial services can be physical products, traditional services, and digital services. 
The components of the service system also depend on the service strategy pursued by the customer. In 
particular, the question of in-house service or external procurement must be clarified. The characteristic of 
collaboration intensity that is willing to pay indicates the form of collaboration for which a customer is 
willing to pay. A company is only successful if there is a fit between collaboration intensity and willingness 
to pay [33]. Individualization of services describes the extent to which the customer demands a service 
system consisting of highly standardized or specific, customer-specific partial services [34]. The digital 
affinity of the customer and the decision-makers plays an important role in the acquisition of digital 
subservices. According to Gartner, this describes "a set of beliefs, mindsets, and behaviours that help 
employees achieve faster and more valuable results from digital initiatives" and is strongly influenced by 
corporate culture [35]. Demand for digital services is used to describe the difference between customers with 
push and pull demand, following the push and pull method from customer acquisition. The revenue model 
for digital services describes the price mechanism that customers are willing to pay when purchasing digital 
services, depending on their willingness to pay [34]. Customer review and categorization is applied in 
various forms to identify key customers. These key customers, also known as key accounts, are indispensable 
to the company because of their revenue, their customer value, their reference effect, their future potential, 
their function as a development customer, or other quantitative and qualitative factors [35]. 

Based of the morphological framework four different consistent types of customer requirements were 
derived with the characteristics mentioned in Fig. 3. The first type of customer is the sceptical product 
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customer. His PSS consists only of physical products. Both classic services and digital services are of no 
particular interest to him. Compared to the first, the service system of the second customer type is expanded 
to include classic services for maintenance, repair, training and financing. This interest is closely linked to 
the service strategy for external procurement of such services. The distinguishing feature of the third 
customer type is that digital services are now part of the PSS. Like the second customer type, this customer 
uses external procurement for classic services and digital services. This means that components such as 
remote monitoring or smart factory solutions are also part of the external service strategy. The fourth 
customer type also describes a customer who purchases a service system consisting of all three components. 
The service strategy is also focused on the external procurement of classic services and digital services, so 
that the customer largely dispenses with independent maintenance and the development of its own digital 
solutions. Instead, it relies on close cooperation with the provider not only to obtain all partial services, but 
also to achieve the most comprehensive integration possible. This integration refers both to the integration 
of the Smart PSS and to the integration into its value chain. 

4.3 Morphological framework and consistent types of sales organization  

The other side of the interaction model represents the corporate structure of the offering company and is 
described in the following morphology (s. Fig. 4). The system of the company structure divides thereby into 
the four subsystems organizational structure, resources, information systems and culture. The organizational 
structure serves as the structuring of a company into organizational units and responsibilities. Organizational 
units describe the grouping and assignment of (partial) tasks to human task bearers. The process 
organization, on the other hand, describes the goal-oriented planning of work and information processes 
[36]. Sales in industrial companies is a "people business". Sales employees are the link between the company 
and the customer and play a decisive role, particularly in the sale of smart product service systems. Therefore, 
the qualification of employees in the sales organization is an important aspect [37]. A service is only 
successful in the long term if the customer has a perceivable benefit. Therefore, benefit communication is an 
important factor in the distribution of service systems [38].  For sales, the integration of information systems 
is very significant to have a holistic information base available in real time in fluctuating markets with 
dynamic customer requirements [39]. In the sales of product service systems and smart product service 
 

 
Figure 4: Morphology and consistent types of the supplier side as a framework for the organization of the sales  

O
rg

. 
st

ru
ct

ur
e

R
es

ou
rc

es
In

fo
rm

at
. 

sy
st

em
s

C
ul

tu
re

Organizational 
structure

Process 
organization

Qualification of 
employees

Benefit 
communication

System integration

Information 
Processing

Motivation/ 
Incentivisation

Collaboration

Product-
focused

Service-
integrated

Completely 
separated Moderated

Free workflow Flex. reconfiguration of 
existing processes

Passive Customer Data 
Base

Active Customer Data 
Base

Integrated Customer Data 
Platform

Ad-hoc 
collaboration

Trying out 
collaboration

Controlled 
collaboration

Optimizing 
collaboration

Technical 
expertise

Expertise in 
processes

Expertise in sol-
ution selling 

Descriptive Prescriptive

Laissez-Faire Leadership Transformational 
leadership

Product & technology 
oriented Performance-oriented Customer results-oriented

Fully integrated

Sequenced workflow

Transactional leadership

Predictive

Expertise in customer 
business

1

1

1

1

1

1

1

1

2

3

2

1 2 3

4

Typical product provider Typical service provider Separated partial service 
provider

Orchestrating solution 
provider 5 6Independent solution 

provider
Integrated solution 
provider

2

2

2

2

2

3

3

3

3

3

3

3

4

4

4

4

4

4

4

4

5

5

6

5

5

5

5

5

5

6

6

6

6

6

6

6

Real types:

Ideal types:

868



systems, in particular, numerous disciplines and experts are involved who must provide their input for the 
development of the system at the appropriate time [40]. In many companies, systematic information 
processing is still poorly developed compared to information collection. However, the systematic evaluation 
of customer information offers the opportunity to identify buying habits, churn intentions or potentials by 
bundling products [39]. In addition to the organizational structure, an informal organization exists in every 
company and can be influenced by the management culture. This is because it addresses values, norms and 
the way of working together, so that there is a great influence on the corporate culture [41]. In this context, 
the motivation and incentivisation describe the behavioural control of employees, which is created by the 
leadership behaviour and the personal appearance of the superior [42]. Another important aspect of the 
informal structure that shapes the culture is collaboration. Collaboration is understood as the working 
together of individuals and groups on a common project or a task that can only be solved together to achieve 
a defined goal. Collaboration is particularly necessary for cross-functional work or for new subject areas. 
This achieves results that the individuals could not have achieved on their own. It is an integral part of a 
culture that promotes innovation [43].  

When considering the types of sales organization, a distinction is made between real and ideal types. Real 
types represent reality and can be determined empirically. Ideal types are created by abstracting phenomena 
from reality and are mental models. The first three types represent descriptive real types that are or were 
common in this form in companies. The last three types, on the other hand, are to be regarded as ideal-typical 
target images for the sale of integrated digital service systems, whose implementation and suitable design 
recommendations are shown [44]. The first type of sales organization is based on a product-focused 
organizational structure. As the name suggests, the focus of the PSS is on the classic product area, which has 
characterized many machine manufacturers over the years and in which they have a great deal of expertise. 
Compared to the first type, the organizational structure is service-integrated, so that the digital business is in 
the traditional customer service. In comparison to the two types presented above, the digital business is 
represented as a separate unit with positions in the regional structure. This means that there are responsible 
salespeople for all three business units. However, they offer their services separately from one another, as 
integration is given little attention and there is no overarching customer-oriented link for integration between 
the business units and the customer. The orchestrating solution provider shows a first ideal-typical design of 
the sales organization. The basic idea is based on a customer-oriented process organization with a moderator 
as process owner. The moderator forms the front end to the customer and integrates the individual business 
units in the back end in a needs-oriented and targeted manner, so that the distance between the units is closed 
by the moderator [3][44]. The fifth type identified is based on the idea of a project organization that can 
serve as an efficient sales organization for companies or regions in which the development and establishment 
of permanent processes to integrate all business units would be too costly and the hierarchies are flat. This 
is especially true for smaller companies. Due to the uniqueness of the projects, a free workflow is offered. 
The sixth type makes sense if the teams are not only formed for one-off, time-limited projects, but the team 
organization is used permanently and as the decisive structural organization. This is particularly suitable for 
complex integration projects with strong customer involvement and third-party participation. In order to 
efficiently manage and implement such a team organization in the long term, basic processes must be 
established [36]. 

4.4 Fit between customer types and types of sales organization and design principles 

Now that the previous two chapters have identified and described four customer types and six types for sales 
organization, the two sides are jointly analyzed with the help of the fit concept. For this purpose, a distinction 
is made between the three degrees of effectiveness - beneficial (+), obstructive (-) and neutral (o) - to describe 
the fit between the individual types. The result of this analysis can be seen in Figure 5.The figure shows that 
only the three ideal types can fulfil the requirements of all four customer types in a beneficial or at least 
neutral manner, while the existing real types exclude the digitally convinced customer. The focus of the 
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design principles in this paper is therefore on showing how companies can succeed in developing in the 
direction of these ideal types. Many companies are at the beginning of their transformation. They are product 
providers with a functional and/or divisional organizational structure.  

 
Figure 5: Fit between customer types and types of sales organization 

Therefore, the existing organization must be broken up in this first phase. Employees must be made aware 
of the need for change so that they are convinced to participate. Existing processes and structures must be 
discarded and questioned. A clear sales strategy and target picture must be presented so that the direction of 
development and the required steps become clear. Customer segments and priorities for the new strategy 
must be defined. It is important to align sales with the corporate strategy and to involve the sales staff in the 
implementation. The intermediate phase is the most important stage for building new structures, processes 
and capabilities for a new shared vision. In addition to reducing hierarchies and shifting responsibility to 
employees, this can be done by setting up a separate solution selling unit that is responsible for selling 
integrated digital service systems independently of the existing organization [45]. It is not subject to the 
organizational restrictions and initially develops solutions with a limited number of key customers. The type 
independent solution provider is suitable for describing this separate solution selling unit. In the final step, 
the experiences and best practices from the intermediate phase are used to carry the new culture into the 
company and solidify it. This is done by deploying the employees from the previously autonomous unit as 
transformational leaders in the company as a whole. The resources are gradually developed throughout the 
company through further qualification. The processes developed and tested on a small scale by the 
independent unit can now serve as a starting point for processes that can be flexibly reconfigured. The best 
practices and information exchange help the employees of the existing organization to change. The 
organizational structure can either evolve into a matrix process organization, so that the traditional functional 
and divisional structure is structured more strongly around the customer on the basis of processes, or it can 
be designed holistically as a team organization, using the separate solution selling unit as an example. In the 
advanced phase, this corresponds to the ideal types of orchestrating and integrating solution providers. The 
organizational structure thus depends on the choice between these two ideal types. The types are suitable in 
different cases depending on the initial situation and company structure. 

5. Discussion and conclusion 

In this paper, design principles for the organization of sales of Smart PSS have been presented to fill the gap 
that currently exists in both research and practical applications. For this purpose, the interaction model was 
first shown in a systemic representation based on a literature review and expert interviews. Based on this, 
the two sides of the interaction model between customers and providers were each described using a 
morphology with eight characteristics. 

The next step in the research process is now the formation of exemplary types on both the customer and 
supplier side. Based on these types, it is important to see which types from both sides harmonize with each 
other and thus promise the greatest possible success in the sale of smart product service systems. It should 
be noted, however, that the customer side is to be regarded as an external factor and is difficult or impossible 
to influence. Accordingly, the customer side sets the requirements to which the sales organization on the 
supplier side must respond. The complexity of this interaction increases with the complexity of the smart 
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product service system offered, since many features and value propositions must be served. This paper can 
only lay the foundation for approaching both the requirements of the customer side and the response of the 
provider side in a structured manner and deriving corresponding design proposals for the organization of 
sales of smart product service systems. The need for this arises not only from the existing gap in the scientific 
literature, but from the need for practical solutions from industrial companies. 
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Abstract 

The effects of a fossil fuel-based economy are becoming increasingly apparent. The storage and use of 
renewable energy sources are a key strategy to reduce overall greenhouse gas emissions. In this context, the 
demand for batteries as a suitable medium for energy storage is increasing rapidly. Lithium-ion batteries 
pioneered in consumer electronics are nowadays used in ever more applications, with the e-mobility sector 
being one of the most prominent.  From a production perspective, the process chain for manufacturing of 
such lithium-ion batteries can be divided into three main sections: electrode production, cell assembly and 
cell finishing. However, actual implementation of the process chain differs substantially, depending on the 
selected cell format (pouch, cylindric, prismatic) and design, manifesting in cell-specific processes (e.g. 
stacking vs. winding), supplementary and/or omitted process steps and manufacturing technologies (e.g. 
pouch foil heat sealing vs. hard case laser welding). Currently there is no strictly preferred cell format, as 
each format has its advantages and disadvantages, depending on its intended application and system 
integration. Production of different battery cell types thus is spread across various international – mostly 
Asian – manufacturers, most of which have large scale mass production lines dedicated to a single specific 
format. Only a few manufacturers have a portfolio of formats (e.g. round and prismatic) in large quantities. 
Against this background, the following paper provides an overview of the product variety of lithium-ion 
batteries available on the market, following up with a discussion of potentials and implementation strategies 
for flexible battery cell production. First, applications and business areas for lithium-ion batteries are 
analysed and general flexibility areas regarding the battery cell design are derived. Subsequently, the impacts 
of the different flexibility areas on the production processes are analysed. In a final step, different 
implementation strategies and approaches for increased flexibility in battery cell production are elaborated. 

 

Keywords: Battery Cell Production; Production Planning; Flexibility; Implementation Strategies 

1. Introduction 

The storage and use of renewable energy sources are a key factor in becoming independent of fossil fuels 
and minimizing greenhouse gas emissions. As a result, the demand for batteries as a suitable medium for 
energy storage is increasing rapidly. [1] Lithium-ion batteries (LIB) originated in consumer electronics are 
now being used in more and more domains, currently mostly prominently in various e-mobility applications. 
Main reasons for their market dominance are their long cycle life, high power density and continuously 
improving energy density. Considering the constant demand for energy sources for transport and 
environmental concerns about conventional fuels, the demand for lithium-ion batteries has been rising 
steadily for years. [2] For this reason, and due to the rapid increase in electrification of the mobility sector, 
global demand for LIBs is expected to exceed 4 TWh in 2030. [3] New battery concepts and new battery 
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chemistries are being researched and developed to support this transformation. However, at the same time 
the battery industry is facing short product life cycles, a growing number of variants and a wide range of 
applications leading to a high level of technological and market uncertainty. This poses major challenges not 
only for the product development of new battery cells but also for their production and manufacturing 
process. [4] . 

Current battery cell production plants are designed to manufacture predefined battery cells with a high level 
of automation, at highest quality, and with minimal deviations in end product characteristics. Production 
lines focused on high production volumes are trimmed for maximum efficiency and yield, thus relying on a 
highly streamlined process flow. Once ramped up, these factories are kept at their optimal operating point 
with the clear objective on standardizing production runs. Once operations and production are fine-tuned, 
leading battery cell manufacturers try to maintain the optimum operating window for as long as possible 
with as few changes necessary and deviations as possible. Form this point of view, flexible production of 
varying customer-specific battery variants in quickly adjustable quantities poses a major challenge for 
existing factories. Therefore, this paper assesses prerequisites, potentials and implications of product and 
process flexibility in the battery cell production context and elaborates on different strategies for practical 
implementation. 

2. Fundamentals 

2.1 Flexibility in manufacturing systems 

Great volatility in customer behaviour and supply chains as well as a fast-moving market pose a great 
challenge for companies manufacturing lithium-ion batteries. They are forced to adapt to frequent and rapid 
changes induced by the changing market environment and growing regulatory pressure. [5] 

Organizational forms of manufacturing companies can be divided into different categories as shown in 
Figure 1. Depending on whether the focus is on a high product variety or on a high production volume, the 
orientation and production system setup leans either towards flexibility or productivity. While most high-
volume production lines are typically designed for dedicated cell formats and variants in order to achieve 
the required outputs at minimum possible cost, pilot-scale production lines primarily serve R&D activities. 
In this production environment material testing, process validation and integration as well as scale-up of new 
technologies and innovations are prioritized. 

 
Figure 1: Overview of organizational forms in manufacturing [6] 

Product diversity at the cell level is closely related to the diversity of battery-powered applications in the 
industrial landscape. However, market segments such as electromobility, aerospace, wearables, etc. have 
inherently different requirements for batteries in terms of performance, lifetime and basic product 
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characteristics such as size and format. In order to redesign a production system into one that bridges the 
gap between mass production and customised manufacturing, relevant flexibility potentials of the production 
system need to be well distinguished and addressed accordingly. [4] Following classifications for flexibility 
in manufacturing are commonly distinguished in scientific literature: [5–9] 

• Machine flexibility: Ability to execute the changes needed to produce a given mix of products 
• Material flexibility: Ability to handle variations in composition and dimension of parts 
• Operation flexibility: Ability to change the sequence of operations and the performing machines 
• Volume flexibility: Ability to manufacture economically with different production quantities 
• Expansion flexibility: Ability to expand the production apparatus component by component 
• Routing flexibility: Ability to change the routes of the parts in case of machine failure 
• Process flexibility: Ability produce different parts with different requirements in different ways 
• Product flexibility: Ability to perform a changeover to the production of new products 

2.2 Current status in lithium-ion battery cell production 

Currently, the lithium-ion battery is the most advanced energy storage technology and a key component, 
specifically in the field of electric mobility. Further developments are intended to improve the performance, 
cost-effectiveness, environmental friendliness and safety of existing LIB systems. In addition to cell 
technology, research is also being conducted in the fields of materials technology, process technology and 
battery cell production.   

 Structure of lithium-ion batteries 

The basic structure of a lithium-ion battery cell consists of two electrodes (anode and cathode) composed of 
active materials coated on current collectors, a separator, liquid electrolyte and a housing. [10] 

The predominant active material for anodes is graphite, because of its low price and reasonable storage 
capacity of lithium-ions. Silicon is also considered as an upcoming anode material. In theory it has a much 
larger capacity to store lithium so that the specific electric capacity of the cell can be significantly increased. 
[11] The cathode can consist of a variety of different materials. Currently most prevalent cathode chemistries 
are lithium-nickel-manganese-cobalt-oxides (NMC) followed by lithium-iron-phosphate (LFP) and lithium-
nickel-cobalt-aluminium-oxides (NCA). [12] The active materials for the electrodes are applied in the form 
of a slurry on thin metal foils (current collectors). The active material is dried into a porous structure and 
becomes completely immersed in liquid electrolyte. The electrolyte ensures ionic charge exchange between 
the electrodes and is composed of conducting salts dissolved in high-purity organic and anhydrous solvents. 
The microporous separator serves as an insulator between the electrodes, preventing short circuits and 
allowing the ionic current to pass through at the same time. [13,10] 

Depending on the cell design (pouch, prismatic or cylindrical), the anodes and cathodes are stacked or wound 
into an electrode-separator composite (ESC), with the separator alternating between the anode and cathode. 
The separate layers of the current collectors are welded together and contacted by tabs. Afterwards the cell 
stack or roll is placed and enclosed in an impermeable housing (either hardcase or pouch foil). [13] 

 Process chain in battery cell production 

Generally, the production processes for lithium-ion batteries can be divided into three main sections: 
Electrode production, cell assembly and cell finalization (Figure 2). [14] 
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Figure 2: Generic process chain in battery cell production (top-down: pouch, cylindric, prismatic) 

Electrode production begins with weighing and mixing the active materials with various additives and 
solvents to form a slurry. The slurry is then coated onto a thin metal foil in a roll-to-roll process and 
immediately dried in a convection oven, where the solvent is removed again. The electrodes are then 
calendered, i.e. pressed for a specific porosity. Depending on the dimensions of the battery cell, the large 
mother coils are cut into smaller daughter coils. Finally, vacuum drying takes place to remove any residual 
moisture from the material. Typically, a battery cell production has two separate production lines for anode 
and cathode to avoid material contamination.  

In cell assembly, the electrodes are assembled into a cell. This involves alternately assembling the anode, 
separator and cathode to form the electrode-separator composite. After that, current collectors are welded 
and contacted with tabs to form the battery cell’s terminals. The electrode-separator-composite is then placed 
in the housing, which is filled with electrolyte and ultimately sealed hermetically. However, actual 
implementation of the process chain differs substantially, depending on the selected cell format (pouch, 
cylindric, prismatic) and design, manifesting in cell-specific processes (e.g. stacking vs. winding), 
supplementary and/or omitted process steps and manufacturing technologies (e.g. pouch foil heat sealing vs 
hard case laser welding). Thus, cell-specific assembly lines are mainly being considered for high-volume 
production in the Gigafactory scale.  

In cell finalization, the assembled battery cell is electrochemically activated for the first time. At the 
beginning, wetting takes place, where it is ensured that the electrolyte is completely and sufficiently 
distributed within the entire cell. Only then can formation continue, in which the battery cell is charged and 
discharged under controlled conditions to form the solid electrolyte interface (SEI). During this process, 
gases are released which have to be extracted from within the cell. Afterwards, the battery cell undergoes an 
aging phase, where it is monitored and controlled for any anomalies such as for example low capacity 
retention and performance losses. At the end, the EOL testing and grading of the battery cell is performed 
based on the performance parameters recorded throughout the cell finalization. [15,14,13] 

3. Approach 

The main objective of implementation strategies of different flexibility types in production is a demand-
driven manufacturing of product variants, while ensuring an optimal capacity utilization with high economic 
efficiency at the same time. Therefore, a high reactivity and adaptability of the production is required in 
order to realize an adjustment to different changes in the market. [16] The objective of this paper is to 
investigate and evaluate the potential of flexibility in battery cell production to enable an increase in 
customer and market orientation while maintaining economic and demand-driven production of customized 
lithium-ion batteries. Figure 3 shows the underlying approach for this paper. 
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Figure 3: Approach for deriving implementation strategies for a flexible battery cell production 

4. Results 

While previous approaches [4,17,18] on agile battery cell production have focused primarily on the aspect 
of functional units for the process steps based on a prototype facility, the following analysis will look in 
particular at scaled implementation strategies aiming for flexibility in battery cell production within an 
industrial relevant scale. 

4.1 Potential market demand for flexibility in battery cell production 

A high number of applications and business opportunities for batteries have been established over the last 
three decades. Figure 4 shows the key findings of a meta-study conducted by PEM, which divides the total 
battery market into several core domains, outlining their battery demand, market value and anticipated 
development. 

 
Figure 4: Market overview for established and emerging markets for lithium-ion batteries 

A further breakdown of these core domains (consumer electronics, stationary storage, e-mobility, industrial 
and power tools) reveals several individual segments that are constantly bringing along new innovations. 
Due to the rapid technological development, various battery powered products such as for example 
wearables, smart devices and other niche gadgets can be seen adding to the market. Beyond this, a multitude 
of new and emerging markets are driving the battery industry. Most prominent domains cover electric 
transport and aviation, which include various forms of electrified transport on paved roads and in the air. 
Besides, stationary energy storage systems, as well as industrial and power tools for various types of 
industrial equipment and applications, are growing in total produced quantities. Together, these emerging 
markets account for a significant share of today's total battery demand, reflected in about 380 GWh of already 
deployed capacity in 2022. 

Applications in the emerging markets (especially in the premium segments) thereby are more likely to show 
noticeable demand for custom battery solutions and thus flexible battery cell production. Examples include 
the fast-growing electric aviation market and the market for sports and hyper cars. They are characterized 
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by constraints in space and weight as well as high performance requirements, motivating optimally integrable 
battery solutions 

4.2 Flexibility potentials in the design of lithium-ion batteries 

As previously outlined, the rapid development and optimization of battery cell technology in various 
industries is accompanied by a large number of product variants. These can differ significantly in terms of 
format, chemistry and other product properties depending on the market and application requirements. A 
stage-gate process for the generalized development of lithium-ion battery cells is shown in Figure 5. 

 
Figure 5: Stage-gate process for the development of different lithium-ion battery cells 

In general, these design stages, accounting for a variety of specifications can be summarized and classified 
as cell chemistry, cell format, shape and size, as well as contacts, with latter referring to tabs and terminals 
that provide the electrical contacting at the module level. These four aspects are responsible for the majority 
of different cell variants observable in the grand battery landscape. With the selection of the active materials, 
the formation of the cell core (electrode-separator composite), and the interfaces for electrical contacts they 
represent clear distinguishing features of a lithium-ion battery, eventually determining final product 
properties and performance characteristics. For sake of completeness it should be mentioned, that there are 
additional cell components, that are subject to only minor changes so that they can be seen as standardized 
items (e.g. current collector foils, centre pins). 

4.3 Flexibility potentials in the process chain of battery cell production 

As previously described, the generic process chain for lithium-ion batteries is divided into the three main 
areas of electrode production, cell assembly and cell finishing, each of which applies to all common cell 
formats. Figure 6 highlights the process sensitivity within battery cell production regarding the different 
product changes for lithium-ion batteries. 

In direct comparison, electrode production has the highest flexibility with regard to the individual cell 
formats, as they are all based on a current collector foil coated with active material. Anode and cathode 
production are therefore largely uniform, apart from process-related differences in coating patterns, widths 
and thicknesses. Different cell chemistries such as NMC, LFP or NCA can be processed with great 
flexibility. The effort required to adapt to new product variants is relatively low, as it mostly involves 
adjustments to the process parameters (e.g. mixing times and speeds) without the need for further changes 
to the equipment. However, changeovers may be necessary e.g. in case of the slot die for processing 
rheological significantly different slurry mixtures or applying particularly thin layers. 
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Figure 6: Process sensitivity regarding the different design aspects for lithium-ion batteries 

The main implications on the process chain are particularly noticeable in cell assembly. All three cell formats 
are based on different assembly and production steps, which require different manufacturing technologies, 
handling processes and quality inspections.  As within this section of the cell production, a large number of 
cell-specific components is assembled, even slight product changes are reflected in severe propagation 
effects, extending on several downstream process steps. An illustrative example can be given by alternated 
tab positions for the pouch cell, where not only the cutting and notching processes require tool changes, but 
also, welding, sealing and the whole set of process accompanying measures such as handling, tool alignment 
etc. While some minor variations in cell design can be accommodated by the flexibility of current off-the-
shelf equipment, limits are quickly reached due to tools, manufacturing technologies and automation 
specifically adjusted to the produced battery cell.  

Cell finalization remains largely similar across all cell formats, whereas only the pouch cell deviates more 
due to the need for active degassing and subsequent resealing. The equipment used for the electrochemical 
activation of the battery cell is currently precisely matched to the format of the battery cell. The same applies 
to the aging process, during which the cells are controlled and monitored in their properties. While the current 
systems are characterized by a high level of product orientation and specialization, especially with regard to 
cell contacting the modular setup of formation and aging chambers and the use of intelligent and adjustable 
carriers or trays indicates existing and further exploitable flexibility potentials. 

4.4 Implementation strategies for different types of flexibility 

The spectrum of flexibility opportunities between a streamlined, ramped-up battery production line for a 
specific cell format and a fully flexible battery cell production offering highly customized solutions is vast. 
Already in early stages of factory and process planning as well as conceptualization of logistics and 
warehouses this becomes very apparent. In each case different degrees of flexibility can be considered and 
realized accordingly. However, ensuring flexibility has its price that needs be taken into consideration. Thus, 
the general question arises as to how flexibility can be addressed so that initial efforts and investments 
ultimately pay off. The transformation of currently known LIB factories in a way that end-of-line products 
are variable and able to incorporate customer-specific requirements becomes the grand challenge. To set up 
a production system in this intersection of process optimization and flexible production, several approaches 
are feasible. Driven by the market demand, different flexibility areas can be addressed selectively or 
collectively by prioritizing different aspects of the product flexibility (Figure 7). 
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Figure 7: Overview of potential flexibility domains for implementation into battery cell production 

A factory designed according to these flexibility areas differs from conventional configurations in several 
aspects, most notably in an even greater equipment complexity. The desired flexibility thus becomes the 
challenge of optimal coordination of individual equipment units within the production system, further 
extended to logistics and personnel, up to the underlying supply chains. 

5. Conclusion 

The demand for additional battery systems is primarily driven by automotive applications, but other new and 
promising segments such as aviation, wearables etc. are also increasingly emerging. Overall growth is driven 
by improved and application-specific battery cell technology. Flexibility areas in the battery cell design and 
their impact on process chain are critical to establishing a flexible production system capable of meeting the 
needs of multiple customers. Different implementation strategies can be pursued and practically 
implemented into a production system in order to leverage the potential of flexibility.  

Flexibility potential can be tapped by focusing on selected formats, a defined design corridor and the ability 
to process a certain range of materials. The path to flexible battery cell production then can be paved by 
selecting or combining several of those flexibility areas. Other remaining challenges of supplying specific 
variants and changing market requirements can be overcome by adaptive electrode production and by 
expanding the equipment infrastructure within cell assembly and finalization as required. This not only 
enables on-demand production of different cell variants within one factory, but even parallel processing of 
individual production orders running in campaigns. Such flexible production systems hold the potential to 
handle multiple customer orders and reduce project-specific investment costs.  
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Abstract 

This contribution tackles the effects of digitalisation on leadership in production work. Based on the 
assumption that production work in the future will be characterised as more flexible, networked and 
digitalised, the digital transformation will lead to changes in business models, organisations and work design. 
Accordingly, changed and new competences are needed by executives. There is a new generation of 
executives who have to view business differently and use different sets of competences to lead employees. 
In this paper, an overview will be given about digital trends and their impact on leadership. Secondly, 
definitions of terms about leadership and the difference between traditional management and digital 
leadership will be illustrated. Furthermore, competence sets for leadership in digital transformation in 
production work will be outlined. These competence sets can be described both by several competences 
subsumed under the term “interactional competences” and by competences needed to establish a work design 
conducive to learning, facilitating and enabling competence development of employees. We think that these 
two competence bunches depict the core of future competences of executives in production. 
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1. Digital trends and their impact on leadership 

Nowadays, everything gets more dynamic, more volatile and changes at an enormous pace. The driving force 
of change for organisations can be found in three topics: globalization, society and digital transformation [1, 
2]. 

Within the digital transformation as one of the major megatrends we are facing numerous technological and 
organisational challenges aligned with topics like data analytics, blockchain, virtual/augmented reality or 
artificial intelligence [3, 4, 5]. According to Barley [6], this will lead to fundamental changes in business 
models, organisations and work design. Today, many entrepreneurs still think digital transformation means 
switching to new information technologies or even just adopting social media to the business. However, 
digital transformation is much more far-reaching: what began in the 1970s with computers and emails now 
includes self-driving cars, smart refrigerators, human-machine interaction at the workplace and 3D printers 
that even print cars. Digitalisation impacts on all company functions: from research and development to 
production and marketing, human resources and administration. Impacts are thus created for the entire 
company, functions and projects as well as for each individual employee [7]. More and more companies are 
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establishing new structures and processes, new roles and responsibilities, new forms of cooperation, new 
leadership and motivation systems [8].  

Accordingly, completely new demands are placed on leaders. The new requirements for leaders within the 
context of digitalisation fill long lists. Most importantly, they should be more agile, innovative and creative, 
think disruptively and tolerate mistakes, reduce their ego and instead take a moderating role for their 
employees [2, 4, 9, 10, 11, 12]. All in all, the new requirements are extensive, and they intervene deeply in 
the personality. This leads to the assumption, that digitalisation requires a new way of leading which 
comprises a broad range of requirements for executives - both in terms of breadth of skills required and 
depth.  

Unfortunately, in the context of digital transformation and considering the role of leadership there is a huge 
need for solutions giving answers about how to enable leaders in organisations to cope with all these new 
demands. Furthermore, research on these topics is still low [13]. In the past, some research activities can be 
found in the following areas concentrating on different aspects: Impact on leadership of home office and 
teleworking concepts [14], leadership in virtual teams [15] as well as digital technologies and the potential 
to substitute employees and leaders [16]. Schwarzmüller et al. [17] concluded, that the research topics 
mentioned (amongst others) have a strong impact on leadership principles. So, the research on competences 
required for leaders in new digitalised work environments is of greater concern for many organisations [18, 
[19].  

2. Evolution of digital leadership 

Digitalisation, which is characterized by technologies that transform the analogue physical world into digital 
applications, is not just a technological challenge [11, 20]. It is currently initiating a cultural revolution that 
turns the classical understanding of leadership on its head. The new version is called digital leadership [4, 
11, 21]). When talking about digital leadership, there are other synonymous terms in other countries, e.g. 
leadership 4.0 in Germany, referring to the term Industrie 4.0 [22, 23]. Besides that, digital leadership is also 
used to describe companies holding a lead position in the field of digitalisation, e.g. Google LLC. Digital 
leadership in the context of this paper refers to the leadership style needed to manage an increasingly 
digitalised world. It does not only mean to use digital media for communication and cooperation as a leader, 
but also to adapt the leadership behaviour to the demands of the new digital reality. 

But what distinguishes digital leadership from traditional management and leadership and what are its unique 
features? The different concepts describe specific prototypes of executives’ roles which arose in the context 
of different historical eras as a result of adapting to new challenges emerging from revolutionary changes in 
economy. Figure 1 shows their evolutionary development along the different eras, their main tasks and 
characteristics (own supplemented and modified representation according to [24]).  

 
Figure 1: Evolution of digital leadership 
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Traditional management concepts mark the beginning and started to evolve during the industrial age 
characterised by mass customization. The critical factors to remain competitive within this context are 
productivity and efficiency. Decisions are made based on strict guidelines and processes (efficient decision 
making). Therefore, management tasks focus on controlling, ordering and administering promoting stability 
and continuity [2, 24, 25].  

As a next evolutionary step, leadership concepts started to develop sparked by the new challenges that came 
along with the information age. This era was induced by the introduction of computer technology, followed 
by other information technologies such as internet connectivity. Easy access to information and directly 
sharing it with others was made possible enabling a more decentralized decision-making and autonomously 
working employees. Thus, in this context, the critical factor for competitiveness is the knowledge gained 
from analysing information. Consequently, leadership tasks focus on visioning, delegating and orchestrating 
aiming to create a working environment that offers more latitude to the employees in performing their 
actions, since guidance is provided by the accessible information, a shared vision and culture [2, 24, 25]. 

The digital age is, where we stand right now, and the evolution of digital leadership has just started [22]. As 
a reaction to the challenges of high levels of unpredictability and complexity when making decisions due to 
a fast-changing dynamic work environment shaped by digital transformation leadership has differentiated 
itself significantly from traditional management tasks. Basing decisions on knowledge and insights gained 
from data analysis is not enough anymore. Digital leaders need an agile mindset enabling them to adapt 
quickly to new requirements, to make decisions intuitively and by using their creativity, if this is required 
by the circumstances, but also to support their employees and the organisation to cope with changing 
requirements [9, 10, 24]. Therefore, the following tasks and corresponding competences are central for 
leaders to act successfully in a digitalised work environment: 

- Enable digital change: Not only competences to use digital methods or social media are requested 
but also competences to be the driving force in change processes to cope with challenges caused by 
digitalisation (e.g. new business models and processes) [2, 10, 11, 25]. 

- Develop employees: Competences are needed to give employees a kind of corridor to develop a 
specific training and to speed up their individual development in coordination with the organisational 
targets. For these issues, a digital leader could be a coach, a „good practice”, and again, an enabler 
[2, 11, 22, 25]. Furthermore, competences are needed to early recognize if employees tend to get 
health problems by working (especially psychological problems) and to find options to overcome 
them or avoid them [2, 4, 26]. 

- Influence: Competences to inspire employees and encourage them to cope with challenges in work 
are important. This includes, that errors are a part of the development process and to inspire 
employees to learn for the benefit of their own employability as well as the organisational success 
[2, 27, 28]. 

3. Interactional competence 

At the centre of the project “ella4.0 - Sociodigital transformation towards excellent leadership and labour” 
funded by the German Federal Ministry of Education and Research is the topic of interaction and the 
competence-related requirements that managers face in order to establish “good work” with employees via 
new channels, in a digital setting of processes and procedures and under constantly changing conditions. 

The socio-technical system within organisations is increasingly becoming a socio-digital system. The entire 
interaction structure (People (M)-technology (T)-organisation (O)) is subjected to continuous, accelerating 
change. With the influence of digitalisation and the associated changes in the technical infrastructure in the 
company, the working methods are also changing, they are becoming more digital. At the latest when the 
global corona pandemic broke out, many companies increasingly used video and web conferencing tools 
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overnight [29]. The networked production systems in industry also enable remote maintenance from the 
computer at home and create a new form of long-distance collaboration that requires the development of 
competences on the part of managers. The effects impact the individual employees, teamwork and the 
managers in the company, who shall continue to pull the strings in a controlling and orchestrating manner. 

Interaction denotes a reciprocal and related action between two or more people. Interactional competence is 
thus to be understood as the ability to express oneself appropriately and constructively in social relationships 
and situations, to act and to speak. Interactional competence aims at a behaviour-influencing design of the 
entire company-related (digitally supported) interaction space (MTO) in normative, strategic and operational 
terms. With the result informational, qualificational, motivational and infrastructural conditions should be 
created. In the exchange with various companies, this definition has turned out to be particularly appropriate 
for defining interaction competence and also for describing it from a practical or operational point of view. 

Thomson et al. [30] show that the environment in companies and their requirements are changing. They 
evaluated the promotion criteria of employees in the company in a meta-study in their project report. These 
should be sorted by importance. Unsurprisingly, from the point of view of the followers, professional 
competence is in first place, but closely followed by personal competences, which are of similar importance. 
This indicates the change in the understanding of leadership, from professional experts to inspiring 
leadership. 

The question of whether there is a change in the leadership role in the course of the digital transformation is 
also confirmed by almost 80 percent of respondents in the study by Hofmann et al. [31]. This does not mean, 
however, that the new management approaches are also reflected in the organisational structure of the 
company with regard to organisational charts, cooperation, incentive or evaluation systems. The field of 
tension between the old and the new comes to light again, in which the executives have to move and find 
their way. 

Great importance is attached to one's own attitude towards change. As an absolute top issue, “openness to 
change” is confirmed as a currently very important competence of managers [32]. If personal responsibility 
for the current situation is still the same, the ability to change clearly dominates the list of additional 
questions about what will become increasingly important in the future, with over 90 percent agreement. 

Although the importance of personal competences is slowly increasing, companies seem to be paying little 
attention to the targeted development of digital competences. Surprisingly, competences for the digitised 
workplace, which are important for “collaboration in virtual teams”, “communication via digital media” or 
“handling data”, are found in the lower ranks and will continue to be of little importance in the future 
allocated [32]. This picture can also be seen in Hofmann & Wienken [33], where it is still accompanied by 
a decline in the importance of area-specific expertise. 

These digital competences have either not yet arrived in their importance for the future development of the 
company or do not (yet) play a role. In many companies, the topic of internal digital forms of cooperation 
has so far received little attention (Beyer 2015). Moreover, it is remarkable that research has not yet provided 
any significant findings here either, although internal cooperation between managers and employees is very 
important for the success of digitisation strategies. The mechanisms of action of the digital cooperation 
between managers and employees to be taken into account in this design field are still largely unknown. 

One area of competence is “digital and media competences”, which particularly emphasizes the important 
topic of communication in the digital setting. 

“Analytical and planning competences” will also be important in order to be able to recognise, analyse and 
implement as a manager, for example, the needs of employees with regard to future development - here again 
the topic of basic digital competences for everyone. This can only succeed if, at the same time, “economic 
competences” are developed to such an extent that managers are able to recognize the potential and threats 
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from their environment for their company (in good time) and to initiate measures that will contribute in the 
long term to put the processes, working methods and the business model on a sustainable footing. 

With the change in the leadership role, the changed need for leadership, which, as discussed above, is 
supplemented or replaced, new competence requirements located in the area of “leadership competences” 
are defined for executives. These competences as well have to be developed. 

The last two points form the closely related personal competences of the manager, which are ultimately 
decisive for the managerial success, as well as the professional competence of the manager. 

It thus becomes clear that interactional competence is not a specific, single competence, but rather consists 
of several specific competence bundles: 

1. Digital & media competences 

2. Analytical and planning competences 

3. Economic competences 

4. Leadership competences 

5. Personal competences 

6. Professional competences 

The clustering of competences was based on the analysis of the above-mentioned literature. Furthermore, in 
the first year of the project, qualitative surveys on the topic of “Effects of digitalisation on leadership” were 
conducted with 19 participants, including entrepreneurs, consultants and experts from science. The results 
of the interviews were then analysed and evaluated using a uniform code book with the software MAXQDA. 

From the results of the interviews the mentioned competence bundles can be presented in more detail as 
follows: 

 

 
Figure 2: Competences derived from the interviews, summarised as a model in areas of competence 

From the point of view of company actors of our project, some competences from the above-mentioned 
bundle of competences are of particular importance. In the case of “digital and media competences”, for 
example, dealing with which medium is best suited for which specific situation turns out to be an essential 
competence. There is usually a large selection of different tools available, and it is important to keep track 
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of them. A good grasp of situations quickly and as completely as possible is emphasized by the companies 
with respect to “analytical and planning competences”. When it comes to “leadership competences”, it is 
dealing with people. Employees must be viewed as individuals whose potential must first be recognised so 
that they can then develop accordingly. With regard to “professional competences”, the professional 
knowledge and basic understanding of processes are particularly relevant. In terms of “personal 
competences”, companies identify several specific competences as particularly relevant, such as the personal 
development of leadership style, the ability to bear uncertainty, the socio-emotional self-competence and the 
willingness and ability to learn as a manager. 

At first glance, the bare number of different “personal competences” that need to be developed seems 
surprising. Along with the change caused by digitalisation, the procedures, processes and tasks are changing 
at the structural level in the company. Project work is finding its way and is thus also changing the way in 
which people work together. If you look at leadership as interactional work, this development cannot remain 
without an impact on the way in which leadership is carried out, since leaders and those being led are in 
exchange: 

Leadership is not replaced by digitalisation. This is also reflected in what is by far the most frequently 
mentioned ability of a manager to shape communication as an information hub and also to be the central 
point of contact in the team. At the organisational level, working in networks and projects that follow 
different rules, processes and methods is becoming more and more common. The ambidextrous structures 
lead to a “communication explosion”. All the more important in this context is and remains the manager 
with the task of ensuring cohesion, direction and connection within the team and at the internal and external 
interfaces. 

4. Competences for learning-friendly work design 

According to the VDI/VDE Standard 7100 “Learning-friendly work design. Goals, benefits, terms and 
definitions” [34] the design options for learning-friendly work in general can be broken down in eight fields 
of action: Leadership, competence development, learning culture, communication, work organisation, work 
tasks, technical infrastructure and installed learning solutions [35]. These fields of action can in turn be 
assigned to the MTO model, which with human (M), technology (T) and organisation (O) delineates three 
fundamentally different but closely interacting perspectives from each other and thus offers a structuring 
means for the complex world. An integration of the two models offers an identification of different practical 
fields of action of what can be called learning-friendly work or work conducive to learning. The figure 
provides an overview of the concept of the standard.  
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Figure 3: Perspectives on learning-friendly work design 

(own illustration according to [36] and [35]) 

The figure illustrates the holistic orientation of learning-friendly work design. The fields of action of the 
human perspective are leadership, competence development, learning culture and communcation. Fields of 
action in the organisational perspective lie work organisation and work tasks. The design of technical 
infrastructure and installed learning solutions are the focus of the technology perspective in terms of fields 
of action promoting learning. The standard takes a closer look at these different perspectives and takes into 
account interactions and inferfaces. Since it is not only the isolated design of the individual perspectives but 
it is the design of the relationships between people and technology, technology and organisation as well as 
organisation and people which enables the full potential of a learning-friendly work design to be realized.  

And this is where the link to leadership competences comes into play. Since the three perspectives are all 
interrelated between each other and leadership is a central field of action in the human perspective, leadership 
itself is interrelated to all other fields of action as well and, furthermore, can interpreted in a competence-
oriented way: In this sense, leadership needs to foster and develop learning-friendly work and it is a 
leadership competence to design such kind of work systems, in particular, of production work. Leadership 
competences then include competences to develop competences of employees, to establish fostering 
conditions for an appropriate learning culture as well as to communicate with the employees and within the 
organization appropriately. Furthermore, leadership competences include discuss and decide on the technical 
infrastructure of the work systems and the learning solutions to be installed. Leadership competences for 
learning-friendly work finally include an understanding of work organisation and work tasks. How do digital 
technologies impact work organization and work tasks in production work and what does that mean for 
leadership, which competences are needed in this respect? 
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5. Conclusion 

As a first step, this contribution described the evolution of digital leadership highlighting the unique features 
of digital leadership against traditional management. In the next step, the major challenges of leadership 
arising in the context of digital transformation were discussed. The interviews carried out in the course of 
the project ella4.0 and the project work itself led to the conclusion that interactional competences and 
interactional work are the core of leadership work in digital transformation. Furthermore, leadership of the 
future needs also competences for a work design conducive for learning. Obviously, these two competence 
bunches depict the core future competences of managers and executives in production. 
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Abstract 

To address growing challenges in automotive assembly with ever shorter innovation cycles, increasing 
variant diversity and uncertain market development, innovative concepts for assembly systems are needed. 
As a response, the concept of matrix-structured assembly system was introduced. Matrix-structured 
assembly systems break up with the rigid line structure of assembly stations and replace the cycle time-
bound and product-specific station assignment of line assembly. A major challenge in the design of matrix-
structured assembly systems is the assembly control. While certain approaches, mostly decentral and agent-
based, are already capable to assign orders to assembly stations based on the availability of production 
resources, order release as part of the assembly control has been largely neglected. This is because routing 
and sequence flexibility lead to temporal uncertainty in the prediction of station-specific capacity utilization. 
Accordingly, the authors' previous work includes a conceptual methodology for capacity-oriented order 
release in matrix-structured assembly systems. After implementing the previously introduced methodology, 
the actual benefit needs to be determined. For this purpose, the present paper suggests and applies a testing 
strategy based on the fundamentals of successful testing in software development domain. The testing aims 
to demonstrate the basic functionality of the implemented methodology as well as to compare it with other 
order release procedures that have been used for simulations in the context of matrix-structured assembly 
systems so far. It can be shown that the methodology for capacity-oriented order release in matrix-structured 
assembly systems achieves better adherence to delivery dates and lead times by anticipating bottlenecks 
compared to ConWIP control with a random order release. The knowledge gained from the testing strategy 
contributes to the improvement of order release in matrix-structured assembly systems. 

Keywords 

Matrix-structured assembly system; order release; multi-agent system; assembly control; factory planning 

1. Introduction 

Conventional assembly lines in automotive final assembly have been in place for 100 years. In recent 
decades, customized products, short innovation cycles and new vehicle concepts, resulting in high line 
balancing efforts and declining utilization of assembly stations, have challenged assembly lines [1–3]. Future 
assembly systems need to address these trends by being more flexible as well as adaptable, allowing 
economical production of smaller quantities and shorter ramp-up times [4]. As a potential solution, matrix 
structured assembly systems (MSAS) gained more and more attention in research [5]. MSAS break up with 
the rigid line structure of assembly stations [1,2,6]. Assembly stations are arranged in matrix form, allowing 
a cycle-time-independent and an order-specific flow of assembly objects [7]. By this, MSAS are supposed 
to reduce manufacturing costs in multi-variant production as well as to increase flexibility and efficiency in 
assembly [2]. An essential prerequisite for the operation of MSAS is an advanced assembly control that takes 
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into account the increased degrees of freedom of assembly processes. The assembly control is responsible 
for the reactive and situational assignment of assembly operations and orders to multifunctional assembly 
stations [1,7–9]. In preliminary work on assembly control, order release as a sub-task of assembly control 
has been neglected so far. Corresponding simulation show randomly, alternating, or time-based order release, 
ignoring capacity constraints. Consequently, the authors developed and published a methodology for 
capacity-oriented, agent-based order release in MSAS [5].  

The previously conceptual methodology for order release in MSAS has been recently implemented. 
Therefore, a qualified testing strategy is needed to scientifically validate the functionality and the actual 
benefit of the methodology for capacity-oriented, agent-based order release in MSAS. This includes a 
comparison to random order release. Accordingly, this paper presents a summary of essential properties for 
order release in MSAS as well as the aforementioned methodology. Afterwards, the evaluation environment 
used for testing and simulation is described. Based on that, a testing strategy specifying the development, 
planning and specification of test processes in the field of software development is applied. Subsequently, 
the testing strategy with its defined test cases are executed and results evaluated. Finally, the testing strategy 
is critically reviewed and an outlook for future research is given. 

2. Order release in matrix-structured assembly systems 

2.1 Properties to order release 

The authors' previous work [5] specifies six requirements for order release in matrix-structured assembly 
systems. The first property is to perform a capacity analysis on operation and system level. In some cases, 
assembly stations can perform different kind of operations, so a capacity analysis at the operation and overall 
system level is necessary. The second property deals with the consideration of all possible sequences of 
operations and related capacity demands of an order when released and processed in MSAS. For this, orders 
that have not yet been released and orders that have already been released must be evaluated. The latter also 
includes a monitoring of the current processing progress. To meet the flexibility of MSAS, the third 
property asks for an event-oriented release logic. Order release should take place after defined events such 
as the completion of an operation. This reduces the frequency of calculations while latest information from 
MSAS is processed. The fourth property deals with the ability to set individual production targets. Possible 
production targets include minimizing lead times, reducing waiting times or compensating for fluctuations 
in the capacity situation of the individual assembly stations. The fifth property ensures the recognition of 
order-specific characteristics such as due dates or margins. These characteristics might be included in the 
release decision through weightings, allowing similar products of different relevance being released in the 
correct order. For this reason, orders should not be bundled as batches or lots. The last and sixth property 
for order release in MSAS refers to practicability. Order release should be scalable and feasible in reasonable 
computation time.[5] Scalability describes the ability of a system or process to easily handle extension as 
the number of elements and objects increases [10]. Reasonable computation time should always be 
significantly shorter than the shortest operation time so that order release can include the current capacity 
situation in its evaluation at any time [5]. 

2.2 Methodology for capacity-oriented, agent-based order release 

To address these properties, a methodology for capacity-oriented, agent-based order release in MSAS has 
been developed. While a detailed description can be found in the authors' previous work [5], Figure 1 and 
the following explanations provide a summary of the developed methodology.  
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Figure 1: Methodology for order release in MSAS adapted from [5] 

As shown in Section A, the methodology is embedded in a separate order release agent and can be part of 
an existing agent-based assembly control system as proposed by BURGGRÄF et al. [7] or MAYER et al [9]. 
In this methodology, the order release agent is referred to as Capacity Based Dispatcher (CBD). Section B 
shows that the CBD is triggered by a defined event, such as an order release or the completion of an 
operation. The CBD subsequently receives information from the agent-based assembly control system and 
order-specific details from the order pool, as presented in Section C. 

Section D describes the functionality and procedure of the CBD. After the received information has been 
processed, next, to evaluate the capacity situation of the assembly system and takes release decisions, the 
CBD creates capacity profiles for each order already released and for each possible release candidate. A 
capacity profile describes the time-specific demand for assembly operations of an order. These are 
represented as a matrix, where each column represents a time step and each row represents the demand for 
an assembly operation as a binary variable. The number of columns covers the entire time horizon until the 
completion of an order. The sequence of assembly operations is based on the assembly precedence graph. A 
widely branched precedence graph offers more possibilities for different assembly sequences resulting in a 
higher number of capacity profiles per order. Thus, one capacity profile is generated for every valid sequence 
of assembly operations for each order. Capacity profiles also present the current state of the job. Accordingly, 
orders with completed assembly operations have fewer capacity profiles than unprocessed orders while also 
having fever number of filled columns representing as the time horizon until completion is shorter. In order 
to keep calculations between matrices possible, the size of every capacity profile is stretched to the longest 
possible sequence in the system and filled with zeroes in time steps that exceed the actual demand for 
assembly operations. Each capacity profile thus reflects a possible load of the assembly system by an order. 
Since all assembly sequences and thus all capacity profiles can occur in reactive assembly control, all 
capacity profiles are still considered. In order to map the current capacity load of the assembly system, all 
combinations of the capacity profiles of the orders currently being processed are added up. This results in an 
operation- and time-specific prediction of the system load. All these combinations are then extended by 
capacity profiles of unprocessed orders. Those matched capacity profiles must be compared with the 
available processing capacity of the assembly system. The available processing capacity is also described in 
a matrix. For this purpose, each assembly station receives a matrix in which the columns also show the time 
horizon and the entries in the rows show the ability to process a specific assembly operation. The overall 
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available processing capacity can be determined by summing up the matrices of each workstation. Now, for 
each time unit, the overall available processing capacity can be compared column by column with the 
previously combined capacity profiles. If the demand for a certain operation exceeds the available processing 
capacity, the combined capacity profiles is rejected. Nevertheless, a different combined capacity profile of 
the same order may be accepted. The non-rejected profiles or rather their unprocessed orders are then 
evaluated in terms of best capacity fit. For this purpose, these orders are initially distinguished exclusively 
by the assembly operations they contain. Identical assembly operations of an order are interpreted as identical 
products and these orders are correspondingly equated at first. The capacity fit is the sum the free capacity 
of the system for all operations, calculated by subtracting the combined capacity profile from the available 
processing capacity over all time steps. The product which utilizes the system the most is then selected for 
further evaluation on order specific level. 

In Section E, a score-based decision considering due dates or expected profit are considered to select a 
specific job for release is made. When no order was selected due to the overload constraint, then no order is 
dispatched and the agent goes into standby. Information about the order release decision is also passed back 
to the matrix-structured assembly system and order pool, which are shown in Section F.[5] 

2.3 Evaluation Environment  

To evaluate the implementation of the methodology in the CBD, an evaluation environment is required. In 
general, an evaluation environment is defined as a technology platform that serves the purpose of validation 
methodologies, models and theories developed in innovation projects. By integrating those into a common 
environment, the acceptance of new approaches can be increased. An evaluation environment allows 
multiple stakeholders to gain a common understanding of the program and the evaluation process [11,12]. 
In the present context, an evaluation environment must include an agent-based assembly control for MSAS, 
have an order pool, simulate the processes in MSAS and also record all results while making them available 
for output. Such an evaluation environment was developed accordingly. The used logic for assembly control 
is based on the preliminary work of the authors and includes the agents mentioned in Figure 1 [7]. The 
evaluation environment enables simulation of an MSAS, allowing users to enter their own assembly system 
configurations, products and production scenarios quickly and easily. The graphical user interface of the 
evaluation environment is shown in Figure 2. 

 
Figure 2: Dashboard of Evaluation Environment [13]  
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Section A shows a status display of the simulated assembly. The status display visualizes active, waiting 
and completed orders as well as the current time stamp since a simulation has been started. Buttons to control 
the simulation and set parameters for assembly control can be found in in Section B. This includes options 
such as start, reset or also an option to enter order-specific due dates. Furthermore, different order release 
agent types such as the Capacity Based Dispatcher (CBD), which includes the Methodology for capacity-
oriented, agent-based order release in MSAS, can be selected. Alternatively, order release agent types for 
push- or pull-based order releases are possible. In this work, a Random Pull Dispatcher (RPD) is relevant in 
addition to the CBD. It releases orders randomly using a ConWIP control. Section C gives options to set 
order release parameters. These options differ between the order release agent types. The CBD allows to 
limit the number of capacity profiles considered for order release. This reduces the number of calculations 
this type of order release agent is performing when triggered. Section D shows a visualization of the entered 
layout with its assembly stations and orders. Different icons can be selected to visualize orders. Section E 
offers access to the Report and Monitoring as well as the Data Table of the evaluation environment. Report 
and Monitoring gives a detailed analysis of the system and tracking of individual orders can be done. Here, 
all information on orders and assembly stations such as station histories, operation histories or lead times 
can be seen and exported. Moreover, utilization rates of the assembly stations and the number of active 
orders is mapped. The Data Table includes information regarding products, assembly stations and their 
arrangement.  

3. Testing strategy 

3.1 Conception  

Literature mostly evaluates the effectiveness of order release procedures simulation-based analysing key 
performance indicators (KPIs). Typical KPIs are lead times, adherence to delivery dates or capacity 
utilization [14–16]. The implementation of those in the evaluation environment build the fundament to test 
the implemented CBD. Before running any tests, a testing strategy to systemically validate the degree of 
fulfilment of mentioned properties is defined. A testing strategy answers the questions, which test cases 
should be used, which goals are pursued and which expectation the software application should fulfill [17]. 
To conceptually design the testing strategy, existing approaches in software development in accordance with 
WITTE, GRIMME and the standard published of the Institute Of Electrical and Electronics Engineers are 
combined. The characteristics of test organization, infrastructure and execution specified in the standard are 
made applicable in WITTE by a theoretical basis to the practical approach [17,18]. GRIMME gives additions 
to test procedures and environments [19]. This results in five phases and 11 steps, shown in Figure 3. 

 
Figure 3: Testing strategy based on [17–19] 

The eleven steps of the testing strategy are assigned to the phases of planning, specification, execution and 
reporting. The individual phases are not to be processed strictly one after the other and partly overlap in time. 
A continuous test management supports the phases. The planning includes the target definition, creation of 
the test plan and the estimation of the effort. Test effort and benefit should be plannable and predictable. 
The relationship between effort and benefit should be constantly optimized from the point of view of 
economic efficiency. In the specification, the test environment is described. When defining the test 
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environment, the hardware, middleware and software used are specified, as well as properties of the 
organization, test data used, simulation, operational components and various configurations. These 
properties should be mapped under conditions close to production. A realistic environment, detailed 
documentation and the use of appropriate test tools improve test results. Next, the level of detail as well as 
the evaluation criteria are determined and test automation is evaluated. This is followed by the test 
execution including monitoring. The test is documented in the reporting. Finally, the evaluation takes 
place. In the evaluation, the results are analysed and compared with expectations. When comparing 
results to expectations, two questions will be answered. First, whether the objectives were achieved and 
second, what deviations occurred and how they can be explained. The reproducibility of the results for 
evaluating the suitability of the testing strategy is also examined. It allows conclusions about quality of the 
test strategy. The results should not be collected randomly or under unknown boundary conditions. The aim 
is to identify deviations in the results, explain their significance and make a final assessment.[17–19] 

3.2 Specification for capacity-based order release in MSAS 

The target of the test is to validate the functionality of the methodology for capacity-oriented, agent-based 
order release in MSAS. It shall be shown whether the methodology fulfils the underlying six requirements 
for order release in MSAS. Furthermore, the added value of the methodology compared to a random order 
release in MSAS shall be shown. The test plan includes the definition of six different test cases to validate 
each of the requirements for the methodology. The six test cases are executed sequentially. During the 
execution, data is collected on the production characteristics and, depending on the test case, the lead time, 
the waiting and transport time or the utilization of the assembly stations are considered and compared. Data 
is processed and presented in diagrams. To do justice to effort in comparison to benefit, the black-box testing 
method is used in this testing strategy. Black-box testing is a simple and widely used method. It tests the 
essential functionality of the application without going into the implementation level details [19]. The goal 
is to determine if the user's original requirements are met and to identify faulty functionality. 

For the design of the test environment in a matrix-structured system, the number of assembly stations is 
described in advance. These determine the assembly layout. It should also be specified how many orders 
will be fed into the system and how many product types will be produced. Variations in these characteristics 
should be considered during testing. The level of detail and the evaluation criteria are set up in form of 
six test cases. The evaluation is based on KPIs. Depending on the test case process times or the capacity 
utilization of the assembly stations is analysed. The execution of the individual test cases is performed in 
the evaluation environment. This is done automatically. However, data analysis and evaluation are 
performed manually. A complete implementation for test automation in this use case would significantly 
exceed the effort compared to the benefit. Consequently, automation is not required here. The test cases are 
implemented in the evaluation environment to perform multiple simulations. The evaluation environment is 
also used for Monitoring and provides the required productivity metrics for data evaluation. The test 
documentation is ensured by a structured data export of KIPs generated during simulation via the agents 
representing orders and assembly stations. Simulation aborts or misbehaviour are manually logged. The data 
export is used to evaluate the results. The results are compared with the expectations defined in advance 
and the deviations are examined. It is expected that the developed order release methodology can meet the 
properties for order release in MSAS which have been stated before. By using the agent-based, capacity-
oriented approach different sequences of assembly operations should be anticipated, bottlenecks should be 
avoided and different weighting factors for order release should be considered. The reproducibility is 
verified by the applicability in the evaluation environment. Nevertheless, the tests are performed three times 
to support the significance of the data generated during simulation. 
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4. Application and results 

4.1 Test cases 

For each property, one specific is defined. The first test case examines capacity analysis at the operation 
and system levels. For this purpose, the various process times of the average lead time, processing time, 
transport time and waiting time of all orders are examined as a first step. The obtained data is compared with 
the different types of order release agents as CBD and RPD during simulation execution. For RPD, there are 
consistently 16 orders in system according to the number of assembly stations to model a ConWIP control. 
Second, this test case examines the workloads of the assembly stations and the overall workload for 
overloads. The second test case examines the extent to which the order release methodology considers 
different paths an order takes through the assembly system by evaluating the corresponding sequences of 
assembly operations. Therefore, the number of sequences and capacity profiles calculated and considered by 
the CBD are analysed. To validate the requirement of the event-based release logic, test environment is 
adapted to create a bottleneck at an assembly station for the third test case. In addition, there is a disorder 
in the system. Here, the responsiveness of the agent is evaluated. The fourth test case is to validate the 
adjustability of individual manufacturing goals. As an individual manufacturing goal, for example, the focus 
can be set on a certain operation to prioritize the processing of this operation. To validate this feature, 
weighting shall be shifted to a specific operation and an analysis of the utilization of the assembly stations 
shall be performed. Individual properties are also considered in the order release methodology. The 
properties can be the weighting of a delivery date, a margin, or a product. The fifth test case is used to test 
the property that an urgent delivery date of an order leads to an earlier order release due to the higher 
weighting. Margins or product weightings are neglected here at first. Release times and delivery dates of the 
orders are compared for evaluation. The practicability of the order release methodology in MSAS is 
evaluated using an acceptance test for the sixth test case. The acceptance test verifies the scalability of the 
CBD. Therefore, one parameter of each test case is incrementally increased during the execution, presenting 
larger problem instances. Secondly, the sixth test case evaluates the added value of the CBD. Similar to the 
first test case, KPIs are accessed after certain simulation runs using CBD and RPD. The added value is 
highlighted by comparing the process times. 

To run the test cases, a notional use case is chosen. The individual precedence graphs of each product are 
presented in Figure 4. 

 
Figure 4: Assembly precedence graphs of Product 1 and Product 2 

The use case contains two fictional product types. For assembly, six different operations are performed. 
Based on possible sequences for assembly, eight sequences can be derived for Product 1 and 15 possible 
sequences for Product 2. The layout contains 16 assembly stations (see Figure 5). 

Each station has specific capabilities, resulting in multiple assembly operations that can be conducted. The 
numbers shown in each assembly station represent the possible operations. The total simulation time is 
determined by the processing time of a set 50 orders of each product type. The number of capacity profiles 
to be considered was limited to a number of 100. This is to circumvent the known NP-hardness of the CBD 
that is caused by the consideration of all assembly sequences an order can take leading to an exponential 
growth of the number of capacity profiles and corresponding calculations. The limitation ensures a stable 
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test environment. If promising results are obtained despite this limitation, functionality and added value can 
still be demonstrated. 

 
Figure 5: Assembly station layout and possible operations 

4.2 Results 

Functionality of the Capacity Based Dispatcher can be fully validated in almost all aspects. The first test 
case has shown that, as expected, no bottlenecks occur in the assembly system when performing a capacity 
analysis at operation and system level. The stations are utilized according to available capacity. In the second 
test case, it was found that the order release methodology considers different assembly sequences according 
and includes 100 capacity profiles in the evaluation. In addition, the CBD responds in real time to different 
situations in the system. For example, in the third test case, a corrected disruption in the assembly system 
and the resulting increase in available capacity leads to an additional order release. The fourth test case was 
also able to meet almost all expectations. Depending on how utilized the assembly system already is, certain 
assembly stations can be utilized to a greater extent by weighting individual operations. In addition, the fifth 
test case confirms the realization of early release of orders with more urgent delivery dates. Only in terms 
of scalability the expectations could not be met to the full extent in the sixth test case. Increasing certain 
parameters leads to memory leaks and deadlocks in simulation. As a possible improvement of this deficit in 
application of CBD, use of higher computing power could be mentioned. Moreover, reproducibility of the 
results is fully achieved for all test cases. There are no significant deviations in the generated data of the 
individual test runs. By meeting these requirements, the use of the CBD already provides added value in this 
assembly system. In addition, better process times can be achieved by using the CBD instead of the RPD 
(see Figure 6). 

 
Figure 6: Process time distribution 

Using CBD, an average decrease of 13% in transport times and 30% in waiting times can be achieved. This 
results in an 8% lower value for the total lead time. Since the CBD allows orders to be released only if they 
can be processed by the system in terms of capacity, shorter waiting times result. In addition, weighting is 
carried out according to transport routes. All simulation runs were performed three times with an Intel® 
Core™ i7-2620M CPU@2.70 GHz and 4 GB of RAM. No interruptions, deadlocks or errors were detected. 
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5. Discussion 

The individual test cases were executed without any interruptions. In almost all cases, the results reflect the 
expectations defined in advance. Nevertheless, it should be critically considered that only one notional use 
case is used for execution so far. It should be investigated if other use cases e.g., with different arrangements 
of assembly stations or a higher variety of products lead to a significant different behaviour. Furthermore, 
the number of capacity profiles considered by the CBD was limited. Although results are promising, the 
correlation between obtained benefits and the considered capacity profiles can be further investigated. This, 
however, requires an improvement of the algorithms used for capacity profile generation and evaluation. A 
renewed execution with higher computing power should also be considered to examine if better results can 
be archived.  

To sum up, the goal of this work was achieved. After developing and applying a testing strategy can validate 
the methodology for capacity-oriented, agent-based order release in MSAS, results deliver evidence for 
functionality and added value.  

6. Summary and Outlook 

Assembly control and its subtask order release is a major challenge in matrix-structured assembly systems. 
To address this, the authors presented a methodology for order release in a previous work. The suggested 
methodology performs a capacity analysis at operation and system level specifically. By this, different 
sequences resulting from sequence and routing flexibility can be considered in capacity analysis. The 
methodology suggests an event-oriented release logic. In addition, individual production targets as well as 
individual orders can be set. After implementing the former conceptual approach in an order release agent, 
this paper aimed to validate its functionality and added value. Thus, this paper introduced a testing strategy 
based on the fundamentals of successful testing in the field of software development. The testing strategy 
includes 11 steps that were applied to six test cases. It can be shown that all properties to successfully run a 
capacity-orientated order release for matrix-structured assembly systems can be widely fulfilled. Especially 
in comparison to random order release, also used by many researchers in the context of MSAS, the capacity-
orientated order release improves lead times.  

Further research should repeat the testing with larger problem instances and high-performance computing 
power. In addition, the implemented methodology is currently limited by the efficiency of its algorithms 
when calculating all possible sequences and matched capacity profiles to evaluate the capacity constraints, 
resulting in NP-hardness. Thus, the considered sequences and capacity profiles were limited for this work. 
Consequently, new solutions need to be found to ease this limitation. 
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Abstract 

Blockchain technology shows great potential in providing object-related end-to-end traceability in complex 
multitiered supply networks. However, the first systematic literature reviews indicate the immaturity of 
current blockchain-based solutions and highlight difficulties in assessing their object traceability capabilities. 
Therefore, this paper provides a systematic literature review of blockchain-based traceability solutions and 
analyses their object-related mapping capabilities. As the systematic literature reveals, the vast majority of 
the identified traceability solutions deal with low-complexity architectures without the ability to map objects’ 
compositional changes. Here, food and medical supply chains represent the most dominant domains. Supply 
chains in the automotive and manufacturing domain place the highest requirements for mapping object-
related supply chain events. In this context, solutions incorporating the tokenisation of objects show the most 
advanced object-related mapping capabilities. However, the identified advanced solutions show limitations 
regarding their ability to map object deletions, aggregations, and disaggregations. Furthermore, current 
blockchain-based traceability solutions provide only limited validations based on industrial case studies.  

 

Keywords 

Blockchain; Traceability; Supply Chain; Object Mapping; Supply Chain Event Mapping 

1. Introduction 

In 2016, Abeyratne and Monfared published the first concept adopting an emerging technology – the 
blockchain technology – in manufacturing supply chains as a potential solution for solving their end-to-end 
traceability problems [1]. Blockchain technology, which Satoshi Nakamoto first introduced in 2008 [2], “is 
a multi-party system in which all participants or an agreed fraction of participants reach a consensus over 
shared transaction data summarised in linked data blocks and their validity, resulting in a linear and 
immutable chain of data blocks without requiring a central coordinator” [3]. In particular, blockchain 
technology’s capabilities of providing a superordinate system without requiring a trusted third party, while 
still ensuring a secure, transparent, and immutable environment with globally unique ‘digital profiles’, 
brought it onto the map as a potential solution to the problem of achieving end-to-end traceability in complex 
multitiered supply networks [1,4,5]. Nowadays, such ‘digital profiles’ are referred to as blockchain tokens, 
which, generally, are “blockchain-based abstractions that can be owned and that represent assets, currency, 
or access rights” [6]. 

As a review and bibliometric analysis conducted by Fang, Fang, Hu, and Wan [7] reveals, over the years, 
technology-wise, the term ‘blockchain’ has become the most frequently used keyword related to supply 

905



chain management in recent publications. Accordingly, various blockchain-based traceability solutions have 
arisen, making blockchain technology arguably the “most promising technology for providing traceability-
related services in supply chain [abbreviation deleted] networks” [8]. Olsen and Borit define traceability “as 
the ability to access any or all information relating to that which is under consideration, throughout its entire 
life cycle, by means of recorded identifications” [9]. Interconnected traceability systems map objects through 
their object-related supply chain events [10] – also referred to as object-related ‘visibility events’ [11]. The 
international standard IEC 62507 distinguishes between physical and abstract objects in a traceability 
context. In contrast, an object-related supply chain event “is the record of the completion of a specific 
business process step acting upon one or more objects” [11]. Here, the Electronic Product Code Information 
Services (EPCIS) standard – which represents the most frequently applied standard in industrial traceability 
systems [12] – defines the following core supply chain events: Object creation and deletion, object 
aggregation and disaggregation, object transformation, and object transaction [11]. 

2. Rational and methodology of the paper 

A systematic literature review by Chang and Chen [13] reviewed potential blockchain applications and their 
development status in the supply chain management domain to identify future trends. As a result, the authors 
identify that the vast majority of blockchain-based publications address traceability and transparency issues 
in supply chains. A further literature review conducted by Dasaklis et al. [8] specifically focuses on the 
implementation state of blockchain-enabled traceability solutions. As a result, the authors point out that even 
though blockchain-enabled traceability implementations encompass various supply chain domains, they 
currently lack advanced and functional interfaces and validations in industrial settings, making it difficult to 
assess the quality of the proposed solutions. Dasaklis et al. [8] state the hypothesis that each traceability 
problem may require a different blockchain platform since the design of most architectures aims to solve a 
specific problem in a particular supply chain domain without showing general-purpose capabilities. 

Building on the results of previously conducted systematic literature reviews, the systematic literature review 
provided in this publication intends to identify existing blockchain-based traceability solutions to evaluate 
their state regarding their mapping capabilities and to identify future trends. In addition, this review intends 
to point out the development of solutions in comparison to an past review and analysis from 2020 [14]. For 
the systematic literature review, this publication follows the guideline by Xiao and Watson [15], which 
consists of three different phases. Figure 1 shows the process flow of the systematic literature review.  

 
Figure 1: Process flow of the systematic literature review (based on [15]) 
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Phase 1 guides the systematic literature review by defining a research question. The research question aims 
to investigate the mapping capabilities of blockchain-based traceability solutions described in the literature.  

Research question: What are the object-related mapping capabilities of 
blockchain-based traceability solutions described in the 
literature? 

In addition to the research question, a purposive review protocol defines the literature selection process. It 
represents the research design for the systematic literature review specifying methods, boundary conditions, 
and quality measures [16]. This also involves an explicit description of the inclusion and exclusion criteria 
to limit selection bias on the reviewer’s part [17]. For the selection of literature databases, the review of this 
publication takes into account the results of previously conducted systematic literature reviews in the 
blockchain and supply chain management domain by Chang and Chen [13] and Dasaklis et al. [8]. These 
reviews show that, in particular, the literature databases IEEE Xplore and MDPI contain a significant part 
of blockchain publications in supply chain management. In addition to these literature databases, this 
publication’s systematic literature review supplements these two databases with Scopus and the Google 
Scholar search engine for the initial search. Furthermore, this publication extends the systematic literature 
review methodology of Xiao and Watson [15] with the ‘snowballing’ procedure proposed by Wohlin [18] 
to ensure a complete overview of all relevant publications – also beyond the initially listed literature 
databases. This procedure iterates until it no longer leads to additional publications.  

The publication by Abeyratne and Monfared [1] represents one of the first rough concepts described in 
literature connecting blockchain technology and supply chain management. Based on this scientific starting 
point, the systematic literature review considers publications published in the time span from January 2016 
to March 2022. This review includes only peer-reviewed publications describing advanced architectures, 
concepts, and frameworks written in English. Here, the term ‘advanced’ refers to publications that provide 
at least a proof of concept, such as initial experiments, which explicitly excludes rough concepts without any 
hints of theoretical or practical feasibility. For the initial search, the systematic literature review searches for 
the following predefined set of terms within publication titles, abstracts, and keywords: ‘Supply Chain’ OR 
‘Supply Chain Management’ AND ‘Blockchain’ OR ‘Blockchain Technology’ AND ‘Traceability’. 

3. Data extraction 

The data extraction consists of two iterations. The first iteration extracts methodology, industry/domain, 
project objective, and object complexity from all included studies. Here, object complexity refers to the 
ability of the proposed solution to map objects’ changes in terms of their modular composition. While 
‘single’ indicates that the architecture only maps single objects, complex refers to the ability to map objects’ 
compositional changes. Subsequently, the second iteration further classifies all publications dealing with 
complex objects regarding their general completeness in terms of mapping the object-related core supply 
chain events defined by the EPCIS standard [11].  

When applying the research protocol, the search results in 57 publications included for data extraction. Table 
1 lists the identified literature, sorted by year of publication and alphabetically within the same publication 
year and extracts the research methodology, industry/domain, project objective, and the object complexity. 
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Table 1: Publications included for data extraction 

No. Source Year Methodology Industry/domain Project objective Object 
complexity 

1 [19] 2017 Architecture, pilot project Medical supplies Traceability, automation Single  
2 [20] 2017 Architecture, prototype  Retail Traceability Single 
3 [21] 2018 Architecture, experiment  Food Traceability, automation Single 
4 [22] 2018 Architecture, prototype Wood Traceability Single 
5 [23] 2018 Architecture, Prototype  E-commerce Traceability, automation, payments Single  
6 [24] 2018 Architecture, prototype Transport  Automation, payments Single 
7 [25] 2018 Concept, experiment  Food Traceability  Single 
8 [26] 2018 Architecture, pilot project Food Traceability Single 
9 [27] 2018 Architecture, experiment  Food Quality assurance, disintermediation  Single 
10 [28] 2018 Architecture, prototype  Food Traceability  Complex 
11 [29] 2018 Architecture, experiment Transport Traceability Single 
13 [30] 2018 Architecture, experiment Food Traceability Single 
12 [31] 2019 Framework, prototype  Food Traceability  Single  
14 [32] 2019 Architecture, experiment Food Traceability, disintermediation Single 
15 [33] 2019 Concept, experiment  Food Traceability Single 
16 [34] 2019 Architecture, industrialisation Transport Traceability, automation, disintermediation Single 
17 [35] 2019 Architecture, experiment Transport Automation, payments, disintermediation Single  
18 [36] 2019 Architecture, experiment Food Traceability Complex 
19 [37] 2019 Architecture, prototype Automotive Traceability  Complex 
20 [38] 2019 Architecture, prototype Food Automation, payments Single 
21 [39] 2019 Architecture, prototype Automotive Traceability  Complex 
22 [40] 2019 Architecture, experiment Food Traceability, quality assurance Single 
23 [41] 2019 Architecture, experiment  Medical supplies Traceability Single 
24 [42] 2019 Architecture, prototype  Automotive Traceability Complex 
25 [43] 2019 Architecture, prototype Food Traceability, disintermediation   Single 
26 [44] 2019 Architecture, prototype Medical supplies Traceability Single 
27 [45] 2019 Architecture, experiment  Food Traceability Single 
28 [46] 2019 Architecture, experiment  Transport Traceability, payments Single 
29 [47] 2019 Architecture, prototype, case study Food Traceability Single 
30 [48] 2019 Architecture, prototype Food Traceability Complex 
31 [49] 2019 Architecture, prototype Manufacturing Traceability Complex 
32 [50] 2020 Architecture, prototype Manufacturing Traceability, disintermediation Single 
33 [51] 2020 Architecture, prototype, Food Traceability, payments Single 
34 [52] 2020 Architecture, experiment Medical supplies Automation, payments, disintermediation Single 
35 [53] 2020 Architecture, case study Retail Automation, payments, disintermediation Single 
36 [54] 2020 Architecture, prototype Manufacturing Traceability Single 
37 [55] 2020 Architecture, prototype Medical supplies Traceability Single 
38 [56] 2020 Architecture, prototype  Food Traceability Single 
39 [57] 2020 Architecture, prototype Medical supplies Traceability Single 
40 [58] 2020 Architecture, prototype Food Traceability Single 
41 [59] 2020 Architecture, prototype Food Traceability Single 
42 [60] 2020 Architecture, prototype, case study Medical supplies Traceability Single 
43 [61] 2020 Architecture, prototype Food Traceability, automation, payments Single  
44 [62] 2020 Architecture, experiment Transport Traceability Single 
45 [63] 2020 Architecture, prototype  Manufacturing Traceability Complex 
46 [64] 2020 Architecture, prototype Food Traceability Single 
47 [65] 2020 Architecture, prototype Medical supplies Traceability, disintermediation   Single 
48 [66] 2021 Architecture, prototype E-commerce Traceability, disintermediation   Single 
49 [67] 2021 Architecture, prototype, case study Manufacturing Traceability Complex 
50 [68] 2021 Architecture, prototype Medical supplies Traceability, disintermediation   Single 
51 [69] 2021 Architecture, prototype Medical supplies Traceability Single 
52 [70] 2021 Framework, prototype Food Traceability, disintermediation   Single 
53 [71] 2021 Architecture, prototype Food Traceability Single 
54 [72] 2021 Architecture, prototype Food Traceability Single 
55 [73] 2022 Architecture, prototype Food Traceability Single 
56 [74] 2022 Architecture, prototype Medical supplies Traceability Single 
57 [75] 2022 Architecture, prototype Food Traceability Single 
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The second iteration aims at further classifying all solutions dealing with complex objects. Accordingly, 
Table 2 lists all publications with the ability to map complex objects and classifies them regarding their 
object-related mapping capabilities according to the supply chain events defined by EPCIS [11].  

Table 2: Data extraction of publications dealing with the mapping of complex objects 

No. Source 
Object event Aggregation event 

Transformation Transaction 
Create Delete Aggregate Disaggregate 

10 [28] x  x   x 
18 [36] x    x x 
19 [37] x    x x 
21 [39] x    x x 
24 [42] x    x x 
30 [48] x  x   x 
31 [49] x  x  x x 
45 [63] x  x  x x 
49 [67] x  x  x x 

4. Data analysis and synthesis  

The extraction of the first iteration results in a total number of 57 publications describing architectures (53), 
concepts (2), and frameworks (2). Most publications validate the solution based on prototypes (38), followed 
by experiments (15), case studies (4), pilot projects (2), and industrialisation (1), whereas some publications 
combine a prototypical validation with case studies. Experiments differ from prototypes in terms of 
completeness. While prototypes implement all required components, experiments prove the feasibility based 
on implementing only certain key elements. Solutions for food supply chains (27) represent the most 
dominant industry/domain among the identified publications, followed by medical supplies (11), transport 
(6), manufacturing (5), automotive (3), e-commerce (2), retail (2), and wood (1). In total, 51 publications 
aim to improve the traceability of objects, representing the identified solutions’ major objective. Since 
solutions can have several objectives, 12 publications mention disintermediation as an objective, 10 
automation, 8 payments, and 2 ensuring quality. Furthermore, a vast majority of the publications only present 
solutions with the ability to map single objects (48), while only 9 publications include solutions with the 
ability to map complex objects. Figure 2 illustrates these findings and their distribution among the identified 
publications. 

 
Figure 2: (a) Industry/domain distribution; (b) Mapping complexity distribution 

All publications with the ability to map complex objects show incompleteness regarding the capabilities to 
map the supply chain events defined by EPCIS [11]. Nevertheless, the three solutions by Westerkamp et al. 
[63], Watanabe et al. [49], and Kuhn et al. [67] – all adopting the tokenisation of objects – represent the most 
advanced solutions in this comparison. However, the analysis of their object-related mapping capabilities 
reveals the following limitations:  
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Token deletion. The advanced solutions do not describe the possibility of an explicit token deletion. For 
example, the traceability architectures by Westerkamp et al. [63] and Watanabe et al. [49] provide logic for 
‘consuming’ tokens. Here, consumed tokens receive a mark indicating their state to avoid the reusability of 
consumed tokens in further token recipes. Kuhn et al. [67] describe a similar logic, but referring to the 
consumption of tokens as the ‘burning’ of tokens. Even though the logic to consume or burn tokens 
intentionally serves as functionality to avoid the reusability of tokens, for example, after assembling 
processes, this logic also allows the creation of a token recipe to remove tokens from the supply chain. 
Although all three architectures do not further specify this procedure, a recipe that consumes or burns its 
input tokens supposedly results in a new, albeit useless, ‘waste token’. Therefore, strictly speaking, this logic 
does not allow the deletion of tokens in the sense of EPCIS [11]. 

Token aggregation. Kuhn et al. [67] point out the ill-suited capabilities of the applied token standard by 
Westerkamp et al. when mapping objects with great variety and assembly complexity. As a solution, Kuhn 
et al. [67] adopt a new token standard, which, however, only shows advantages when applying it to batches 
of fungible assemblies of various fungible components, such as incorporated by the electrical and electronic 
system case study of Kuhn et al. [67]. However, when mapping multiple non-fungible assemblies of the 
same type with non-fungible inputs of the same type, the solution by Kuhn et al. [67] reaches the same 
limitations as the solution by Westerkamp et al. [63]. 

Token disaggregation. Among the advanced solutions, only the architecture by Watanabe et al. [49] 
describes a mechanism for token ‘forking’. The architecture of Westerkamp et al. [63] and Kuhn et al. [67] 
solely includes a logic for ‘splitting’ token batches, which describes distributing a share of a token batch to 
different owners. Westerkamp et al. [63] even state the missing ability for token disaggregations as a 
limitation of their architecture and refer to a possible example of packaging processes, which require the 
extraction of the original good when unpacking [63]. Even though the ‘forking’ described by Watanabe et 
al. [49] forks a token into two tokens, these forked tokens receive new identifiers and new smart contract 
addresses, which does not ‘restore’ the previously aggregated tokens and therefore does not solve the 
limitation mentioned by Westerkamp et al. [63] and represent a disaggregation according to EPCIS [11]. 

Case study validation. Among the advanced architectures, only the architecture of Kuhn et al. [67] provides 
– besides the prototyping-based validation – a validation with an industrial case study. Even though the 
authors claim general-purpose mapping capabilities transferable to a large number of manufacturing 
scenarios, the case study includes mapping several fungible assembly batches, which may not be common 
in other manufacturing supply chains. Particularly since Westerkamp et al. [63] state that mapping of 
delivery processes is a limitation of their token-based traceability solution, a general-purpose architecture 
requires further evaluation based on a case study from a logistics management perspective. 

5. Key findings 

This chapter summarises the key findings in accordance with the initially stated research question. 

Research question: What are the object-related mapping capabilities of 
blockchain-based traceability solutions described in the 
literature? 

As the publication’s systematic literature reveals, 84% of the identified traceability solutions deal with low-
complexity solutions allowing the traceability of single objects without the ability to map objects’ 
compositional changes. Domain-specific, this applies to 89% of the solutions in food and 100% in medical 
supply chains. This represents 27 (food supply chains) and 11 (medical supply chains) publications, the most 
dominant industries/domains among the 57 publications identified in this review. Besides the traceability’s 
importance in these strongly represented domains, these results imply, on the one hand, the low complexity 
traceability requirements of food and medical supply chains. On the other hand, the strong propagation of 
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these supply chains can result from the currently available low-complexity solutions that are sufficient for 
meeting their requirements. 

This publication identifies three advanced blockchain-based traceability solutions – all of which apply the 
concept of object tokenisation – that show certain general-purpose capabilities among the nine identified 
architectures with the ability to map compositional changes. However, as the architecture analysis reveals, 
these architectures show limitations in their ability to map object-related supply chain events. This is 
necessary for ensuring end-to-end traceability in complex supply chains that involve dynamic sequences of 
object flows, such as in manufacturing or delivery supply chains. On a system level, this particularly applies 
to objects’ deletion, aggregation, and disaggregation.  

6. Conclusion 

Blockchain technology shows great potential in providing object-related end-to-end traceability in 
contemporary supply chain networks. However, the majority of currently available blockchain-based 
traceability solutions incorporate low-complexity architectures without the ability to map objects’ 
compositional changes – which is sufficient for some industries and domains such as food supply chains and 
medical supplies. Three advanced blockchain-based traceability solutions show certain general-purpose 
capabilities that can map compositional changes – all of which incorporate the concept of tokenisation of 
objects. However, the applied architectural means by the advanced solutions show limitations regarding their 
ability to map all object-related supply chain events and validations based on case studies from operations 
and logistics management perspectives. Therefore, in order to provide general-purpose blockchain-based 
traceability solutions for industries and domains with complex objects, such as the automotive industry and 
general manufacturing, further research is necessary to develop traceability architectures that show 
completeness regarding their ability to map object-related supply chain events as well as to validate their 
capabilities based on industrial case studies in various domains.  
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Abstract 

Designing human work in a productive way plays a vital role in maintaining competitiveness of industrial 
companies. In order to fulfil this task, practitioners can use different methods to describe, analyse and design 
work processes. One widely used method is the process building block system MTM-UAS®. Analysing the 
work processes manually (with MTM-UAS® or other methods) requires manual effort for data collection 
and interpretation of the method user. Due to this fact, not every industrial company has the capacities to 
design work productively. 

One possibility to reduce this effort is the automatic interpretation of digitized human motion data. Motion 
data describes human movements and includes, for example, distances covered, joint positions or object 
interactions. The technology virtual reality is capable to generate this movement data. Thanks to the advances 
in the technology in recent years, it can be used in a large number of workplaces. 

This article presents an approach how one can use the motion data of virtual reality tools to derive an 
automated MTM-UAS® analysis. The technology thus reduces the analysis effort significantly and offers the 
possibility of expanding the areas of application. First, the article explains the process building block system 
MTM-UAS®. It then explains the virtual reality data that is needed to automatically generate MTM-UAS® 
analyses and that can be generated by the virtual reality tool. It then shows how the data is translated into a 
valid MTM-UAS® analysis. The Steps are explained using an exemplary workplace that was modelled using 
a virtual reality tool.  

The article concludes with an outlook on how this approach can be transferred to other technologies like 
human simulation. With such a transfer it is conceivable to design a higher number of workplaces in a 
productive way and thus to maintain the competitiveness of industrial companies. 

Keywords 

digital human motion data; human work design; automated process analysis; MTM-UAS®; MTMmotion® 

1. Introduction

One key factor for being competitive as an industrial company in international markets is the cost of 
production. One relevant portion of these costs are labour costs, especially for productions with a high share 
of manual processes. Thus, describing, analysing, and designing manual work processes in a systematic way 
is an important task in every Industrial Engineering department. By designing productive and healthy 
workplaces, companies can reduce the cost of production and make sure that the time of their employees is 
used for meaningful activities.  
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There are multiple methods to describe and analyse work processes (i.e. REFA [1], MTM [2, 3, 4] or Work 
Factor [5]). One established method, especially in the automotive sector, is the process building block system 
MTM-UAS® [2, 6].  

2. The process building block system MTM-UAS® 

The process language MTM and its different process block building systems like MTM-UAS® are 
characterized by its own syntax and semantics. This provides the vocabulary as well as the grammar to 
describe work processes in an understandable and standardized way [2, 3, 4, 7].  

The notation of each MTM process building block is characterized by multiple language elements [2, 3, 4, 
7]. The code is the “name” or designation of a building block. For example, the code KA in MTM-UAS® 
describes the time relevant movement of the trunk. It is then characterized by a defined beginning, 
description and ending. The building block KA, for example, starts when the trunk begins to move and ends 
when the target location has been reached. Another language element are the influencing variables that 
further describe each building block [6].  

In addition to these descriptive language elements, each building block has an evaluated standard time value. 
For the building block, that standard time is 25 TMU (Time Measurement Units, 25TMU equal 
approximately 0.9 seconds). These standard times are globally standardized and widely accepted in multiple 
industries (i. e. automotive or white goods). By describing a whole work process with the corresponding 
building blocks, the entire required time for that process can be calculated [6].  

 
Figure 1 MTM-UAS®-Data Card Basic Operations 

Figure 1 shows all the process building blocks (here: basic operations) for MTM-UAS®. They are divided 
into Get and Place, Place, Handle Tool, Operate, Motion Cycles, Body Motions and Visual Control. The 
Figure also shows the central influencing factors for these motions like the Distance Class or the Case of 
Place.  

 

917



3. Exemplary workplace 

To demonstrate the interface data as well as the results of the translation algorithm, an exemplary workplace 
will be used. In this case, the worker preassembles a module for a dish washing machine, which consists of 
a component carrier, two pumps, several hoses, screws, and other small parts. The complete process has a 
duration of about 2 minutes, but this article focuses on the last step of the process, which is fastening the 
pumps with screws. 

The process was modelled in a virtual reality (VR) tool developed by the company LIVINGSOLIDS [8]. 
This VR solution uses a VR headset and handheld controllers. To allow for tracking the body motions it also 
uses marker-based motion capture cameras. With that VR setup, a worker assembled the product in the 
virtual reality application.  

 
Figure 2 views of the LIVINGSOLIDS virtual reality tool 

Figure 2 shows several images of the usage of the software during the recording. On the lower left, one can 
see the worker wearing the VR components. Above this is the view of the software on the main computer, 
while the right side shows the view of the worker. In the shown moment, the worker is assembling a screw 
using an electric screwdriver.   

4. Translation of virtual reality motion data using the MTMmotion® interface. 

To realize the translation from the recorded data in the shown example to valid MTM-UAS®-analyses, the 
developed approach utilizes a uniform interface for motion data. The principle is depicted in Figure 3. 
Central element is the interface. It describes digital motion data in a way that allows digital tools like the VR 
solution by LIVINGSOLIDS to deduce it from their own inherit data structure. Furthermore, the data consists 
of all the necessary information to derive valid MTM-UAS® analyses. The data is described in chapter 4.1. 

The next part of the approach is the mentioned deduction of the interface data from the VR software. In the 
shown case, LIVINGSOLIDS developed those algorithms and tested them in cooperation with the MTM 
ASSOCIATION. The last part is the derivation of a valid MTM-UAS®-analysis from the interface data. This 
process is described in chapter 4.2.  
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Figure 3 Derivation of MTM-UAS®-analyses form VR tools using MTMmotion® 

4.1 MTMmotion® interface data 

The interface contains all relevant data needed to describe the relevant movements and postures performed 
by an employee when executing a work task as well as the objects with which he/she interacts. It contains 
an object list and six motion channels that describe human work processes:  

1. Object List 
2. Channel Body Motions 
3. Channel Arm Motions 
4. Channel Leg Motions 
5. Channel Eye Motions 
6. Channel Body Posture 
7. Channel Arm Posture 

The Object List describes the objects being handled by the worker and their relevant values such as weight 
or measurements for a more specific description of the object. The Motion Channels (Body, Arm, Leg and 
Eye) describe the movements that are performed by the worker. The following channels depict the posture 
of the worker during his work task. Following, only the object list and the arm motions are shown for the 
example workplace. They contain the most relevant information for manual work tasks. 

Table 1 MTMmotion® data – object list 

 
Various object information is required to derive MTM-analyses (see Table 1). Weight, Height, Width, and 
Length describe the physical properties of the object. In general, the larger or heavier an object is, the more 
difficult it is to handle and thus, the MTM standard time is higher. Flexible is another further physical 
property that can make the handling of the object more difficult. 

In the exemplary workplace several objects are described in the object list. For the presented steps of our 
process, three objects are used. Screws and a corresponding screwdriver to assemble the screws and the 
hoses. 

leg motions

body motions body postures

object information

arm motions

eye motions

MTMmotion®

MTM-UAS® analysisVirtual Reality Tool

object id object type weight [kg] dimensions[mm] flexible

1 screw 0.02 5x12x12 no

2 screwdriver 1.2 150x50x80 no

3 hose 0.2 10x10x100 yes
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Table 2 MTMmotion® data – arm motions 

 
Table 2 shows the necessary information for the channel arm motions. To describe the arm movements, it is 
important to know what type of movement (motion) is performed by the employee. The motions are 
differentiated according to whether an object is obtained, moved, used or held. The Usage Type differentiates 
the motion type UseObject further, because for most objects there are different ways to use the object. A 
screw could – at its point of use –  be screwed in or inserted or just placed on a screwdriver tip. Additionally, 
object usages generally follow motion trajectories dictated by the object, while the other motion types can 
usually follow any trajectories chosen by the employee. As an example, the screwdriver can be brought to 
its place of use via multiple valid movement paths, but the insertion of the screw with the screwdriver and 
the following screwing process are predetermined by the component’s geometry.  

For each motion, various additional influencing variables are important to describe the individual movement. 
For example, it is relevant which arm (side) performs the movement. In addition, the start and end time of 
the movement are necessary to determine if it takes place at the same time as the movements of other body 
parts. There is also motion specific information like the supply for the motion type ObtainObject. It describes 
if the object is picked up from a box with several object (clustered) or if it is separated.  

In the example workplace the worker firstly obtains the screwdriver, which hangs separated, with his right 
hand and moves it into the core working area. He then holds the screwdriver in position while he picks up a 
screw out of box full of screws with his left hand. He brings the screw to the screwdriver (point of use) and 
places the screw on the screwdriver. Lastly, he moves the screwdriver (with screw) to its point of use (the 
pump) and screws in the screw. 

4.2 Derivation of MTM-UAS analyses® 

The translation of the interface data into MTM analyses is the last step of the approach. This process consists 
of several steps: 

1. Input data validation: Firstly, the algorithm checks if the input data is meaningful. This means that 
it checks if the handling of objects follows a meaningful order. For example, the algorithm would 
detect an error if objects were moved that were not obtained before.  

2. Input data completion: In the next step the algorithm also checks whether the input data is complete. 
Although the interface contains all the information that is needed for a complete MTM-UAS® 
analysis, it is not necessary to put in every non-essential information. If this kind of information is 

time 
start

time 
end object ID side arm motion supply usage type

51.0 51.5 2 right ObtainObject separated -

51.5 52.5 2 right MoveObjectTo
OtherPosition - -

52.5 56.8 2 right HoldObject - -

52.6 53.6 1 left ObtainObject clustered -

53.6 54.4 1 left MoveObjectTo
PointOfUse - -

54.4 56.8 1 left UseObject - place

56.8 57.8 2 right MoveObjectTo
PointOfUse - -

57.8 61.7 2 right UseObject - screw in
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missing the algorithm fills it with standard data. For example, the algorithm would add an average 
screw weight if it wasn’t given by the VR tool. 

3. Translation into building blocks: One central step in the algorithm is the translation of the various 
motions into building blocks. In the case of MTM-UAS®, it combines the motions into basic 
operations. Here, it would combine all motions in Table 2 that relate to the screw into one Get and 
Place. 

4. Combination of different body parts: The last step of the algorithm matches each motion channel 
with the other motion channels to check if there are parallel motions. If that is the case, the MTM 
rules are applied to check if they can be performed simultaneously in industrial workplaces. For 
example, the algorithm would check if the screw can be obtained and placed, while the other hand 
holds an object. In that case, it does not result in a conflict. 

The result is of these four steps is a valid MTM-UAS® analysis that matches the interface data supplied by 
the VR tool. Table 3 shows the result for the example workplace. The analysis describes the assembly of the 
first two screws for the described work process. The result is a total standard time of 275 TMU (approx. 10 
seconds).  

To compare the results, an experienced MTM practitioner conducted a manual analysis using the video and 
the relevant object data as well as estimated distances. The automatically generated analysis from the VR 
input data matches the analysis without any differences.  

Table 3 Automatically generated MTM-UAS® analysis 

 

5 Conclusion and Outlook 

5.1 Critical Discussion 

The presented approach has shown good results for the first cases for VR technologies. However, there are 
some aspects that need to be discussed critically.  

1. Completeness of VR data: Since the process relies on the shown data being transferred from the VR 
tool to the data interface, it is necessary that firstly, the tool can model said data in a VR simulation, 
and secondly, that the data is input correctly by the VR user. One example is the object data. If the 
simulation does not include object types or weights, the data cannot be translated, or the standard 
values provided by the algorithm are translated, which might not be correct for all cases.    

Description Code Q x F TMU

Screwdriver into workspace HA2 1 x 1 45

Place screw AE2 1 x 1 55

Place screwdriver PC1 1 x 1 30

Process time screwdriver PTTMU 1 x 30 30

Place screw AE2 1 x 1 55

Place screwdriver PC1 1 x 1 30

Process time screwdriver PTTMU 1 x 30 30

Sum - - 275
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2. Quality of the motion capture algorithm in the VR tool: To derive the correct process building 
blocks, the motions must be recorded properly by the VR tool. In the shown example case, all 
relevant motions were captured. The quality in a wide use must be checked in future cases. 

3. Translation of motion data ‘as provided’: The approach translates the motion data without checking 
if it would make sense for the real product in a real production. That means that if the process is 
modelled wrong or unnecessarily complicated, the resulting MTM-UAS® analysis describes exactly 
that process. That’s why it will still be necessary that an industrial engineer checks the modelled 
process and the MTM-UAS® analysis. 

When those aspects are properly addressed, the approach can help industrial engineers to plan workplaces 
in a modern and efficient way. If they use VR technologies, they will need little effort to also get valid MTM 
analyses. It will be easier for them to model different variants and simultaneously get valid process 
descriptions and analyses, which helps choosing the best variants or to identify optimizations. 

The interface was developed to be accessible for all technologies that record or generate motion data. As 
different technologies yield different data types as well as qualities while recording or generating motion 
data the quality of the resulting MTM analyses might differ as well. However, the developed approach was 
designed to yield analyses matching the input data and thus, the success of the approach is not impacted by 
the quality of the input technology. 

5.3 Outlook 

To improve the approach and thus its usability, several developments are possible. Firstly, the approach will 
be tested on several additional workplaces in industrial companies. Secondly, other VR tools will be enabled 
to supply the interface data. Thirdly, other MTM process building block systems such as MTM-1® or MTM-
MEK® will be implemented. These steps aim to advance the combined use of VR and MTM in industrial 
companies.  

Since the interface data is designed in a way that does not depend on the VR technology, it is possible to 
transfer the approach to other technologies that use digital motion data such as human simulation tools [i. e.] 
or motion capture suits [i. e.]. The transfer of this approach to other technologies would also offer starting 
points to develop interfaces that transfer motion data combined with process data from one technology to 
another.  
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Abstract 

The way companies create service-oriented value is changing as organizational boundaries blur towards 
value creation in ecosystems. To position themselves strategically, practitioners need to understand the 
different roles in service-oriented value creation systems (SOVCS). Still, there is no evidence if existing role 
models can be applied for SOVCS. This paper analyses the adequacy of existing strategic role models for 
service-oriented business ecosystems. The suitability of the role models is evaluated using central aspects of 
the Service-Dominant Logic. We demonstrate that the existing central strategic role models cannot be 
transferred to a SOVCS and outline the research need for an adequate strategic role model. Scholars will 
find an overview of existing role models and use the conducted evaluation as a foundation for further service 
science research. Based on the identified inaccessibility, a comprehensive strategic positioning model can 
be developed. 
 

Keywords 

Business ecosystems; value co-creation; service-dominant logic; value creation system; Service ecosystems  

1. Introduction 

For decades it is known that companies do not create value in complete isolation, but often operate as part 
of a network or other collaboration form [1]. This interconnection between companies is favored by the 
increasing technological possibilities, which result in blurry boundaries between organizations and a more 
distributed value creation process [2,3]. In this interorganizational collaboration context, specially one value 
creation system (VCS) archetype: the business ecosystem (BE), gained relevance for practitioners and 
researchers. The servitization of many industries and the growing interest in BE call for interdisciplinary 
research combining those research streams [4,5]. In this context, the Service-Dominant Logic (SDL) presents 
a service-oriented framework to explain the creation of value [6,7]. 

Although through the development of the service ecosystem concept it was possible to combine the concept 
of SDL with the BE, to date there is no analysis that evaluates to what extent the different existent role 
constellations, denominated strategic role models, in BE as an archetype of VCS are adequate to model 
service-oriented value creation systems. This knowledge gap therefore offers an opportunity to advance in 
the field of service science, as well as an opportunity for practitioners seeking to position themselves in a 
service-oriented value creation systems to further develop their understanding of service-oriented role 
models. 

To address this challenge, better the understanding of the value creation process according to the SDL and 
contribute to the strategic positioning for actors, this paper seeks to answer the following question: How 
adequate are the existing strategic role models for service-oriented value creation systems? 
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2. Research Objectives 

To answer the research question, our paper assesses the adequacy of the different strategic role models 
(SRM) by evaluating them based on criteria reflecting the service-oriented value creation process in 
accordance with the SDL. To achieve this, through a systematic literature review, we first identify groups of 
roles useful to describe how value creation in BE functions. After presenting the results of the systematic 
literature review on BE strategic role models, five central aspects derived from the eleven foundational 
premises from the SDL: a) resource integration, b) the user/customer role, c) service exchange, d) institutions 
& institutional arrangements and e) service innovation are further analysed. In conclusion, we present the 
results of the analysis, the insights gained through the evaluation and possible extensions of this paper that 
could be beneficial to further develop the understanding of SOVCS. As indicated, the focus of this paper is 
set on BE as a VCS archetype, therefore, from now on when mentioning VCS, reference will be made 
primarily to BE. Given that the SDL provides a meta-theoretical framework for understanding value creation, 
the results of the analysis are useful not only for BE, but also for other VCS where complex constellations 
of actors are present [8].  

3. Value creation systems  

Using the term "Value creating system" from Parolini (1999) as a reference, this paper introduces the term 
Value creation system as an overarching term to refer to the models such as cluster, value chain, value 
network, business ecosystem etc., which, although varying in their approaches, directly or indirectly explain 
the activities and processes that result in the creation of value [9]. The word system manages to capture the 
complexity and dynamism of the value creation process, as well as the flow and exchanges between the 
actors, an aspect that the term network does not manage to encapsulate completely [10]. A Value creation 
system is therefore a set of actors interacting with each other with different behaviours (cooperation, 
competition, or coopetition) performing activities with the main goal of creating value, generating monetary 
profit, and innovating in the process. 

In this context, particularly the business ecosystem as an archetype of VCS has grown considerably in recent 
years; a search for the term ecosystem in the main strategy journals reveals that in the last five years alone, 
the number of articles has increased sevenfold [11]. Business ecosystems can be defined as an at least 
partially open structure made up of different interdependent, yet autonomous, actors who coordinate their 
activities towards a shared purpose to co-create value [12,13]. Unlike other VCS such as clusters or value 
networks, BE are characterized by the presence of competition and cooperation among the actors, also 
denominated coopetition, as well as by the co-evolution that takes place thanks to the intensive exchange of 
information and knowledge among the actors of a business ecosystem [14,15]. In the SDL, SE are seen as 
self-adjusting, relatively self-contained systems consisting of resource-integrating actors, which are 
connected through so called shared institutional arrangements as well as mutual value creation through 
service-exchange [10]. 

4. Role Models in Business Ecosystems  

It is essential to understand that actors in BE adopt roles. These can be described as set of characteristic 
behaviours and activities carried out by BE actors which serve to specify how they contribute and position 
themselves in relation to the common created and captured value [8,16]. 

A thorough comprehension of the different roles, as well as their implications, activities and risks within a 
BE is necessary for the development of positioning strategies. Doing that, companies are able to identify and 
achieve a favourable position through the efficient use of resources and capabilities, while simultaneously 
considering other relevant actors [17]. 
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Since value is co-created among several actors, the individual analysis of roles considering their adequacy 
to model SOVCS would not be applicable. Therefore, to provide an adequate unit of analysis, the concept 
of strategic role model (SRM) is introduced as a set or constellation of roles in a VCS, which seeks to explain 
how value is created, as well as the contribution of each role to the viability and functionality of the system. 
The need for further research into the different constellations of roles in the value creation process has 
already been stressed by leading academics in the service science field [18]. 

4.1 The literature review process  

The review of existing relevant literature is fundamental in the academic context and serves as a firm 
foundation in the advancement of knowledge, closing existing research areas and simultaneously discovering 
new ones [19]. By integrating different findings and perspectives, the research question is addressed with a 
higher coverage than individual studies [20]. Considering the need to synthesize relevant literature on SRM, 
the systematic literature review framework developed by Vom Brocket et al., consisting of five phases (I-V) 
was used. The framework begins with the (I) definition of the review scope, continues with the (II) 
conceptualization of topic, which is followed by the (III) literature search, with its contents analysed in the 
(IV) literature analysis and synthesis phase, to finally develop a (V) research agenda [21]. 

To delimit the scope of the research, in the initial phase (I) the taxonomy of literature reviews developed by 
Cooper (1988) was used [22]. In a second phase (II), a coherent structuring of the topic of research was 
necessary, demanding the adoption of a point of view about the topic, as well as a broad conception of what 
is known about the topic and potential areas needing knowledge [23]. 

The third phase (III) according to Vom Brocke et al.´s approach is the literature search, which possesses a 
funnel form and consists of five stages. Following the recommendations of Antons et al. (2021), Reuters 
Web of Science and Scopus were used as initial datasets [24]. In addition, IEEE Xplore was used to increase 
the literary volume of the search. As a result of the search, a total of 2883 publications matching the defined 
search string were gathered. Since the systematic reviewing process is error prone and time consuming and 
considering that computational techniques offer to combine human knowledge and judgment with the speed 
and efficiency of computers, the open-source Tool ASREVIEW was used to accelerate the screening process, 
thus increasing transparency and efficiency [24–26]. This way, it was possible to reduce the literature to a 
total of 32 publications. Prior to the final selection, a forward and backward search according to Webster & 
Watson was conducted [19]. In a final selection stage, the literature was reduced to a total of eleven papers 
from seven different authors. The decisive factor for the final selection of the literature (n=11) was the 
presence of a clear differentiation between the roles, as well as the respective role description regarding 
functions and behavior. Figure 1 shows a summary of the search and selection process. 

 
Figure 1-Systematic literature review process 

4.2 The literature review results  

After having carried out the literature analysis and synthesis (IV) and summarizing seven strategic role 
models (see Figure 2), recognizing the different roles as well as their functions and characteristics, two 
relevant conclusions could be drawn (V). The first is, that despite the differing compositions and approaches 
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of the SRM, certain roles are replicated more often and do not distinguish much in terms of activities and 
contribution to value co-creation. This applies particularly to the leading role of the VCS, which in general 
orchestrates the rest of the roles to co-create value and guarantee the survival of the BE. 

 

Figure 2-Summary of the literature review results  

In second place, no strategic role model makes specific reference to service or service-oriented value 
creation. Instead, it is left unclear whether the value arises through service or goods. In general, the term 
offering is used, or goods and service are bundled together, thereby treating them as if they were similar 
when it comes to creating value. 

As a conclusion, service-oriented value creation is not specified in the different SRM, reaffirming the 
necessity of the evaluation of these SRM, assessing their adequacy to model SOVCS (V). 

5. Analysis of strategic role models  

To assess the adequacy of existing strategic role models for SOVCS central aspects of the Service- Dominant 
Logic are used. 

5.1 Criteria development  

Service-Dominant Logic emerged in the marketing field in 2004, providing an alternative lens to the Goods- 
dominant logic (GDL) perspective for understanding the creation of value and exchange between actors. On 
the one hand, Vargo & Lusch argued that knowledge and skills applied collaboratively among actors in the 
pursuit of mutual benefit is the source of value, rather than material goods (GDL). On the other hand, this 
pursuit of mutual benefit, called service-for-service exchange, implied the creation of value among multiple 
actors, termed co-creation, rather than the creation of value embedded in a good by an individual actor (i.e., 
a manufacturing firm) subsequently delivered to a consumer (GDL) [27,28]. The viewpoint for continuous 
transfer, generation and application of knowledge provided by the SDL, is of vital relevance to the 
practitioners, better enabling them to fulfil their potential [29]. The evolution of the SDL is reflected in the 
foundational premises (FP), whereby the SDL provides a framework for observing the actors in the exchange 
process [10]. In summary, through FP, it is conveyed that by means of the interaction in which service is 
exchanged, as well as through the integration of resources between actors, value is created [30]. 

As a guideline for the development of the criteria, the following questions were addressed to capture the 
essence of the SDL and its perspective on value co-creation:  
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1) What are the activities actors carry out in the service-oriented value creation process and how do they 
behave to co-create service-oriented value? 

2)How is the service-oriented value co-creation process characterized and which are the prerequisites or 
optimal conditions for it to take place? 

3) How do service ecosystems function and what distinguishes them from the original BE as VCS notion? 

The following Figures 3 and 4 provide a summary of the criteria a-e, as well as the foundational premises 
that were used for their development, further explained in the following. 

 

              Figure 3-SDL - Foundational premises                          Figure 4- Developed service-oriented criteria 

a) Resource Integration (FP3, FP4, FP6, FP7, FP9) 
In the SDL it is crucial to differentiate between operand and operant and their contribution to service- 
oriented value creation through their integration and application. Although operant resources (knowledge 
and skills) are considered the basis of strategic benefit (FP4), this does not diminish the relevance and value 
of the goods (operand), since these are used for the creation of value acting as intermediaries or vehicles, 
indirectly providing service (FP3) [31]. Service provision is possible through the integration of resources, 
which is an ongoing process performed by all actors (FP9) consisting of the combination and utilization of 
resources, both possible through the application of knowledge and skills [32]. 

According to the SDL, integrating resources together with other actors is necessary, especially since no 
single actor has all the resources it needs [29]. This dependence and need to combine and apply resources 
with other actors is reflected in FP6, which stresses the fact that value creation is interactional and performed 
by multiple actors (co-creation), with the co-created value resulting from a unique combination of resources 
[30]. In this context of value co-creation between several actors (FP6) through the integration of both operand 
and operant resources (FP3, FP4, FP9) seeking to benefit another actor or itself (service), value propositions 
(FP7) become essential. The latter can be seen as an invitation to co-create value, implying that an actor 
cannot create, but only co-create value (FP6, FP7) [10]. 

The FPs addressed explain how value co-creation is inherently collaborative among all members of a SOVCS 
(FP6, FP7) and resource usage (FP9) of operand and operant resources (FP3, FP4) and their integration is 
essential for the co-creation of value. All actor’s, member of a SOVCS, integrate different kind of resources 
(knowledge and skills being the most relevant), thus enabling the co-creation of value. 

b) The customer/beneficiary role (FP6, FP8, FP 10) 

For this second criterion, a role mentioned several times in the conducted systematic literature review, the 
customer or, as it is called in the SDL, the beneficiary is highlighted. 

Building on and being directly associated with FP6, where the interactional nature of service-oriented value 
co-creation was highlighted, FP10 highlights the integrative and key role of the beneficiary (i.e. customer) 
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in all instances of value co-creation, being the actor who determines the value and consequently mandatorily 
being part of its creation process [10,33]. For this reason, the beneficiary is always part of the value co- 
creation process (FP6) and according to SDL, a service-oriented point of view is inherently beneficiary- 
oriented (FP8). To distance itself from the inadequate GDL, the SDL developed a lexicon of its own. This 
was also reflected in the rejection of the term consumer, since in the value creation context, consuming 
would imply the use of the value until there is no more of it left and its consequent destruction [10,32]. 

The customer/beneficiary is central as, depending on the context and use, the value is determined by him/her, 
being obligatorily part of the value co-creation process and discarding the value consumption, which is rather 
reminiscent of a Goods-Dominant Logic. The customer/beneficiary is included in the value co-creation 
process and determines the value, acting as co-creator and not as a consumer. 

c) Service Exchange (FP1, FP2, FP8) 

This third criterion c focuses on the interaction between the actors within a SOVCS, addressing all three 
guiding questions, as well as one of the central core processes in the SDL, namely service-exchange. 

Vargo & Lusch (2004) defined service as the application of operant (knowledge and skills) resources to 
benefit oneself or another entity [34]. Building on this definition of service, the first two FP explain how 
service is basically always exchanged for service (FP1), and how this service exchange often goes on 
unnoticed as the exchange sometimes involves complex combinations of resources, as well as operand 
resources (i.e. money as an intermediary in service exchange) (FP2) [30]. 

On the other hand, through FP8, already mentioned in the previous criterion, seeking once again to distance 
itself from the GDL in which the customer is exogenous to the creation of value, the SDL stresses the need 
for a relationship or multiple relationships for the co-creation of value as well as for the exchange of service. 
Furthermore, the wording beneficiary oriented of FP8 refers to the definition of service, in which activities 
are not performed for the customer/beneficiary, but jointly with the latter [10]. This focus on collaboration 
and good intentions between service providers and beneficiaries in the exchange according to the SDL, drew 
multiple criticisms from other scholars. Authors such as Plé and Chumpitaz Cáceres (2010) introduced the 
term value co-destruction, arguing that there are interactions between service systems that result in the 
decline of one of the parties involved, arguing that resources can harm in a detrimental way other parties 
despite being used with a good intention and introduce terms such as misuse of resources as well as 
intentional value co-destruction [35]. 

Criterion c builds up on this mutualistic perception to describe the co-creation of value through service- 
exchange between members of a SOVCS. The definition of service in the SDL, as well as the FP considered 
for this criterion (FP1, FP2, FP8) can be described by using terms and concepts from biology, just like in the 
BE notion. More precisely with mutualism, in which both actors profit from the interaction or exchange, 
simultaneously discarding parasitism, in which one is harmed by the exchange while the other benefits 
[36].The interaction between actors, members of a SOVCS seek mutual benefit, ruling out parasitism. 

d) Institutions & institutional arrangements (FP2, FP7, FP11) 

The criterion d arose through the third guiding question. Institutions & institutional arrangements go hand 
in hand with the service ecosystem (SE) concept. In this criterion, the role of institutions & institutional 
arrangements in the co-creation of value according to the SDL is outlined. The essential feature of a service 
ecosystem are the institutions, which are rules, norms, standards, meanings, symbols and practices intended 
to aid collaboration, as well as institutional arrangements, which are defined as independent assemblies of 
institutions [33]. These rules, norms and standards enable the exchange of service and can be formalized, 
e.g., in the form of laws, or exist informally, also called soft or implicit contracts and are generated by actors 
within the service ecosystem itself [37,10]. 
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Institutions as well as institutional arrangements, are necessary primarily for the coordination, but also for 
the communication process taking place between actors exchanging service in service ecosystems [10]. 
Specifically, it is the network effects with their increasing returns, originating when several actors share an 
institutional arrangement or institution that causes the institutions & institutional arrangements to be critical 
in achieving an increasing level of service-exchange as well as service-oriented value co-creation [33]. 
Furthermore, institutions and institutional arrangements can also be regarded as resources actors can draw 
on [38]. This is of particular interest, given that by integrating these rules, norms and standards, actors in a 
SOVCS can increase the potential value of their Value propositions (FP7) [29]. In summary, institutions & 
institutional arrangements act as enablers of coordination, collaboration, as well as cooperation of the actors 
in the value co-creation process [33]. Focusing on the notion and relevance of institutions and institutional 
arrangements as coordinating rules, norms, and standards, enabling the creation of value through service- 
exchange in a Service ecosystem (FP2, FP11), as well as the ability of the actors in a SOVCS to integrate 
them to their advantage, eventually enhancing their VP as an invitation to co-create value and collaborate 
(FP7), the criteria d addressing the three FP considered can be summarized this way: In an SE (SOVCS), 
rules, norms and standards generated by actors are necessary for the coordination, collaboration, and 
cooperation in the value co-creation process. 

e) Service Innovation (FP4, FP6, FP9) 

Considering the relevance of innovations in the original BE notion and in the definition of VCS, this criterion 
addresses the concept of innovation from the SDL-perspective. In the SDL, collaboration as well as 
coordination are essential to innovate and gain competitive advantage, considering for example the 
employees of a firm as operant resources and a primary basis for innovation (FP4) [39]. It should be noted 
that innovation, according to the SDL, is closely linked to the integration of resources. Once again, a 
clarification is made between operand and operant resources. According to the service-oriented innovation, 
there is no real difference between innovation through tangibles or knowledge and skill (FP3, FP4), since 
according to the SDL, all product innovations are nothing more than service innovations [39]. 

Like the value co-creation process, in the service-innovation process, beneficiaries are crucial (FP6). Actors 
in a SOVCS, as in a VCS with a BE-approach, can adopt different roles. The beneficiary/customer role, 
already discussed in the criterion c, can assume several roles depending on the service-exchange in the 
innovation process; among these roles are the ideator and the designer. Beneficiaries taking the role of 
ideator, are characterized by sharing their knowledge about their needs as well as how they use the existing 
offerings in the market, thus converting tacit knowledge to explicit; while customers/beneficiaries taking on 
the designer role, directly mix and match different resources to configure new service [39]. According to the 
SDL, service innovation consists of bundling different types of resources (FP9), giving rise to the creation 
of new innovative resources. Presenting big similarities to the criterion a, for this process to be successful 
operant resources are crucial (FP4), thus being considered the key type of resource for innovation. As 
outlined, the customer/beneficiary is involved in the process, taking on roles in the collaborative endeavour 
(i.e., ideator & designer) (FP6). Service innovation is performed in conjunction with the 
customer/beneficiary and entails the recombination of existing knowledge. 

5.2 Evaluation of strategic role models  

By means of the analysis conducted it was possible to answer the research question posed in the introduction, 
demonstrating that a) none of the existing SRM from BE as VCS archetype is completely adequate to 
model/describe SOVCS and b) each of the SRM manages to fulfil different levels of service- oriented 
criteria. The results of the qualitative analysis are presented in Figure 5. 
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Figure 5-Results of the conducted analysis 

6. Conclusion 

This paper was intended to analyze the strategic role models (SRM) of value creation systems (VCS) with a 
business ecosystem (BE) approach, thereby assessing their adequacy to model service-oriented value 
creation systems (SOVCS). 

In the research process, we managed to combine two very comprehensive topics: value creation in business 
ecosystems and service-oriented value creation, reducing them to a more tangible level of analysis by 
emphasizing on different SRM of BE and integrating the SDL through the development of five criteria. 

Through the literature review, an overview of the different roles that actors can take in a business ecosystem 
according to seven different scholars was provided, this being useful for researchers studying ecosystems 
and their roles and for practitioners wanting to be part of an ecosystem or to create one (Fig. 2). Through the 
evaluation the strategic role models of the different authors, we demonstrated that none of them is completely 
adequate to explain service-oriented value creation (Fig. 5). We believe that based on the conducted analysis, 
new strategic positioning models can be developed to help practitioners identify the best fitting role to co-
create value along other actors in a SOVCS. 
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Abstract 

Competitive differentiation in the manufacturing sector is no longer based on product and service 
innovations alone but on the ability to monetize the usage phase of products and services. To this end, 
manufacturers are increasingly looking at so-called subscription business models as a way of supplementing 
the traditional sale of products and services. Since supplier success in the subscription business is directly 
dependent on customer success, the setup and expansion of a so-called Customer Success Management 
(CSM) is required. While CSM has already been established in the software industry for several years, 
companies in the manufacturing sector are often still in the conceptual phase of a CSM, parallel to the setup 
and expansion of their subscription business. Therefore, this paper aims to support the set-up of a CSM by 
providing a reference data model, based on case study research, that can be used to support the organizational 
or daily CSM tasks and to serve as a blueprint for conceptualizing CSM-specific IT systems. 

Keywords 

Customer Success Management; Subscription Business; Product-as-a-Service Business; Value-in-use, 
Manufacturing Firms; Reference Data Model  

1. Introduction 

The Covid-19 crisis once again showed the world its natural limits. For individuals and companies alike, the 
ability to adapt to the radically changing environmental conditions has become a decisive survival criterion 
[1]. Covid-19 thus accelerated two global, industrial trends to an unexpected extent: on the one hand, the 
need for consistent digitization of existing value creation activities [2], and on the other hand, the paradigm 
shift in industry, from the “throwaway economy” to a circular economy geared towards the preservation of 
resources [3]. The manufacturing sector, as an integral part of the German economy [4], has been dealing 
with the digitization of value-added activities in the course of Industry 4.0 for several years [5]. It is currently 
much easier for companies that have already invested in digital technologies before the crisis to adapt to the 
new environmental conditions [6]. Nevertheless, despite the considerable investments in the development of 
digital infrastructures and forecasted annual sales increases of 2.5 percent on average due to digitization and 
Industry 4.0 in 2014 [7], there is still no broad breakthrough in monetizing digital solutions in 2020 [6]. 
According to Schuh et al. the lack of monetization of digitization in the manufacturing sector is due to the 
fact that above all, there is still a focus on (digital) service and product innovations while at the same time 
sticking to the transactional business model based on the principles "money for products" and "money for 
service hours" [8]. However, differentiation in the competition of manufacturing companies is no longer 
taking place solely through innovations of (digital) services, products and their functionalities [9], but rather 
through the ability to monetize the usage phase of smart connected products within a so-called subscription 
business [10]. In the subscription business, a service is "subscribed" by the customer and thus regularly 
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purchased or rented after signing a subscription contract [11]. The possibilities of digitization lead to a 
reinterpretation of the term subscription in manufacturing contexts [12]. Subscription businesses in 
manufacturing contexts can occur in various forms [13, 14]: Starting with the offer of the availability of a 
machine or a software, billed e.g., via pay-per-availability, up to the provision of complex product service 
systems that are remunerated based on usage time or intensity, e.g., via pay-per-use, or depending on the 
production result, e.g., via pay-per-outcome [15].  

However, the establishment and expansion of the subscription business, in which the manufacturer links its 
economic success to the individual success of its customers, is fraught with numerous problems. From the 
supplier's point of view, success in the subscription business is determined not only by the number and 
volume of subscription contracts sold, but above all by the improvement in the utilization phase, the result 
achieved in the customer process, the "share of wallet" achieved with the customer, the duration of the 
customer relationship and thus the long-term recurring monthly or annual sales [16]. Existing organizational 
units in manufacturing companies, which are traditionally responsible for customer management, are often 
not equipped to perform these proactive tasks aimed at customer success [10]. For example, marketing 
traditionally acquires customers and generates new prospects, sales or key account management explain the 
product or service benefits and close the (repeat) sale, while service is responsible for mostly reactive 
problem solving in the event of a claim [17].  

For this reason, a new management system is establishing itself in the context of the subscription business 
in manufacturing companies that is completely focused on individual customer success. The so-called 
Customer Success Management (CSM) operates in the overlap zone of the common, aligned interests 
between manufacturer and customer [18]. The CSM has a counterpart in the subscription business of the 
software industry in which it acts as the trustworthy partner for the customer in order to support customer 
goal achievement and thus individual customer success through the use of the software solution [10, 19]. In 
literature, first contributions exist to describe CSM tasks in manufacturing companies and differentiate them 
from established customer-oriented functions like Customer Relationship Management, Key Account 
Management or Service [18-20]. However, given the data-driven and proactive focus of CSM tasks, there is 
a lack of reference to necessary data entities (defined as real life data objects within a data model) in order 
to support CSM processes and the alignment of IT-system functionalities. The research question of this paper 
is therefore: What data entities are sufficient for CSM in manufacturing companies, leading towards a 
conceptual reference data model for easy reuse and adjustment in company specific CSM contexts? 

2. State of research  

2.1 Subscription Business in Manufacturing 

In the current scientific literature and in practice, there are numerous terms that are related to the term 
"subscription" in manufacturing contexts, which are subsumed under the term "subscription" in the 
following, e.g., “equipment-as-a-service” [21, 22], “everything-as-a-service” [23] or pay-per-use business 
models [24, 25]. The principle of subscription business in manufacturing contexts is to offer customers 
access to a constantly improving digital performance system in return for regular fees instead of a one-off 
sale of products and services [8]. In the subscription business, the customer pays continuously for the 
availability, use, or result of a digital performance system and no longer for the individual performance 
components such as products or services [17]. Manufacturers and customers thus align their interests and 
benefit equally from increasing customer performance [12].  

As a result, risks of low customer productivity, system failures, operating errors, or low efficiency in service 
delivery increasingly shift to the provider [8, 26]. The distinction from a classic operator model, in which 
the manufacturer is also responsible for operations and production staff [24], is fluid due to the close, 
collaborative service relationship with the customer in the subscription business [17]. 
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Considering the current state of research, the following four attributes can be used for a characterization of 
the subscription business in manufacturing contexts [10, 28]:  

• Recurring, performance-based revenues via various revenue mechanisms such as pay-per-use or 
pay-per-outcome 

• Focus on actual realized customer success, such as increasing productivity, saving energy costs, 
or achieving other customer goals in the customer process 

• Dynamic, digital and continuously improving performance systems, consisting of machines or 
plants, services and software, which are networked with each other via the so-called "Internet of 
Things" (IoT) 

• A long-term, collaborative customer relationship with high value customers, i.e., customers with 
projected growth potential via sharing of future economic profits. 

2.2 Customer Success Management  

The overarching task of the CSM is to proactively support customer success, i.e., the achievement of 
measurable customer goals, at all levels of the customer organization using suitable, data-based methods and 
processes, to ensure consistently positive customer experiences, and to prevent customer churn [10]. In the 
subscription business, the success of the customers is linked to the entrepreneurial success of the provider 
via a participative, performance-based revenue model, so that the provider's interest in achieving or 
exceeding previously agreed customer goals [18-20]. A core question that the CSM in the subscription 
business must answer to this end is: "How do I succeed in getting my customers to use my product more 
often [author's note: more efficiently and effectively]?" [17, p. 202]. In the scientific and the management-
oriented literature, various definitions of the terminology of Customer Success Management exist, which 
differ primarily in scope, concretization, and regarding the responsibilities of CSM tasks. Table 1 provides 
an overview of current definitional approaches. However, the authors of previous CSM literature focus 
mainly on the general definition of tasks for a CSM in the subscription business of software companies [19, 
20, 28, 29]. Furthermore, there is no contribution, that puts focus on the necessary data entities that are 
sufficient for performing CSM related tasks in the subscription business of manufacturing firms. 

Table 1: Existing definitions of the term “Customer Success Management” 

Definition of the term Customer Success Management Source 
„[CSM] takes charge of the ongoing customer relationship and ensures that customers gain 
maximum value from the product.“ 
„This task is crucial with smart, connected products, especially to ensure renewals in product-as-a-
service models. The customer success management unit does not necessarily replace sales or 
service units but assumes primary responsibility for customer relationships after the sale. This unit 
performs roles that traditional sales and service organizations are not equipped for and don’t have 
incentives to adopt: monitoring product use and performance data to gauge the value customers 
capture and identifying ways to increase it.” 

[10, p. 15 f.] 

„[CSM] is a management process comprising all activities of the customer and the provider firm 
aiming at aligning their customer and supplier goal achievement.“ [18, p. 124] 

„[CSM is] the proactive (versus reactive) relational engagement of customers to ensure the value 
potential of product offerings is realized by the customer.“  [19, p. 3] 

„[CSM] is generally a non-billable service that provides post-implementation assistance to the 
customer to help them generate value from the products/services they have purchased. It typically 
provides advice, assistance and resources relating to adopting and using the products/services and 
to measuring and reporting on the value attained from their use.“ 

[28, p. 12] 

“CSM draws on the foundation of CRM by considering customers‘ demographic and transactional 
data but goes further by utilizing streaming sensor data and other unstructured customer data to 

[20, p. 362] 
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derive value-in-use insights and predict customers' future value-in-use. CSM draws on a foundation 
of Customer Experience by seeking to improve customers' product experience, but CSM goes 
further by prioritizing customers' more distant financial, social, operational, and strategic goals. 
CSM draws on a foundation of Customer Engagement by considering customers' loyalty but goes 
further by prioritizing customers‘ goal achievement over engagement behavior.” 
“With complex and evolving technology products, customers need ongoing help to adapt and 
realize value. Customer value realization is the flywheel that keeps customers coming back. The 
CSM can be the power that accelerates the flywheel.” 

[29, p. 1] 

3. Methodology 

3.1 Research approach  

The selection and application of the research methods described below are based on a grounded theory 
approach according to Glaser and Strauss for the systematic collection and comparative analysis of data with 
the aim of generating theories from (management) practice [30, 31]. For this purpose, data collection is 
carried out as so-called "theoretical sampling", i.e., data are collected and analyzed in a cyclical process 
based on preliminary theoretical considerations. During the research process, the researcher decides which 
data and research methods will be used next for the investigation [30, 32]. Based on the collected data, 
recurring elements are identified, from which action patterns and categories are derived, also referred to as 
"coding" in grounded theory [30]. In this work, these are referenceable data attributes related to performing 
CSM tasks in manufacturing contexts. The identification of the action patterns and categories takes place 
iteratively over the entire research process of this work, until a theoretical saturation is reached, i.e., no more 
new relevant action patterns and categories can be added [30]. Data analysis is carried out with the aid of 
"memo writing," i.e., after each round of data collection, hypotheses about the relationships between the data 
are recorded and the theory, i.e., the reference data model of CSM, is continuously refined [30]. In addition, 
the results of the literature analysis will be used to enrich the reference model with secondary data.  

3.2 Data collection  

The application of the research process took place between the years 2019 and 2021 with a focus on 
collecting data from German manufacturing companies, which have already a proven record of successful 
subscription business and CSM attempts. Table 2 gives an overview of the examined companies, the CSM 
status within the company, the role of the interview partner and the specific research methods that were 
applied. 

Table 2: Overview of the data collection phase [35] 

Company CSM status   Interview partner role Applied research methods 

Machine tool 
manufacturer 

CSM in 
preparation  

Head of Subscription  
Head of Process 
Management 

3 interviews, 1 company visit, 2 joint 
workshops between 2019 and 2020 

Printing press 
manufacturer CSM in action  

Head of Customer Success 
Management  
Operative CS Manager 

4 interviews, 1 observation of a 
customer success meeting with 
customers between 2019 and 2021 

Machine tool 
manufacturer CSM in action  Operative CS Manager 1 interview in 2020 

Software as a Service CSM in action  Director Marketing 
Campaigns & Channels 3 interviews, 1 joint workshop in 2020 

Software as a Service CSM in action  Success Management Lead  2 interviews in 2019  
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Various manufacturing 
companies 

CSM in 
preparation  Various roles Focus group in the context of a joint 

remote workshop in 2020 

4. Research Outcome 

The reference data model, developed based on the ARIS framework [33, 34], is used to provide researchers 
and practitioners a structured overview of the data entities and attributes required to perform the core CSM 
functions in manufacturing contexts. Based on this overview, IT systems can be conceptualized or adapted. 
It also provides operational CSM managers with a tool to navigate within the complex system of co-creation 
of value with subscription customers during the utilization phase. Figure 1 shows the conceptual data model 
developed in the course of this research process focusing on a provider, a customer and a joint interaction 
pillar. The 13 data entities are described in further detail within the next sections. must be positioned and 
aligned organizationally in the company of the CSM provider. To this end, the internal objectives of CSM 
and the human and technological resources required to achieve them must be defined. 

 
Figure 1: Reference data model for CSM in manufacturing 

4.1 The Entity E-1: Benchmarking 

All relevant benchmarking data for comparing individual customer performance with "best-in-class" 
reference customers are subsumed under the "benchmarking" entity. Best-in-class reference customers are 
companies that produce significantly better than others or use subscription services more effectively based 
on defined comparison criteria. A premise for the supplier to increasingly assume risks from the customer 
process is the data-based learning from the subscription business with other customers and the determination 
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of benchmarks. The benchmarking data is also one of the initial reasons for the individual customer to enter 
into a subscription relationship and to share their own data with the provider. This is done in the hope or 
under the promise of the provider to use the shared data anonymously for comparison purposes and thus help 
each individual customer to succeed. 

4.2 Entity E-2: Provider (collective) 

The "provider" entity includes the subscription provider as a collective of people and subsumes the internal, 
provider-side data in the service system, e.g., on the individual subscription components, costs, and prices. 
Furthermore, the entity "provider" includes the data for measuring targets or key figures of the CSM. This 
includes, for example, the monetary growth targets with specific subscription customers and the data 
required on the supplier side to determine and increase the customer lifetime value.  

4.3 Entity E-3: Subscription team of the provider (individual)   

The entity "subscription team of the provider (individual)" subsumes all natural persons on the provider side 
who are deployed to implement the subscription services at the individual customer. In addition to the CSM 
team, this primarily includes the service and sales departments. Attributes include, for example, the names, 
contact details, experience such as industry or language skills, and the organizational roles of the people 
involved on the provider side. 

4.4 Entity E-4: Services 

The entity "services" subsumes the services required to maintain production on the part of the supplier or by 
service partners. Services are provided by both the technical service and the CSM itself. Services form the 
central basis for a functional subscription business. From a CSM perspective, relevant attributes for technical 
services to maintain the availability of a machine or system are, for example, the date of a service ticket, the 
content of a service message, a customer's interaction with the service, or the status of a specific service 
order. Attributes for consulting-intensive services, such as user training conducted by the CSM, include, for 
example, the date of training, the content, and the specific training participants. 

4.5 Entity E-5: Materials  

The entity "materials" includes all raw materials, consumables and supplies that are provided by the supplier 
and fed into the customer's production process, especially in results-based subscription transactions. The 
supply can also take place by partners in the ecosystem of the subscription. Attributes include, for example, 
inventory levels or changes in inventory levels over time. In the subscription business, the vendor needs 
insight into the enterprise resource planning system or supplementary IT systems for the customer's 
inventory and materials management for the so-called vendor-managed inventory. Furthermore, so-called 
consignment warehouses may be set up in the subscription business. Consignment warehouses are 
warehouses supplied with goods by the supplier on the customer's premises or in the vicinity, which are 
used, for example, to supply customer processes with consumables and service materials, such as spare parts 
and tools. 

4.6 Entity E-6: Subscription contract 

The entity "subscription contract" subsumes the contractual framework data for the subscription relationship 
between provider and customer. Attributes include, for example, the subscription contract number, the start 
and end date of the subscription, the specific scope of the subscription, and contractually agreed subscription 
guarantees. In particular, the contractually agreed risk allocation between customer and provider in the 
subscription business is of central importance for the CSM as the entity responsible for realizing the 
customer's success. 
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4.7 Entity E-7: Digital products 

The entity “digital products" primarily subsumes the interaction data of the customer with the software 
solutions provided by the provider. The focus is on cloud-capable software for which the provider can collect 
and evaluate near-real-time interaction data. Furthermore, continuous functional improvements and 
enhancements, so-called releases, can be made via cloud software. In some cases, the provider can use cloud-
based software or the IoT to access the machine control system or the operating panel of the machine directly 
and make changes here as well. In the CSM, the focus is on specific cloud software for continuous 
communication with subscribers. This communication software serves a digital assistance system used by 
both the customer and the provider or CSM for the presentation and automated analysis of relevant data 
about the usage phase of the subscription in the cloud. In the practice of the subscription business in the 
manufacturing industry, an increasing integration of various, previously separate functionalities in the 
communication software can currently be observed. Such assistance systems increasingly integrate 
numerous functionalities for production optimization in customer operations. At the same time, the software 
serves as a (communication) platform for collaboration or co-value creation with customers on a personal 
level. It enables self-services, i.e., the customer can carry out certain activities himself, such as searching for 
instructions or viewing the status of a machine, without having to contact the manufacturer. For the 
manufacturer, in turn, there are no direct, resource-intensive efforts. Further attributes for the entity “digital 
products” are, for example, core functions used, times of login and logout by software users, and all click 
activities in the so-called user interface.  

4.8 Entity E-8: Machinery or plant  

The "machine or plant" entity subsumes the status data of the physical core products. This includes, for 
example, the attributes "machine type or number", the "temporal and local geodata of the machine", the 
"connectivity status of the machine" and the "machine status", e.g., in the form of machine hours (time during 
which the machine is switched on) or existing fault reports. In particular, monitoring the connectivity status 
of the machines, i.e., an existing data connection to the provider via the IoT, is essential not least for 
performance-based billing. Any other products used, such as sensor systems, can generally be treated in the 
same way as entity E-8 and described by means of the attributes mentioned. 

4.9 Entity E-9: Production process 

The entity "production process" subsumes the data of a specific production process in the customer usage 
phase of the subscription. This includes attributes such as parameter settings, production times, downtimes, 
energy consumption or temperature and vibration data. Furthermore, supplementary data about the specific 
production order as well as planning data for the production process, such as quantity, shift or maintenance 
plans, can be counted here. In the course of the production process, further peripheral data, such as ambient 
temperature or noise, can be collected. 

4.10 Entity E-10: Business model (customer)  

The entity "business model (customer)" subsumes the data on the current business situation of the individual 
customer. Particularly in the case of deep integration into the customer's value chain, e.g., in the course of 
results-oriented subscription transactions, the provider must obtain comprehensive knowledge about the 
customer's customers, the value proposition, the value chain with its own or competing products, and the 
revenue mechanics, i.e., also the pricing modalities of the products. Furthermore, the supplier must obtain 
in-depth insights into the economic situation of the customer in order to be able to estimate possible 
production or payment defaults for the individual customer. 
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4.11 Entity E-11: Customer (collective) 

The entity "customer (collective)" includes all available data about the customer as a collective, i.e., about 
the specific customer account. This primarily includes the available, interaction-related customer data from 
the CRM system, such as:  

• Master data (e.g., company name, industry, legal form, customer type). 
• Sales activities (e.g., last meetings, last inquiries, last orders) 
• Reactions to sales campaigns (e.g., trade fair offers) 
• Order overview with sales values for new and used machines 
• Last service call and last spare parts order  
• Description of quality problems on installed machines 

At the level of the customer as a collective, data on the customer's business objectives, i.e., the customer's 
economic, factual, environmental, or social objectives, are relevant for Customer Success Management. 
Customer success is measured on the basis of the achievement of these customer goals. Furthermore, the 
payment behaviour and any open invoice items of the individual customers are also of interest for the CSM 
and the proactive assessment of the customer status in a subscription relationship. 

4.12 Entity E-12: Subscription team of the customer (individual)    

Analogue to the provider's subscription team, the entity "subscription team of the customer (individual)" 
subsumes all natural persons of the customer involved in the subscription. As CSM-relevant attributes, the 
roles of the persons in the buying or usage center, the contact data, the interaction data of the persons with 
the CSM, and the possibly anonymized, individual usage data of the persons with the subscription services 
are of high relevance. From the CSM perspective, in addition to the customer's business goals, it is also a 
matter of capturing and fulfilling the personal goals of the customers in the buying and usage center. 

4.13 Entity E-13: Production output 

The "production output" entity subsumes all product-related data following the production process. This 
includes, for example, attributes such as the product quantity, the number of good and reject parts, and quality 
data such as geometry specifications, surface quality, and tolerances.   

5. Conclusion  

In this paper, a model with 13 data entities and corresponding data attributes was developed that can serve 
as a reference for designing the tasks and IT systems for a Customer Success Management in the 
manufacturing sector. The model was developed and tested based on research with practitioners in German 
mechanical engineering. By its very nature, the model in this paper only represents an excerpt in the temporal 
course of the development of the subscription business and the CSM, so there is a need for further 
development with regard to quality assurance, adaptation and further development of the reference model 
regarding upcoming research projects. In the future, parallel to the company-specific development of a CSM, 
it will be necessary to measure the effects and performance of the CSM in order to quantify the long-term 
benefits of the CSM and its corresponding data entities. On the other hand, from a research perspective, the 
comparison of different organizational variants of the CSM should also be addressed in this course in order 
to support companies in the still open question regarding the most suitable company-specific form of CSM 
(IT) organization. A central object of further investigation can be the future integration of sales, service and 
CSM in companies of the manufacturing industry. While the basic orientation of the CSM reference data 
model developed in this work is based on the role of the CSM as a integrator for value co-creation with the 
customer coexistence with sales or key account management in particular still appears questionable. 
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Especially the questions who "owns" the customer in the long run and whether a "one face" or "one team to 
the customer" approach is more successful cannot be answered with this work yet.   
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