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A B S T R A C T

The measurement precision of optomechanical sensors reached sensitivity lev-
els such that they have to be described by quantum theory. In quantum mechan-
ics, every measurement will introduce a back-action on the measured system
itself. For optomechanical force sensors, a trade-off between back-action and
measurement precision exists through the interplay of quantum shot noise and
quantum radiation pressure noise. Finding the optimal power to balance these
effects leads to the standard quantum limit (SQL), which bounds the sensitiv-
ity of force sensing. To overcome the SQL and reach the fundamental bound
of parameter estimation, the quantum Cramér-Rao bound, techniques called
quantum smoothing and quantum back-action evasion are required.

The first part of this thesis explores quantum smoothing in the context of
optomechanical force sensing. Quantum smoothing combines the concepts of
prediction and retrodiction to estimate the parameters of a system in the past.
To illustrate the intricacies of these estimations in the quantum setting, two fil-
ters, the Kalman and Wiener filters, are introduced. Their prediction and retro-
diction estimates are given for a simple optomechanical setup, and resulting
differences are analyzed concerning the available quantum smoothing theories
in the literature.

In the second part of this thesis, a back-action evasion technique called co-
herent quantum-noise cancellation (CQNC) is explored. In CQNC, an effective
negative-mass oscillator is coupled to an optomechanical sensor to create de-
structive interference of quantum radiation pressure noise. An all-optical real-
ization of such an effective negative-mass oscillator is introduced, and a com-
prehensive study of its performance in a cascaded CQNC scheme is given. We
determine ideal CQNC conditions, analyze non-ideal noise cancellation and
provide a case study.

Under feasible parameters, the case study shows a possible reduction of ra-
diation pressure noise of 20% and that the effective negative-mass oscillator as
the first subsystem in the cascade is the preferable order.

Keywords: Quantum smoothing, back-action evasion, cascaded quantum sys-
tems, coherent quantum-noise cancellation
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Z U S A M M E N FA S S U N G

Die Messgenauigkeit optomechanischer Sensoren hat eine Sensitvität erreicht,
sodass sie im Rahmen der Quantentheorie beschrieben werden müssen. Quan-
tenmechanik besagt, dass jede Messung eine Rückkopplung auf das vermessene
System induziert. Bei optomechanischen Kraftsensoren is ein Kompromiss zwis-
chen Rückkopplung und Messgenauigkeit durch die Verzahnung von Schrot-
rauschen und Strahlungsdruckrauschen begründet. Die Verwendung der opti-
malen Leistung, derart dass diese beiden Prozesse in Waage liegen, führt zum
Standardquantenlimit (SQL). Hierdurch wird die Messgenauigkeit begrenzt.
Um das SQL zu überwinden und die fundamentale Grenze der Parameter-
schätzung zu erreichen, welche durch Quanten-Cramér-Rao-Ungleichung bes-
timmt ist, werden die Methoden der Quantenglättung und Rückkopplungs-
umgehung benötigt.

Im ersten Teil dieser Arbeit wird das Gebiet der Quantenglättung im Kontext
von optomechanischer Kraftmessung untersucht. Die Quantenglättung kom-
biniert die Methoden der Vorhersage und Retrodiktion, um Abschätzungen
an die Parameter eines Quantensystems zu tätigen, welche in der Vergangen-
heit liegen. Um die Feinheiten dieser Abschätzungen für Quantensysteme zu
demonstrieren, werden zwei Filter, der Kalman- und der Wiener-Filter einge-
führt. An einem einfachen optomechanischen System, werden deren Ergebnisse
für die Vorhersage und Retrodiktion berechnet. Mögliche Diskrepanzen werden
im Kontext der verfügbaren Theorien der Quantenglättung beleuchtet.

Im zweiten Teil dieser Dissertation wird eine Rückkopplungsumgehungsme-
thode, die kohärente Quantenrauschunterdrückung (coherent quantum-noise
cancellation, CQNC) untersucht. Bei CQNC wird ein Oszillator mit effektiver
negativer Masse an einen optomechanischen Sensor gekoppelt, um destruk-
tiv mit dem Strahlungsdruckrauschen zu interferieren. Eine mögliche optis-
che Realisierung eines solchen negativen Masse Oszillators wird vorgestellt
und mit einem optomechanischem Kraftsensor kaskadiert. Dieser Aufbau wird
hinsichtlich seiner Rauschünterdrückungfähigkeit untersucht. Diesbezüglich er-
mitteln wir die Bedingungen für eine vollständige Abwendung von Strahlungs-
druckrauschen und analysieren den Einfluss von möglichen Abweichungen
von diesen Bedingungen auf die Rauschünterdrückung. Zuletzt präsentieren
wir eine Fallstudie eines möglichen experimentellen Aufbaus.

Die Fallstudie zeigt eine mögliche Strahlungsdrückreduzierung von 20% und
dass der Oszillator mit effektiver negativer Masse als erstes System in der
Kaskade zu bervorzugen ist.

Schlüsselwörter: Quantenglättung, Rückkopplungsumgehung, kaskadierte
Quantensysteme, kohärente Quantenrauschünterdrückung
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1
I N T R O D U C T I O N

Quantum mechanics describes light and matter on atomic scales. On these lev-
els, things behave very differently from our macroscopic experience; they are
neither waves nor particles. This wave-particle duality had only been observed
for small particles up to the size of molecules – until recently. The rapid devel-
opment of optomechanics in a push for high-precision displacement measure-
ments has shifted quantum effects further into the realm of macroscopic objects,
smearing the lines between classical and quantum behavior [23].

High-precision measurements at the quantum level come with their own set
of constraints. Quantum mechanics is an inherently stochastic theory, and every
measurement of a quantum system will inadvertently change its state. So not
only are the measurement outcomes distributed randomly, but the process of
collecting information will disturb the system. If one wants to monitor the state
of a system over an extended time, this disturbance can pose a conundrum. For
monitoring types of measurements, called weak continuous measurements [24],
this is stated as follows. To increase the measurement precision, one needs to
increase the measurement strength, which in turn will increase the back-action
or disturbance on the system. This disturbance may reduce the precision at a
later time of the measurement; thus, a trade-off between these effects needs to
be found.

In optomechanical force or position measurements, light is used to monitor
the change in the position of a movable object. It is the quantum nature of
light that then limits the possible precision of the measurement. For a given
energy, the number of photons in the field is distributed randomly by a Poisson
distribution. Low light power will increase the uncertainty of the number of
photons in the field, which leads to imprecision in the measuring photodetector.
This imprecision noise is called shot noise and can be reduced relative to the
signal by increasing the power. Conversely, increasing the power will increase
the radiation pressure, and thus the disturbance on the monitored object. Finding
the optimal power that balances these two effects leads to the standard quantum
limit (SQL) and puts a lower bound to the measurement precision.

The SQL is not the fundamental limit. Many approaches have been suggested
to achieve measurements with sub-SQL accuracy. Most of these ideas can be
categorized in methods called back-action evading techniques. To reach the high-
est precision, back-action evasion will not be enough. The fundamental limit to
parameter estimation in quantum systems is given by the quantum Cramér-Rao
bound. It was shown by Tsang et al. [123] that to achieve this bound; one needs
to use back-action evasion and quantum smoothing.

Smoothing is a filtering technique widely used in classical estimation theory. It
estimates the state of a system at an intermediate time using measurement data
from before and after the estimation time. The suggested quantum smoothing

1



2 introduction

extends this approach to the quantum regime. This extension to the quantum
world is, however, not without controversy. The smoothing procedure can be
split into two steps; one uses measurement data from before the estimation time
and the other from after the estimation time. These approaches are called predic-
tion/filtering and retrodiction. In the quantum context, there exists the theory of
quantum filtering [9, 5], which relies on the quantum non-demolition principle [6].
For retrodiction, such a quantum theory does not exist, and the non-commuting
nature of past and future measurement data makes the extension of smoothing
to the quantum domain extremely delicate, and many different approaches are
available. For example, the original idea of quantum smoothing proposed by
Tsang [117] is a hybrid classical-quantum parameter estimation technique. Similarly,
Gammelmark et al. [36] used quantum smoothing as a Bayesian update for quan-
tum parameter estimation. Guevara and Wiseman [45] introduced a smoothing
technique to produce a smoothed quantum state, and recently Chantasri, Lav-
erick, and Wiseman [21] connected many available smoothing techniques.

To achieve force sensing at the quantum Cramér-Rao bound, it needs an excel-
lent understanding of admissible smoothing techniques and available schemes
for back-action evasion in optomechanical force sensors.

The goal of this thesis is thus two-fold. First, we want to address the intrica-
cies of quantum smoothing for optomechanical systems. Optomechanical sys-
tems are often described by linear Gaussian quantum systems, a class closely
related to classical stochastic systems. Due to their close relation to the classi-
cal world, many classical filtering techniques have been suggested for quantum
smoothing, often prematurely, as we find. We aim to show that more caution is
needed when applying these techniques to quantum systems by showing how
different filters will result in different retrodiction estimates. The second part
is aimed toward back-action evasion. Many suggested techniques are available,
one of which is coherent quantum-noise cancellation (CQNC). Achieving insides
into the noise canceling performance of different CQNC realizations, especially
their behavior regarding mismatches in their parameter scope, is a valuable as-
set for future experiments. We contribute to this endeavor by giving a complete
analysis of an all-optical cascaded realization of CQNC.

structure of the thesis

In Chapter 2, we lay out the fundamental concepts needed for the rest of the
thesis. We start with an introduction to estimation theory in classical stochastic
systems. Starting from the cornerstone of parameter estimation, Bayes’ theorem,
we will stray through the theory of continuous measurements and introduce
the concepts of prediction, retrodiction and smoothing for parameter estima-
tion. Turning to the quantum world, we give an elementary introduction to
quantum mechanics and quantum measurements. Starting from the projective
measurement postulate in closed quantum systems, we will generalize our no-
tions step-by-step to open system dynamics, updating the measurement postu-
late along the way until its most general form. In the last section of this chapter,
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we move to optomechanical systems. We will show how to quantize the optical
and mechanical harmonic oscillator and couple them in an optomechanical cav-
ity. The resulting back-action interaction will be linearized, and we will discuss
how this interaction leads to the standard quantum limit.

Chapter 3 will focus on estimation theory for quantum systems. Starting with
an introduction to continuous measurements in quantum mechanics, we will
introduce the governing master equations that describe this evolution. The ap-
propriate set of quantum systems for linearized optomechanics are the linear
Gaussian quantum systems. We will introduce some practical concepts of these
systems, such as the representation in phase space and Wigner functions. The
close connection of this subclass of quantum mechanics will be shown as the
master equations will turn to classical filter equations, the so-called Kalman
filter. In addition, we provide another optional filter for this; the Wiener filter.
Using a simple optomechanical example, the performance of these two filters
will be discussed in the context of quantum smoothing. Accompanying this
analysis, we will introduce the different notions of quantum smoothing avail-
able in the literature.

Chapter 4 is mainly based on our publication [106] and is devoted to back-
action evasion in optomechanics. After an introduction to some back-action
evading techniques, we discuss a setup for a cascaded all-optical scheme for co-
herent quantum-noise cancellation. We determine the conditions needed for a
complete cancellation of quantum back-action noise and afterward analyze the
parameter scope of the most likely deviations from these ideal conditions. Fol-
lowing this analysis, we will provide a set of parameters for which we conduct
a case study for a possible experiment.

This thesis is concluded with a summation of our results and an outlook on
further research ideas.

a few words on notation

In this thesis, we denote vectors by boldface letters x, operators, matrices by
capital letters M and operators by hats x̂. Consequently, a vector of operators
will be boldface with a hat x̂. The exception to this rule is 1, which we will use
for both the identity operator and identity matrix. We will also not always use
a subscript at the identity matrix to denote its dimension; the dimension will
be what is needed at that particular time. Complex conjugation is denoted by a
star, a∗, the transpose of a matrix by ⊤ and Hermitian conjugation of operators
and matrices by a dagger, thus M† = (M⊤)∗.

As in our publication [106], quadrature operators and force are dimension-
less. The corresponding force spectral density will also be dimensionless, and
we give it in arbitrary units. To find a spectral density in units of N2/Hz for a
given mechanical oscillator, one needs to multiply it with  hmγmωm. Here,  h is
the reduced Planck constant, m the mass of the oscillator, γm its damping rate
and ωm its resonance frequency.
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Many quantities in this thesis are rates that are represented in units of fre-
quency (Hz) or units of angular frequency (rad/s). As we often use Fourier
transforms, the standard dimensions of these rates will be that of angular fre-
quencies. In connection to experiments, we find it more convenient to talk in
Hz. We will omit the implicit conversion factor of 2π consistently.

The centerpiece of the suggested scheme in Chapter 4 is a system that acts
as an effective negative-mass oscillator. For simplicity, we will often omit the
“effective” without meaning that we deal with an actual negative mass.



2
P R E L I M I N A R I E S

This preliminary chapter introduces the basic concepts needed in this thesis. We
start with an introduction to estimation theory for classical stochastic processes.
Then we will give an overview of the kinematics and dynamics of quantum
mechanics. In the last part of this chapter, we describe the basic setup for cavity
optomechanics.

2.1 classical estimation theory

In this section, we introduce the concepts of classical estimation theory. Classi-
cal estimation theory addresses the problem of determining a classical system’s
state from the information contained within available measurement data. Clas-
sical estimation theory has a long and rich history. The concepts of this section
are found in many textbooks, such as [32, 114, 110, 116] for purely classical
systems, and [143, 59] for both quantum and classical estimation. We give this
review because many concepts will translate nicely into quantum mechanics;
thus, gaining an intuition about these concepts is valuable.

2.1.1 Bayesian Inference

Before discussing measurements in quantum mechanics, it is beneficial to intro-
duce the fundamental concept of classical measurement theory, also known as
Bayesian inference. It tells us how our knowledge about some system variable x
changes upon collecting measurement data y regarding this variable.

However, we first need to know what we mean by “knowledge” of x. Let
us consider x to be a real-valued system parameter1. To infer its actual value,
we perform a measurement with a value of uncertainty assigned to it. Thus,
our knowledge of x is given by a probability distribution, p(x), for the possible
values of x. From this distribution, we gain the likelihood of x having some
particular value. More generally, it measures our uncertainty of the actual value
of x. The probability distribution p(x) is called the state-of-knowledge of x, or
simply the state of the system, as a classical system is described by its system
variables.

To understand how the state changes upon acquiring measurement data y,
we must understand how y is related to x. We first consider a simple exam-
ple [59]. Assume we want to measure the length of an object using a simple
ruler. In this case, our measurement will be the true length of the object plus

1 In general, this could be a vector of discrete or continuous values; for example, in a system
of n interacting particles, it could be a vector of the n position and momentum vectors of the
particles.

5



6 preliminaries

some random error, depending on how accurately we can measure the length.
Therefore, there exists a probability distribution p(y|x) for y, which is peaked
around y = x. Because this probability distribution depends on the value of x,
it is appropriately called the conditional probability distribution, or conditional
state of y given x. It is referred to as the likelihood function for the measurement
and is completely determined by the used measurement procedure. In order to
determine the likelihood function, we note that it is often enough to relate the
measurement result y to the system variable x as follows; y = f(x) + ξ. In this,
f(x) is some deterministic function of x, and ξ is a noise process introduced by
our measurement apparatus with its independent probability distribution p(ξ).
Think of it as the error by reading off the ruler or some electrical noise added
to some measurement instrument.

The likelihood function is one of the building blocks for Bayes’ theorem, the
pillar of Bayesian inference, which tells us how to derive the conditional prob-
ability distribution of x given a measurement result y. In essence, it is an el-
ementary consequence of probability theory via the relationship of the joint
probability p(x ∩ y) and the conditional probabilities p(x|y) and p(y|x). Their
relationship is defined by [58]

p(x∩ y) = p(x|y)p(y) = p(y|x)p(x). (2.1)

Rearranging Equation (2.1) leads to Bayes’ theorem

p(x|y) =
p(y|x)p(x)

p(y)
=
p(y|x)p(x)

N
, with N =

∫∞
−∞ p(y|x)p(x)dx = p(y). (2.2)

The right-hand side of Equation (2.2) is composed of the likelihood function, the
probability distribution of x before the measurement occurred, called the prior
and a normalization factor. Hence, Bayes’ theorem tells us that the information
about our state after performing a measurement is updated by multiplying our
current knowledge about x with the likelihood function and normalizing the
result.

2.1.2 Stochastic Systems

In an experimental scenario, the estimated systems will not be static as in the
previous section but will undergo a dynamic evolution. Additionally, a per-
fectly closed system does not exist, and every system constantly interacts with
its surroundings. This interaction is modeled by introducing a random noise
process for the environment. Open systems of this kind are called stochastic
systems.

We define a stochastic system as depicted in Figure 2.1 by a set of time-
dependent system variables {xtk : tk ∈ T}, where T ⊆ [t0, T ], is a finite time
interval. If the system variables are affected by the incoming noise process in a
time-dependent way, we will call this set a stochastic process [33].



2.1 classical estimation theory 7

Classical SystemWs(t)

xt

Figure 2.1: Simple model of a Classical Open System. The system described by xt is in
contact with a large environment, which effect is described by the system noise Ws(t).

Stochastic processes are characterized by the correlations of the system states
at different times. These correlations can be described in terms of the condi-
tional state. The simplest example of a stochastic process is given by

p(xt0 , xt1 , ...) =
∏
i

p(xti). (2.3)

This process does not hold any correlation with past or future system states
at any time and is called a completely independent process. The next simplest
possible stochastic process is the Markov process, and despite its simplicity, it
covers enough stochastic evolutions for the purpose of this thesis.

In a Markov process, the conditional state of the system at a time tn is com-
pletely determined by the system variables of the most recent time tn−1, i.e.

p(xtn |xtn−1 , ..., xt0) = p(xtn |xtn−1). (2.4)

As a consequence, any arbitrary state of a Markov process is given by a product
of subsequent conditional states,

p(xtn , xtn−1 , ..., xt0) = p(xtn |xtn−1) ...p(xt1 |xt0)p(xt0). (2.5)

The conditional states in Equation (2.5), and thus the time evolution of the
process is given by the famous Chapman-Kolmogorov Equation [22, 75]:

p(xtl |xtn) =
∫
dxtmp(xtl |xtm)p(xtm |xtn), tl ⩽ tm ⩽ tn. (2.6)

Moving to the continuous time limit, the Chapman-Kolmogorov Equation turns
into the Fokker-Planck Equation, which in turn can be described by a linear
stochastic differential equation, called the Langevin Equation [38]. Thus, the evo-
lution of the continuous Markov process is given by

dxt = A(xt)dt+ E(xt)dWs(t), (2.7)

where dWs(t) is a vector of Wiener, or white noise, increments that satisfy

E[dWs(t)] = 0, dWs(t)(dWs(t))
⊤ = 1dt, (2.8)

where E is an ensemble average [143]. Throughout this thesis, we will evalu-
ate all stochastic differential equations in the Itô sense. To understand what
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we mean by that, let us suppose we obtained a solution to Equation (2.7) by
integrating both sides of Equation (2.7):

xt = xt0 +
∫t
t0

A(xτ)dτ+
∫t
t0

E(xτ)dWs(τ). (2.9)

The second integral in Equation (2.9) is called a stochastic integral due to the
inherent stochastic nature of the integrand. In physics, a common way of solv-
ing such kinds of integrals is the Itô stochastic integral [57], which we will use
exclusively2.

2.1.3 Continuous Measurements and Effects

Let us now introduce a measurement process y, such that the measurement
outcome yt correlates with the system state p(xt). We saw in Section 2.1.1 that
by Bayes’ theorem, our knowledge about the system state is inferred from the
probability distribution, conditioned on the measurement results. At a particu-
lar time t, we arrive at

pyt(xt) ≡ p(xt|yt,p0) =
p(yt|xt,p0)p(xt,p0)

p(yt|p0)
, (2.10)

where p0 = p(xt0) is the prior state at the initial time t0, and

p(yt|p0) =
∫
dxtp(yt|xt,p0)p(xt,p0) = N, (2.11)

the normalization constant. Similarly to the system dynamics, in the continuous
time limit, the measurement process can be described by a stochastic differen-
tial equation,

dyt = ytdt = C(xt)dt+ dWm(t). (2.12)

Here, we have introduced a new set of Wiener increments to account for possi-
bly noisy measurements. The Wiener increments for the measurement process
satisfy the same conditions as in Equation (2.8).

Next, we want to account for possible back-action of the measurement on the
system, a process that will be unavoidable for quantum systems. An excellent
example of a back-action measurement in the classical context is given in [143].
Imagine we want to determine whether a can contains petrol fumes by drop-
ping a lit match into it. Clearly, the result will allow us to infer the presence
of petrol in the can, but the system’s state will “collapse” to a state with no
petrol fumes in either case. In this example, the state is also conditioned on the
measurement, but the state may undergo a transition from p(x ′t) to p(xt+δt),
where δt denotes the length of the back-action interaction. This measurement
back-action is described by a matrix Byt , where the matrix entries define the

2 See Appendix A.1 for a definition.
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probability of a state transition Byt(xt+δt|x
′
t) ⩾ 0. Therefore, for all measure-

ment results yt and all x ′t,∫
dx ′t Byt(xt+δt|x

′
t) = 1. (2.13)

The conditional state after the measurement interaction is given by

pyt(xt+δt) =

∫
dx ′t Byt(xt+δt|x

′
t)p(yt|x

′
t)p(x

′
t)

p(yt)
, (2.14)

which is an extension of Bayes’ theorem by the additional back-action matrix
element in the numerator. We can define a conditional transfer matrix by com-
bining the part from Bayesian inference and the back-action. The elements of
this matrix Eyt are defined by the product of the back-action and the likelihood
function, i.e.

Eyt(xt+δt|x
′
t) = Byt(xt+δt|x

′
t)p(yt|x

′
t), (2.15)

which maps the pre-measurement state to an unnormalized post-measurement
state:

p̌yt(xt+δt) =
∫
dx ′t Eyt(xt+δt|x

′
t)p(x

′
t). (2.16)

From the forgoing properties, the state of the measurement instrument can be
simplified

p(yt) =
∫
dxt+δt

∫
dx ′t Eyt(xt+δt|x

′
t)p(x

′
t) =

∫
dxtEyt(xt)p(xt), (2.17)

with Eyt describing the effect of the measurement on the system state. It is thus
known as the effect operator and is specifically given by

Eyt(xt) = p(yt|xt), (2.18a)∫
dyt Eyt(xt) = 1. (2.18b)

We see that this implies an interesting connection in that the effect of the mea-
surement on the system is given by the likelihood function of achieving our
measurement result given the system variable at that time.

To summarize our finding, the situation considered so far can be summarized
by the stochastic differential equations:

dxt = A(xt)dt+ E(xt)dWs(t), (2.19a)

dyt = ytdt = C(xt)dt+ dWm(t). (2.19b)

For the purpose of this thesis, it is enough to consider a special class of Markov
processes called linear Gaussian processes; see [46, 117, 118] for the general
case. A Gaussian state is defined by a probability density function that is fully
defined by its mean values ⟨x⟩ and covariance matrix V ; i.e.

p(x) = f(x; ⟨x⟩,V) = 1√
(2π)n detV

exp
(
−
1

2
(x − ⟨x⟩)⊤V−1(x − ⟨x⟩)

)
. (2.20)



10 preliminaries

In order for a Gaussian state at the initial time t0, p(xt0) = f(xt0 ; ⟨xt0⟩,V0),
to remain Gaussian the differential equations (2.19) simplify to the following
[135, 116, 32, 143]:

dxt = Adt+ EdWs(t), (2.21a)

dyt = ytdt = C xtdt+ dWm(t). (2.21b)

Here, A,C,E are constant matrices3. The Wiener increments dWs and dWm

satisfy the usual conditions, but we consider the possibility of cross-correlations
between the measurement and system noises such that

E[dWs] = 0, dWs(dWs)
⊤ = 1dt, (2.22a)

E[dWm] = 0, dWm(dWm)⊤ = 1dt, (2.22b)

EdWs(dWm)⊤ = Γ⊤dt, (2.22c)

where we have defined the cross-correlation matrix Γ between the noise sources
similarly to [143].

2.1.4 Bayesian Smoothing

The typical scenario in estimation theory is that we have continuously mea-
sured a dynamically evolving system p(xt) and, in the process, acquired a mea-
surement record. We denote this record as a collection YT = {yt : t ∈ T}, where
T ⊆ [t0, T ] is the time interval in which the measurement was performed. Given
the record, we want to estimate the conditional state pYT

(xτ) at a specific time
τ ∈ [t0, T ]. Depending on the position of τ, we differentiate three estimation
types [114]: prediction/filtering, retrodiction and smoothing4, see Figure 2.2 for an
illustration.

When τ lies at the end of our measurement series, i.e., we want to infer the
system state based on past measurement results

−→
Y τ ≡ Y[t0,τ)

5, we say we filter
out the noise or predict the state. The state condition on the past measurements
will be referred to as the filtered state: pf(xτ) ≡ p−→Y τ

(xτ) = p(xτ|
−→
Y τ). For the

reverse case, if τ is at the beginning of our measurement interval, we can use
the measurement record to infer the system’s state in the past. This state is
called the retrodicted state: pr(xτ) ≡ p←−Y τ

(xτ), where the measurement record
←−
Y τ = Y[τ,T) of future results was used. Essentially, this is just the time reverse
of filtering. Suppose we want to estimate the state at an intermediate time
t0 < τ < T , we can combine both techniques using the whole measurement

3 Equation (2.21) is often referred to as a state space model. In fact, it is the noisy version of the
so-called ABCD model, where we discarded the B and D matrix, which account for a possible
additional controller input. The A matrix is usually called the drift matrix and C the input matrix.

4 Our terminology is in congruence to [36, 148, 54, 76], other authors [46, 81, 78] call these filtering
and retro-filtering.

5 Other authors [46, 81, 78] use this arrow notation differently. For estimations using the past
measurement record, they use a backward arrow to indicate that the record was made in the
past. However, we find it more intuitive to use the arrow to indicate that we condition our state
from a time t0 to τ, moving forward in time.
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Classical System Measurement Observations

Estimation t� T

t� T

tt0

t0

t0

� T Prediction

Retrodiction

Smoothing

xt YT={yt:t∈T}

Ws(t)

Wm(t)

xτ

Figure 2.2: Model of the classical estimation problem. An open system xt in the pres-
ence of system noise Ws is continuously measured with measurement noise Wm. From
the accessible measurement record YT, the system state at time τ is estimated. Depend-
ing on the part of the measurement record used, we differentiate between prediction,
retrodiction and smoothing.

record
←→
Y = Y[τ,T). This is called smoothing, and the inferred state is called the

smoothed state: ps(xτ) = p←→Y (xτ).
According to Bayes’ theorem, the smoothed state can be expressed as

p(xτ|
←→
Y ) =

p(
←→
Y |xτ)p(xτ)

p(
←→
Y )

, (2.23)

p(
←→
Y ) =

∫
dxτp(

←→
Y |xτ)p(xτ). (2.24)

We will now split the measurement history into past
−→
Y τ and future

←−
Y τ com-

ponents, relative to τ. We can then rewrite the first term in the numerator of
(2.23):

p(
←→
Y |xτ) = p(

−→
Y τ,
←−
Y τ|xτ) (2.25)

= p(
←−
Y τ|
−→
Y τ, xτ)p(

−→
Y τ|xτ) (2.26)

= p(
←−
Y τ|xτ)p(

−→
Y τ|xτ). (2.27)

For the last step, we used that our process is Markovian; thus, the future and
past measurement records are independent for a given xτ.

Now, we combine Equation (2.27) and Equation (2.23),
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ps(xτ) =
p(
←→
Y |xτ)p(xτ)

p(
←→
Y )

(2.28)

=
p(
←−
Y τ|xτ)p(

−→
Y τ|xτ)p(xτ)

p(
←→
Y )

(2.29)

=
p(
←−
Y τ|xτ)p(xτ|

−→
Y τ)

p(
←→
Y )

(2.30)

=
p(
←−
Y τ|xτ)p(xτ|

−→
Y τ)∫

dxτp(
←−
Y τ|xτ)p(xτ|

−→
Y τ)

(2.31)

=
Er(xτ)pf(xτ)∫
dxτEr(xτ)pf(xτ)

. (2.32)

Thus, the smoothed state, as a combination of filtering and retrodiction, is given
by a combination of the filtered state and an effect operator associated with the
future measurement record. In principle, we can turn this into a pure filter-
ing or retrodiction problem by moving τ to the end or the beginning of the
measurement procedure.

Turning our attention to the pure filtering problem, the filtered state for linear
Gaussian systems is determined by the Kalman-Bucy filter [66], given by the
following equations:

d⟨x⟩f = A⟨x⟩fdt+K+[Vf]dWf, (2.33a)

V̇f = AVf + VfA
⊤ +D−K+[Vf]K

+[Vf]
⊤, (2.33b)

with the initial conditions ⟨x⟩f(t0) = ⟨x⟩0 and Vf(t0) = V0. The matrixD = EE⊤

is called the diffusion matrix, and the increment dWf := ydt−C⟨x⟩f is a vector
of measurement pre-fits or innovations. Together with Kalman gain K±, it refines
the current estimate of the filter. The Kalman gain is given as a function of the
covariance, as

K±[V] := VC⊤ ± Γ⊤. (2.34)

The Kalman-Bucy filter is the optimal estimate for a linear Gaussian process in
the sense that it minimizes the mean square error [131].

To arrive at the solution for the effect operator, we observe that

p(
←→
Y ) =

∫
dxτEr(xτ)pf(xτ), (2.35)

is independent of the estimation time τ, i.e. dp(
←→
Y ) = 0,

d

[∫
dxτEr(xτ)pf(xτ)

]
= 0 (2.36)

⇒
∫
dxτdEr(xτ)pf(xτ) = −

∫
dxτEr(xτ)dpf(xτ). (2.37)
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Therefore, we see that for the linear differential equation for the filtered state

dpf(xτ) = M̂yτpf(xτ), (2.38)

defined by the state space model (2.21), there exists a corresponding adjoint
equation for the effect operator

−dEr(xτ) = M̂†yτEr(xτ). (2.39)

We can thus find the solution for the effect operator via a backward Kalman-
Bucy filter for the adjoint state space model. It is given by

−d⟨x⟩r = −A⟨x⟩r +K−[Vr]dWr, (2.40a)

−V̇r = −AVr − VrA
⊤ +D−K−[Vr]K

−[Vr]
⊤, (2.40b)

and evolves backwards in time from the initial condition Er ∝ 1 at T, which
corresponds to an uninformative state with Vr(T) = ∞. The backward filter
was introduced by Mayne, Fraser and Potter [85, 35, 34] as a pragmatic solution
to the above-illustrated smoothing problem. However, its connection to adjoint
state space models was discovered later [131].

The smoothed state is defined by combining the two filter results. It is right-
fully named the two-filter smoother [114, 32] or the Mayne-Fraser-Potter smoother
after the aforementioned authors. The smoothed state is given by [85, 131]

⟨x⟩s = Vs(V−1
f ⟨x⟩f + V

−1
r ⟨x⟩r), (2.41a)

Vs = (V−1
f + V−1

r )−1. (2.41b)

The smoother is the maximum likelihood estimate of x given both measurement
data from the past and the future, under the assumption that the errors from
the two estimates are independent.

2.2 quantum mechanics

In this section, we introduce the fundamental concepts of quantum mechanics.
Our goal is to establish some basic notions and intuition about quantum me-
chanical states, their evolution and the measurement process. We will gradually
introduce the idealized cases of these three building blocks and generalize them
to the case of open quantum systems. However, a discussion of quantum state
estimation based on continuous measurements will be reserved for Chapter 2.
As in the previous chapter, this is a collection of concepts to build intuition and
is found in many textbooks, we refer to [95, 16, 143] and [48, 15, 14] for a more
mathematical perspective.

2.2.1 Operational Approach to Quantum Mechanics

Before we introduce the building blocks of quantum mechanics, we would like
to talk about the broader scheme of the theory; especially, we would like to in-
troduce our approach to quantum mechanics. Quantum mechanics is composed



14 preliminaries

Schrödinger Picture Heisenberg Picture

ρ̂ E Ê

Figure 2.3: Depiction of the Schrödinger and Heisenberg picture. Assigning the time
evolution E to the preparation stage ρ̂ is called the Schrödinger picture and assigning
the evolution to the measurement stage Ê is called the Heisenberg picture. Combina-
tions of both are called the interaction picture.

of three concepts: Preparations, time evolutions and measurements. A preparation
is a collection of attributes that describes our physical system, i.e., a preparation
is a specific state of the system. After the preparation, the system may evolve
freely before a measurement is performed. This time-evolution is deterministic6

in the sense that states are uniquely determined by states at earlier times. Thus,
this evolution is also reversible6. A measurement performed on a quantum state
will give a classical bit of information, a measurement result. However, in quan-
tum mechanics, measurements are fundamentally probabilistic and will always
introduce back-action to the system. The amalgamation of these two conflicting
concepts is known as the measurement problem [143, 59].

This description leaves us with a choice. We can assign the time evolution
to the preparation stage, the measurement stage, or we can “cut” it up and
assign parts of the evolution to both sides. All these views are equivalent; see
Figure 2.3 for an illustration. We call the case where the preparations evolve
the Schrödinger picture, the case of evolving measurements the Heisenberg picture
and all the infinite cases of dividing the evolution the interaction picture.

2.2.2 Closed Quantum Systems

We begin our discussion with the case of closed systems. Closed or isolated
systems do not exchange information with their environment. The description
of the states, evolutions, and measurements in closed systems is also referred
to as the postulates of quantum mechanics.

The classical description of quantum mechanics starts with a state space
S given by a Hilbert space H. A Hilbert space H is a complex vector space
equipped with a scalar product ⟨.|.⟩ : H×H 7→ C. The elements of H are vec-
tors |ψ⟩ ∈ H, called kets in the Dirac notation. The dual of a ket |ψ⟩ is called a
bra. It is a linear map ⟨ψ| : H 7→ C, which maps any |ϕ⟩ ∈ H to the inner Hilbert
space product ⟨ψ,ϕ⟩.

6 Only valid for closed systems, where we know the entire system. This will not be the case for an
open system when only a subsystem is known.
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The states of a closed system are the unit vectors |||ψ⟩||2 = ⟨ψ|ψ⟩ = 1, clas-
sically referred to as wave functions. States of this form are called pure states
and hold the maximal information about the state space S. The time evolution
is determined by the system’s interactions, which is described by a Hermitian
operator Ĥ : H 7→ H. This operator, called the Hamilton operator, then gives rise
to the Schrödinger equation:

i
 h

d

dt
|ψ(t)⟩ = Ĥ|ψ(t)⟩. (2.42)

Observe, that for any Hamilton operator Ĥ the Schrödinger equation can be
solved by an evolution operator Û(t0, t1) : H 7→ H, which is defined by

Û(t0, t1) = exp (−iĤ(t1 − t0)), (2.43)

where we set  h = 17. We can then describe the time evolution in terms of these
operators. For an initial state |ψ(t0)⟩, we find

|ψ(t1)⟩ = Û(t0, t1)|ψ(t0)⟩, t0 ⩽ t1. (2.44)

The set of operators {Ût}t∈R forms a group of unitary operators, i.e., opera-
tors which fulfill ÛtÛ

†
t = 1 and the Hamiltonian H is the generator of this

group. This implies that given some state |ψ(t1)⟩, we can find the initial state
|ψ(t0)⟩ = Û†(t0, t1)|ψ(t1)⟩. The time evolution defined by unitaries is thus
called reversible. To summarize, closed quantum systems evolve by unitary
transformations and are thus reversible.

Finally, we need to introduce the notion of measurement. This requires the
interaction of our system to an external measurement device, or observer. Ac-
cordingly, our system is no longer closed at the moment of the measurement.
Therefore, the system no longer needs to evolve via a unitary transformation; in
fact, the measurement will result in an irreversible change in the system’s state.
This process is explained by the measurement postulate. It states that an ideal
measurement Y on a quantum system is given by a set {(y, |y⟩)} of measurement
outcomes y ∈ R and an orthogonal basis |y⟩ of H. The measurement procedure
will then check which basis state the system is in. In this process, the state will
be projected onto this basis state |ψy = |y⟩⟩, and the measurement device will
output the result y. The result and state we achieve from the measurement are
distributed randomly with a probability p(y|ψ) = ⟨y|ψ⟩2 = ⟨ψ|P̂y|ψ⟩, where
P̂y = |ψ⟩⟨ψ| is a projection operator. In contrast to classical measurement theory,
we see that the randomness and back-action of the measurement process are in-
herent to the measurements in quantum mechanics. The procedure above can
be formally written as

|ψ⟩ y7→ |y⟩ =
P̂y|y⟩√
p(y|ψ)

, (2.45a)

p(y|ψ) = ⟨ψ|P̂y|ψ⟩. (2.45b)

7 This convention will be kept for the rest of this section.
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These are the idealized cases of measurements in quantum mechanics, called
projective measurements or von Neumann measurements [127]. The procedure (2.45)
gives the wave function its interpretation as a probability function and is called
Born’s rule8.

From the measurement postulate, we find that for a Hermitian observable

Ô =
∑
y

yP̂y, (2.46)

the expectation value of the measurement O given a prepared state |ψ⟩ is given
by

⟨Ô⟩ψ := ⟨ψ|Ô|ψ⟩ =
∑
y

p(y|ψ). (2.47)

2.2.3 Density Operators

As stated in Section 2.1.2, a perfectly isolated system does not exist. We thus
have to expand our notion and consider open quantum systems in analogy to
the classical stochastic systems. We call a quantum system S open if it is em-
bedded in a larger system A, called environment, bath or ancilla. Because S is
in constant contact with the environment, information can leave the system by
leaking into the larger system. This process is called dissipation and similar to
the noisy stochastic systems, this will introduce some uncertainty to our knowl-
edge of the system state. Hence, pure states |ψ⟩ are not feasible to describe this
situation. The larger class to properly describe open systems are density opera-
tors ρ̂ ∈ B(H), which are Hermitian bounded operators on the Hilbert space H.
They are the quantum analog to the probability distributions introduced in the
classical case, sometimes called density matrices or mixed states. Our discussion
about closed systems is fully incorporated into this formalism. A pure state |ψ⟩
is represented as a projection operator ρ̂ = |ψ⟩⟨ψ| and the dynamics of closed
systems is given by the von Neumann equation

d

dt
ρ̂(t) = −i[Ĥ, ρ̂(t)] = −i(Ĥρ̂(t) − ρ̂(t)Ĥ), (2.48)

which is equivalent to the Schödinger equation (2.42). Similarly, the von Neu-
mann equation gives rise to a unitary time evolution,

ρ̂(t1) = Û(t0, t1)ρ̂(t0)Û†(t0, t1). (2.49)

However, beyond this a general ρ̂ can be given as a convex combination of pure
states |ψj⟩9,

ρ̂ =
∑
j

pj|ψj⟩⟨ψj|, (2.50)

8 Sometimes this is also called the Born-Markov rule.
9 A consequence of the spectral decomposition theorem for Hermitian operators[26].
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with pj ⩾ 0 and
∑
j pj = 1. Interestingly, every density operator ρ̂ can itself be

represented as a convex combination of density operators ρ̂j,

ρ̂ =
∑
j

pjρ̂j. (2.51)

Consequently, we see that the quantum states form a convex set and the pure
states are the extreme points of this set. However, in contrast to classical proba-
bility theories, this decomposition in pure states is not unique10. To summarize,
density operators satisfy the following conditions:

ρ̂ = ρ̂†, (2.52a)

ρ̂ ⩾ 0, (2.52b)

tr ρ̂ =
∑
y

⟨y|ρ̂|y⟩ =
∑
j

pj = 1. (2.52c)

This subset, T(H) ⊂ B(H), is the set called trace class operators with unit trace.
The coefficients pj are the probabilities of finding our state in a basis state

|ψj⟩. As long as the state is mixed, i.e., all pj < 1, further knowledge about
the system can be gained by collecting information11. This is different from
a superposition |ψ⟩ =

∑
j pj|ϕj⟩, which simply corresponds to the pure state

ρ̂ = |ψ⟩⟨ψ|, with a probability of 1. The right measure to infer this is the purity,
defined by

P(ρ̂) = tr (ρ̂2). (2.53)

The measurement postulate can also be extended to density operators, by

ρ̂
y7→ ρ̂y =

P̂yρ̂P̂y

p(y|ρ̂)
, (2.54a)

p(y|ρ̂) = tr (P̂yρ̂). (2.54b)

Similarly the mean of an observable Ô is obtained with

⟨Ô⟩ρ̂ = tr (Ôρ̂). (2.55)

2.2.4 Open System Dynamics

To understand how an open system evolves in time, we must first understand
how to describe a coupled system. As mentioned before, an open system con-
sists of a small system coupled to a large environment. The Hilbert space of the
total system is then given by the composite system of the observed system S,
and the environment A [16]:

Htotal = HS ⊗HA. (2.56)

10 In classical probability theories, the state space has the form of a simplex, hence every state has
a unique decomposition in extreme points, c.f. [62].

11 For example, measuring the output field of an optical cavity. Here the laser light acts as an
environment which we measure.
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As the total system is a closed system, it evolves by a unitary transformation.
Thus, by Equation (2.43) the total density operator evolves as

ρ̂(t) = Ût[ρ̂S(0)⊗ ρ̂A]Û†t. (2.57)

One approach is to write down the Hamiltonian for the composite system that
generates the unitary transformation (2.57). For this, one needs to know the free
Hamiltonian of each system and the Hamiltonian that covers all interactions.
This leads to a total Hamiltonian on the composite system of the form

Ĥtotal = ĤS ⊗ 1A + 1S ⊗ ĤA + Ĥint. (2.58)

In principle, one could then describe the dynamics in (2.57). However, this ap-
proach will only be feasible if the environment’s dynamics are known. Another
approach is to consider only the observable system S and describe the evolution
of the reduced effective dynamics.

The physically suitable evolutions of this reduced state are described by a
quantum channel. A quantum channel on the space of density operators, i.e., in
the Schrödinger picture, is described by a map E : T(H) → T(H) that fulfills
the three following conditions [144, Chapter 1.4]:

1. Linearity: This is an inherent requirement of quantum mechanics. Linear-
ity means that

E(λρ̂+ σ̂) = λE(ρ̂) + E(σ̂), ∀λ ∈ C, ∀ρ̂, σ̂ ∈ T(H). (2.59)

2. Trace preserving: E has to map density operators onto density operators.
Since every element in T(H) is a linear combination of density operators
[77] we obtain by linearity

trE(ρ̂) = tr ρ̂, ∀ρ̂ ∈ T(H). (2.60)

This condition says that the quantum channel will preserve probability.
However, it can be useful to relax this condition and also allow for a
loss of normalization. Consider, for example, a photodiode that detects
a photon. In the detection process, this photon is “destroyed”, and some
probability has “left” the system. It is then convenient to introduce a set
of subnormalized states T̃(H) which contains trace class operators ρ̂ with
tr ρ̂ ⩽ 1. In this case, the evolution should map states to subnormalized
states. Our condition above then translates into c.f. [48]:

tr Ẽ(ρ̂) ⩽ tr ρ̂, ∀ρ̂ ∈ T(H). (2.61)

3. Complete positivity: The two foregoing conditions imply that E has to be
a positive map, i.e., E(ρ̂) ⩾ 0 for all ρ̂ ⩾ 0 ∈ B(H). However, in the context
of open systems, positivity is not enough. The necessary condition is that
the evolution E is completely positive, which states that E⊗ 1n ⩾ 0, for all
n ∈N0. This ensures that the evolution maps the density operator as part
of a larger system to a valid density operator.
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We can find the associated evolution in the Heisenberg picture via tr [E(ρ̂) Ô] =
tr [ρ̂E†(Ô)]. We will call E† : B(H) → B(H) the adjoint channel. It fulfills the
same conditions as the quantum channel, but condition (2.60) translates to uni-
tality (respectively (2.61) translates to subunitality):

E†(1) = 1, or Ẽ†(1) ⩽ 1.

A quantum channel E that satisfies the weaker condition of 2 is called a quantum
operation [48].

To fully characterize all quantum channels, we need the concept of partial
trace. Consider a composite system with a Hilbert space HAB = HA ⊗HB, the
partial trace trB : T(HA ⊗HB)→ T(HA) is a mapping from the composite state
space to reduced state space of HA. We say we “trace out” the system HB. By
Stinesprings theorem [112], every quantum channel can be described by

ρ̂S(t) = E(ρ̂S(0)) (2.62a)

= trA [Ût ρ̂S(0)⊗ ρ̂A Û†t] (2.62b)

= V̂t ρ̂S(0). (2.62c)

Thus, every evolution of an open system is essentially described by adding a
large system to render the system closed, evolving the system according to the
unitary transformation, and finally trace-out the added system.

We need to make further assumptions about the system-environment interac-
tion to find a closed-form solution for V̂t. The system will generally be tiny
compared to the whole environment, and the coupling is considered weak.
Therefore, the many modes are barely affected by the system and the corre-
lation time δtA will be very short. The correlation time denotes how long the
information remains in the environment before dissipating. Crudely speaking,
the environment has “forgotten” about the system after this time. Therefore, no
information about the system at earlier times will flow back into the system
later, and we can ignore the state of the environment. This approximation is the
Born-Markov approximation, rendering the system evolution itself into a Marko-
vian process. In this limit, the evolution of the quantum channel is generated
by a generator L, and the reduced state evolves with

d

dt
ρ̂S = Lρ̂ ≡ −i[Ĥ, ρ̂] +

N∑
k=1

D[L̂k]ρ̂. (2.63)

This is the Gorini-Kossakowski-Lindblad-Surdashan equation or just Lindblad equa-
tion [83, 41]. It is composed of the usual unitary evolution governed by the
Hamiltonian Ĥ and a dissipative part described by the super-operator

D[L̂k]ρ̂ = L̂kρ̂L̂
†
k −

1

2

(
ρ̂L̂kL̂

†
k + L̂kL̂

†
kρ̂
)

, (2.64)

which describes the coupling of the reservoir to the system. In most cases, the
operators L̂k12 will be proportional to modes of the surrounding thermal bath
or cavity field.

12 These operators are often called Lindblad or jump operators
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2.2.5 Generalized Measurements

Like closed systems, the theory of projective measurements is an ideal case
and is inadequate to describe the quantum measurement process. First, a real-
istic measurement apparatus will introduce classical noise to the measurement,
adding additional uncertainty to the process. Measurements of this type are
called inefficient measurements and need to be included in the measurement the-
ory. Second, a measurement will generally not always “project” the system’s
state in an eigenstate of the measured observable. Third, a direct measurement
does not always exist, and more frequently, it is the case that we perform an in-
direct measurement. In such a measurement, we couple the system to an external
bath and then monitor the system by proxy through the environment.

Let us illustrate this in an example. Consider a mechanical oscillator S and
a coherent laser field A, acting as the ancilla. The total membrane-laser system
is then described by the product Hilbert space HS ⊗HA. Assume we have
perfect knowledge about our initial ancilla state, so it is initially prepared in a
pure state ρ̂A(t0) = |α⟩⟨α|. The system and ancilla are uncorrelated because no
interaction has occurred up to this point. So, the initial state can be written as a
product space ρ̂total(t0) = ρ̂S(t0)⊗ ρ̂A(t0). After some evolution time t = t1− t0
by the unitary operator Û = exp (−Ĥtotalt), the state will be in an entangled state.
Such a state is non-separable, i.e., it can not be described as a product state. We
write ρ̂total(t1) = Ûρ̂total(t0)Û

†.
Now we measure some local observable of the ancilla Â =

∑
y y(1S ⊗ P̂y),

with some measurement output y. By the measurement postulate (2.54), we
arrive at the post-measurement state

ρ̂total
y7→ ρ̂total|y ∝ (1S ⊗ P̂y)ρ̂total(t1)(1S ⊗ P̂y) (2.65)

= |y⟩⟨y|
(
Ûρ̂total(t0)Û

†
)
|y⟩⟨y| (2.66)

=
(
⟨y|Û|α⟩ρ̂S(t0)⟨α|Û†|y⟩

)
⊗ |y⟩⟨y| (2.67)

=
(
M̂yρ̂S(t0)M̂

†
y

)
⊗ |y⟩⟨y|, (2.68)

with measurement operators M̂y = ⟨y|Û|α⟩. The normalization is given the
probability

p(y|ρ̂total(t1)) = tr
[
(1S ⊗ P̂y)ρ̂total(t1)

]
(2.69)

= tr
[
M̂yρ̂S(t0)M̂

†
y

]
(2.70)

= tr
[
M̂†yM̂yρ̂S(t0)

]
, (2.71)

and needs to fulfill∑
y

p(y|ρ̂total(t1)) = tr

[∑
y

M̂†yM̂yρ̂S(t0)

]
!
= 1, (2.72)

for all ρ̂S(t0), which implies
∑
y M̂

†
yM̂y ≡ 1. Hence, by measuring the ancilla,

we induce an effective measurement on the system, which is determined by
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Û and the initial ancilla state |α⟩. By Equation (2.68), we see that the system
and ancilla are uncorrelated after the measurement. Hence we can trace out the
ancilla and are left with the post-measurement system state

ρ̂S|y =
M̂yρ̂S(t0)M̂

†
y

p(y|ρ̂S(t0))
. (2.73)

Thus, we can reformulate the measurement postulate in terms of the measure-
ment operators

ρ̂
y7→ ρ̂y =

M̂yρ̂M̂
†
y

p(y|ρ̂)
, (2.74a)

p(y|ρ̂) = tr (M̂†yM̂yρ̂). (2.74b)

From the equation of the conditional probability, we find a Hermitian operator
Êy = M̂

†
yM̂y, which fulfills

∑
y Êy = 1. By comparison to (2.18), we see that

this is the quantum analog of the classical effect operator. In a broader sense,
any collection of operators {Êy,y ∈ Y} ⊂ B(H), with the conditions

Êy = M̂†yM̂y, (2.75)∑
y
Êy = 1. (2.76)

is a positive operator-valued measure (POVM) [48, 95].
To arrive at the most general quantum measurement theory, we must still

incorporate inefficient measurements. These can be easily incorporated in the
measurement postulate (2.74). An inefficient measurement is one in which the
observer only detects a fraction of the whole measurement signal. In that case,
a measurement result y can lead to many different system post-measurement
states, and the composed system’s post-measurement state will be in a mixture
of these different outcomes. We can incorporate this into the measurement pos-
tulate by summing over the different measurement operators associated with y.
Thus, the measurement postulate can be written as

ρ̂
y7→ ρ̂y =

∑N
n M̂n|yρ̂M̂

†
n|y

p(y|ρ̂)
, (2.77a)

p(y|ρ̂) = tr
(∑

n
M̂
†
n|y
M̂n|yρ̂

)
. (2.77b)

2.2.6 Beyond the Lindblad Equation

So far, we have not discussed the dimension of the system’s Hilbert space H.
In order to fully grasp the theory of quantum mechanics, the case of infinite
dimensional Hilbert spaces is inevitable. This case is, however, riddled with
mathematical intricacies. For example, in this case, there exist unbounded oper-
ators that are only defined on a domain, dom ⊂ H. In general, many of the
results presented in this section will not be valid for unbounded operators. For
example, the Lindblad form (2.63) of the time evolution of a quantum Markov
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system is only valid for bounded operators. In the unbounded case, there exist
cases that do not fulfill this equation [108, 73, 2, 105, 53]. It is, however, un-
clear if there exists a physical realization of such non-Lindblad evolutions. For
this thesis, we are only concerned with physical realizations, which are well
approximated by the Lindblad equation. This is maybe not surprising, as any
experiment will be energetically limited and thus can be approximated by a
finite number of states. We will, therefore, only consider the finite-dimensional
case and spare us the mathematical difficulties.

2.3 cavity optomechanics

The experimental setups considered in this thesis lie in the field of cavity op-
tomechanics, a branch of physics that studies the interaction between optical
and mechanical systems. Many phenomena therein can not be described classi-
cally, and thus a quantum description is needed. We will start with the quantum
description of light and then describe the interaction of light and matter on the
quantum level. As described in the previous section, back-action interactions
are unavoidable in quantum mechanics, leading to restrictions in the sensing
capabilities. We will comment on these in the last part of this section.

2.3.1 Quantum Optics

The common starting point for the quantization of electromagnetic fields is the
expansion into orthogonal eigenmodes. In a finite volume, such an expansion
is always possible, and the classical Hamiltonian can be found as the volume
integral over their energy density [40]

H ∝
∫ (
ϵ0E2 +

1

µo
B2
)
dV , (2.78)

where E and B are the electric and magnetic field. For the orthogonal modes,
one can rewrite this Hamiltonian in terms of independent harmonic oscillators
as

H ∝
(
p2 +ω2x2

)
, (2.79)

with the correspond canonical coordinates x and p, and the angular frequency
ω. The quantization procedure then turns these coordinates into operators and
the classical Poisson bracket {., .} into the commutator [., .], and quantization is
achieved by knowing how to quantize the harmonic oscillator.

A similar approach [132] identifies the field amplitudes of the electromag-
netic field directly with non-Hermitian operators, i.e., ak → âk and a∗k → â

†
k,

and introduces the canonical commutation relations:

[âk, â†k ′ ] = δkk ′ . (2.80)

These operators describe the energy excitations of this field and can thus be
seen as the associated quantum particle, the photon. Applied to a field state,
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the operators âk will remove or annihilate a photon in mode k of the field.
Conversely, the operators â†k create a photon in mode k. Accordingly, these
operators are called the creation and annihilation operators of the bosonic field.

Under the use of these operators, the Hamiltonian is written as

Ĥ =
∑
k

 hωk

(
â
†
kâk +

1

2

)
, (2.81)

with ωk the eigenfrequency of the mode. The combined operator â†kâk = n̂k
is a Hermitian operator, the so-called number operator, describing the number
of quanta in the mode ωk. Thus, Equation (2.81) relates the field energy to
the number of photons in all modes and the constant term associated with the
energy of the vacuum.

Consider a single mode â, we can form the corresponding (dimensionless)
quadrature operators x̂ and p̂ via

x̂ =
â+ â†

k
, p̂ = i

â† − â

k
, (2.82)

which satisfy the commutation relation

[x̂, p̂] =
2i

k2
. (2.83)

From this commutation relation follows the Heisenberg uncertainty principle

∆x̂∆p̂ ⩾
1

k4
, (2.84)

where ∆ denotes the variance. We included the constant k to cover the common
choices used in the literature. They comprise three choices, k = {1,

√
2, 2}13. The

choice of k fixes many other parameters, for example, the vacuum uncertainty
of the quadrature ∆x̂ = 1/k2. Throughout this thesis, we will choose k =

√
2.

In general, the systems in quantum optics are not made of only one or a few
optical modes. Instead, there is a large environment of many modes coupling to
the system, as described in Section 2.2.4. Assume the environment is in thermal
equilibrium, then the Lindblad equation (2.63) for this case is [37]

˙̂ρ = −
i
 h
[Ĥ, ρ̂] + κ (n̄(ωc) + 1)D[ô]ρ̂+ κ n̄(ωc)D[ô†]ρ̂, (2.85)

where n̄(ωc) =
(
e
 hωc/kBT − 1

)−1
is the average number of photons in the

environment at frequency ωc, Ĥ is the system’s Hamiltonian, and κ is the cou-
pling rate to the environment. For an optical cavity, n̄(ωc) ≈ 0, κ is the cavity
linewidth or rate of energy decay through a transmissive mirror, and the sys-
tem operator coupled to the environment is the cavity mode, i.e., ô ≡ â. The
Lindblad equation (2.85) reduces under these assumptions to

˙̂ρ = −
i
 h
[Ĥ, ρ̂] + κD[â]ρ̂, (2.86)

13 k = 1 is used in, e.g. [132, 38]; k =
√
2 is used in [10] and our own work [106]; k = 2 can be

found in [40].
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with the Hamiltonian Ĥ =  hωc(â
†â+ 1

2).
The state of the environment, in general, can be engineered to differ from

a thermal state. A typically considered case is when one of the environmental
modes is in a coherent state, as by driving the cavity with a laser. In this case,
Equation (2.86) can still be used to describe the driven system.

In many cases, we are interested in the evolution of the field modes. There-
fore, we deal with time-dependent operators, i.e., we switch to the Heisenberg
or an interaction picture. For open systems, there exists an alternative, but
equivalent, formulation to the Lindblad equation. It is the quantum analog to
the classical Langevin equation (2.7), called the quantum Langevin equation [38].
For a driven cavity mode, â, it reads

˙̂a(t) = −
(
i∆+

κ

2

)
â(t) +

√
κâin(t). (2.87)

Here, we have moved to a rotating frame at the laser frequency ωL and set the
detuning parameter ∆ = ωc −ωL. In a sense, the quantum Langevin equation
is more general than the Lindblad equation [143, 107], because of the additional
input field which was traced out to arrive at the Lindblad equation.

The input field, âin(t), is a superposition of modes from the environment
and is taken as a noise term. This superposition couples into the cavity at a
time earlier than t and obeys the commutation relation

[âin(t), â
†
in(t
′)] = δ(t− t ′). (2.88)

For times later than t, information about the cavity mode â is carried into the
environment, forming output fields âout, which satisfy the same commutation
relation as in Equation (2.88). The input and output are related to the cavity
field by the input-output relation

âin(t) + âout(t) =
√
κâ(t). (2.89)

The output field is of utmost importance because it is the only accessible field
that carries information about the internal cavity mode. The quantity of interest
is often the two-time correlation of the intracavity field â. As we argued to
arrive at the quantum Markov approximation, the input field can be seen as a
white noise process [38]. Thus,〈

âin(t), â
†
in(t
′)
〉
= ⟨âin(t)â

†
in(t
′)⟩− ⟨âin(t)⟩⟨â†in(t

′)⟩ (2.90)

= δ(t− t ′). (2.91)

Combining Equations (2.89) and (2.91), one can show c.f. [132], that the output
field satisfies〈

âout(t), â
†
out(t

′)
〉
= κ

〈
â(t), â†(t ′)

〉
, (2.92a)〈

âout(t), âout(t
′)
〉
= κT[

〈
â(t), â(t ′)

〉
], (2.92b)

where T is the time-ordering operator. Therefore, we can infer the correlations of
the intracavity modes from the measurable output fields.
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In this thesis, many estimations will be given in terms of spectral densities,
a quantity often measured in experiments. The spectral density is the Fourier
transform of the correlation function in the time domain. Thus, we introduce
Fourier-transformed operators

â(ω) =
1√
2π

∫
dt â(t)eiωt, (2.93)

â†(ω) =
1√
2π

∫
dt â†(t)eiωt (2.94)

= (â(−ω))† . (2.95)

Special care should be taken regarding the signs in front of the frequency14. The
Fourier-transformed operators fulfill the commutation relation

[â(ω), â†(ω ′)] =
√
2π δ(ω−ω ′), (2.96)

where the factor
√
2π comes from the definition of the commutator (2.88) and

the chosen convention for the pre-factor in the Fourier transform.
Assume we want to infer the noise spectral density of x̂. By the Wiener-Kinchin

theorem, the noise spectral density is given by the Fourier transform of the auto-
correlation function of the signal, i.e.,

Sxx(ω) = ⟨x̂(ω)x̂(ω)†⟩ (2.97)

=
1√
2π

∫
dτ ⟨x̂(t)x̂(t+ τ)⟩e−iωτ (2.98)

=
1√
2π

∫
dτC(τ)e−iωτ, (2.99)

(2.100)

where C is the auto-correlation function and Sxx the noise spectral density.
Since the operators, x̂(t) and x̂(t ′), do not commute and neither do their Fourier-
transformed counterparts, the order of operators will influence the spectral
density. There exist three ordering conventions. Normal ordering shuffles all an-
nihilation operators to the right of the creation operators, anti-normal ordering
does the converse. The third option is the symmetrized order, which reads

S̄xx(ω) =
1

2
(Sxx(−ω) + Sxx(ω)) (2.101)

=

∫
dτ
1

2
⟨x̂(0)x̂(τ) + x̂(τ)x̂(0)⟩ e−iωτ. (2.102)

Each of these conventions has its benefits; they lead to different variances for
the vacuum state and will lead to different quasi-probability distributions, as
we will see in Chapter 2. We choose the symmetrized version throughout this
thesis, as it is most prominent in the experimental literature.

14 From personal experience, we emphasize giving special attention to the sign in front of the
frequency.
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2.3.2 Optomechanical Interaction

To complete the optomechanical setup, we have to couple a mechanical oscil-
lator to an optical field. We start with a refresher on the quantization of the
mechanical oscillator. Afterward, we explore its interaction with light.

A damped harmonic oscillator is characterized by its resonance frequency
ωm and linewidth γm. The ratio of these quantities, Qm = ωm

γm
, describes the

rate at which energy will dissipate to the environment. A low value renders
the oscillator very “stiff”, as the kinetic energy of the movement is lost quickly
to the environment. For a high value, the oscillator is “soft” because it will
oscillate for many periods before the energy is fully dissipated. This quantity
is called the mechanical quality factor Qm. An oscillator is harmonic if the dis-
placing force acting on it fulfills F = mẌ = −kX. Together with damping γm

proportional to the velocity v = Ẋ and an additional external force F, we arrive
at the equations of motion of a classical harmonic

Ẍ+ γmẊ+ω2mX =
F(t)

m
. (2.103)

Without damping and external force (γm = 0, F = 0), we arrive at the classical
Hamiltonian

H =
mω2mX

2

2
+
P2

2m
, (2.104)

as the sum of the kinetic and potential energy. We see a close resemblance of
Hamiltonian (2.104) to the classical Hamiltonian of the electromagnetic field (2.79).
From Hamiltonian (2.104), the equations of motion are found via the Euler-
Lagrange equations and are solved with boundary conditions X(0) = X0 and
P(0) = P0:

X(t) = X0 cosωmt+
P0
mωm

sinωmt. (2.105)

As mentioned at the beginning of this section, to quantize, one can replace the
classical parameters with operators and the Poisson brackets with the commu-
tator. Following this procedure and requiring [X̂, P̂] = i h, we arrive at

Ĥ =
mω2mX̂

2

2
+
P̂2

2m
, (2.106a)

X̂(t) = X̂0 cosωmt+
P̂0
mωm

sinωmt. (2.106b)

The non-commutativity of momentum and position implies that both can not
be known simultaneously with arbitrary good precision. Consequently, as

[X̂(t), X̂(0)] =
sinωmt
mωm

[P̂0, X̂0] ̸= 0, (2.107)

there is a limit to the measurement accuracy when estimating the evolution of
the mirror position.
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X

F

Figure 2.4: Simple optomechanical setup. An external force F causes the displacement
X of a movable end mirror of an optical cavity.

For convenience, we rescale the position and momentum operators to dimen-
sionless quantities: x̂m = X̂/xZPF, p̂m = xZPFP̂/ h with the mechanical zero-point
fluctuation xZPF,

xZPF =
√

 h/mωm. (2.108)

In terms of these “new” operators, the former equations will match our defi-
nitions for the optical quadratures. The commutation relation is [x̂m, p̂m] = i.
From this, we can rewrite the Hamiltonian as

Ĥ =
1

2
 hωm

(
x̂2m + p̂2m

)
=  hωm

(
b̂†b̂+

1

2

)
, (2.109)

where b̂ is the bosonic annihilation operator associated with mechanical field
mode. It is a quasi-particle called the phonon. The equations of motion are ac-
cordingly

˙̂xm = ωmp̂m, ˙̂pm = −ωmx̂m, x̂(t) = x̂0 cosωmt+ p̂0 sinωmt. (2.110)

Now, consider a mechanical oscillator as a movable end mirror of an opti-
cal cavity, similar to the depiction in Figure 2.4. We recall that the resonance
frequency of a cavity is ωc = 2πcn/L. Thus, due to the movement of the me-
chanical oscillator, the resonance frequency will be dependent on its position X
via

ωc(X) =
2πcn

L(X)
=
2πcn

L+X
=
2πcn

L

1

1+ X
L

(2.111)

= ωc

(
1+

X

L
+O

(
X

L

)2)
(2.112)

≈ ωc +
ωc

L
X, (2.113)

assuming a small displacement. This approximation introduces an additional
term in the optomechanical Hamiltonian. Using the dimensionless position
operator x̂m and a coupling parameter g0, the optomechanical Hamiltonian
reads15

Ĥ =  hωc(1+ g0x̂m)â†â+  hωmb̂
†b̂. (2.114)

15 We have dropped the vacuum energy term as it is irrelevant to the equations of motion.
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This leads to the radiation pressure interaction Hamiltonian [82]

Ĥrp =  hg0x̂mâ
†â (2.115)

with the single-photon coupling strength g0 defined by

g0 =
ωc

L
xZPF. (2.116)

The radiation pressure Hamiltonian exhibits non-linear coupling between the
cavity modes and the mechanical motion; we turn to a linearized regime. The
complete Hamiltonian is given by

Ĥ =  hωcâ
†â+  hωmb̂

†b̂+  hg0x̂mâ
†â+ i hα

(
â†e−ωLt − âeiωLt

)
. (2.117)

We added a driving field with laser frequency ωL and field intensity |α| =√
PLκc/ hωL with a laser power PL and the cavity linewidth κc. Moving to an

interaction frame via the unitary transformation Û(t) = eiωLâ
†ât renders the

Hamiltonian time invariant

Ĥ =  h∆câ
†â+  hωmb̂

†b̂+  hg0x̂mâ
†â+ i hα

(
â† − â

)
, (2.118)

where ∆c = ωc −ωL as in our example of a driven empty cavity. We can
now linearize the radiation pressure Hamiltonian by splitting the cavity field
â → α+ δâ with α a static part and δâ a fluctuation term. Plugin this into the
radiation pressure term, we get

Ĥrp =  hg0(α+ δâ)†(α+ δâ)x̂m (2.119)

=  hg0x̂m

(
|α|2 + (αδâ† +αδâ) +O(δâ2)

)
. (2.120)

Assume now the cavity field is very strong, i.e., α≫ δâ so that the contributions
O(δâ2) can be neglected. The static term |α|2 can be eliminated by static length
stabilization, and hence the radiation pressure Hamiltonian becomes

Ĥrp =  hαg0x̂m

(
â† + â

)
(2.121)

=  h
g

2

(
â†b̂+ âb̂†

)
+  h

g

2

(
âb̂+ â†b̂†

)
. (2.122)

Here, we set δâ→ â and introduced the cavity-enhanced coupling strength g as

g =
√
2αg0 =

√
2α
ωc

L
xZPF =

√
2α
ωc

L

√
1

mωm
. (2.123)

We recognize that the radiation pressure splits into two terms in the linearized
regime. The first term annihilates a cavity photon while creating a phonon, and
vice versa; it acts like a beam-splitter. The second term has a parametric effect.
At the same time, a phonon and photon are created or annihilated; it acts like
a squeezing operator.
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2.3.3 The Standard Quantum Limit

The existence of the radiation pressure interaction may become problematic if
one is to observe the displacement of the mechanical oscillator. We consider the
setup in Figure 2.4 to quantify its effect on the measurement precision. A cavity
mirror moving due to subject to an external force F and radiation pressure noise.
The force consists of a signal Fsig we want to measure and some Brownian ther-
mal noise fth. We will refer to this setup as an optomechanical sensor (OMS). With
the linearized Hamiltonian, we can derive the quantum Langevin equations
without detuning:

˙̂xm = ωmp̂m, (2.124a)
˙̂pm = −ωmx̂m − γmp̂m − gx̂c +

√
γm F, (2.124b)

˙̂xc = −
κc

2
x̂c +

√
κcx

in
c , (2.124c)

˙̂pc = −
κc

2
p̂c − gx̂m +

√
κcp̂

in
c . (2.124d)

In these equations we scaled the force F → F/
√

 hmγmωm, with dimension√
Hz. The scaled thermal noise satisfies ⟨fth(t)fth(t

′)⟩ = nthδ(t − t
′)16 with

nth = kBT/ hωm the average phonon number of the mechanical oscillator. The
Langevin equations form a system of linear differential equations, which can
be easily solved in the Fourier space where differentiation is just multiplication.
Together with the input-output relations (2.89), the output quadratures become

x̂out
c = eiϕx̂in

c , (2.125a)

p̂out
c = eiϕp̂in

c − χmg
2κcχ

2
c x̂

in
c + χm

√
κomgχom

√
γm F, (2.125b)

with

eiϕ =
κc/2− iω

κc/2+ iω
, χc =

1

iω+ κc/2
, χm =

ωm

ω2 −ω2m − iγmω
. (2.126)

We see the force signal F is contained in the output phase quadrature p̂out
c ,

but so is the term proportional to the radiation pressure x̂in
c . The force can be

estimated to be

F̂ =
p̂out

c√
γmχmg

√
κcχc

= Fsig + fth +
eiϕ

√
γmχmg

√
κcχc

p̂in
c −

g
√
κcχc√
γm

x̂in
c . (2.127)

Thus, the force signal is masked by the thermal noise and added phase and
amplitude quadrature terms. The sensitivity of the force measurement in the
phase quadrature can be quantified by the spectral density of these added terms.
We get

Sout
FF =

kBT
 hωm

+
∆p̂in

c
2Gγm|χm|2

+
G

2γm
∆x̂in

c , (2.128)

16 Technically only correct in the high temperature limit.
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with a frequency-dependent measurement strength G = κc|χc|
2g2. The thermal

noise adds a flat background to our measurement sensitivity. We will assume
that either our sensor is efficiently cooled, i.e., kBT → 0, or the back-action is
large enough to be visible in the measurements. The measurement strength G
is directly proportional to the input power because of the definition of g ∝ α.
Increasing the measurement strength will increase the third term ∝ ∆x̂in

c ; this is
the radiation pressure or back-action part. Reducing the measurement strength
increases the second term ∝ ∆p̂in

c ; this is the shot noise or measurement im-
precision part. Due to the inversely proportional terms, there exists an optimal
value for G that minimizes this trade-off17. The optimal measurement strength

GSQL(ω) =
1

|χm(ω)|
(2.129)

reduces the noise spectral density to an achievable level of

SSQL
FF (ω) =

1

γm|χm(ω)|
. (2.130)

This lower bound is called the standard quantum limit (SQL) of force sensing
[24, 10, 29]. A similar calculation can be made for a position measurement by
setting x0m = χm

√
γm F and arrives at a lower bound SSQL

xmxm
(ω) = |χm(ω)|. Both

position and force spectral densities and SQLs are plotted in Figure 2.5
Albeit posing a lower bound, the SQL is not a fundamental limit. Since its

discovery, many ideas have been proposed to overcome this bound. We will
discuss some of these ideas under the umbrella term back-action evading tech-
niques in more detail in Chapter 4.

17 Due to the frequency dependence of G, the optimal power has to be found for every frequency.
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Figure 2.5: Spectral densities for measurements of an optomechanical sensor. Due to the
normalization, given in arbitrary units. Top row: Sensitivity for position measurement.
Bottom row: Sensitivity for force measurement. Left column: Noise spectral density
for a fixed frequency over the measurement strength G. Chosen frequencies are ωn =

{10−1ωm,ωm, 10ωm, 102ωm, 103ωm}. The lowest achieved noise levels are at GSQL for
both position and force measurement. This lower bound is the standard quantum limit,
SSQL
FF and SSQL

xx respectively. Right column: Noise spectral density over the frequency with
measurement strength fixed to GSQL(ωn). Choosing the optimal measurement strength
for all frequencies results in the red curve, which is the SQL. Plotted for a mechanical
resonator with quality factor Qm = 1000





3
C O N T I N U O U S M E A S U R E M E N T A N D Q U A N T U M
S M O O T H I N G

This chapter discusses how quantum states can be estimated from continuous
measurements. In Section 3.1, we introduce the Stochastic Master Equation of
a monitored quantum system and the corresponding adjoint equation for the
effect operator. Our discussion will be of similar rigor as Chapter 2, focusing on
building intuition rather than mathematical precision. In Section 3.2, we apply
the Stochastic Master Equation to the important class of linear Gaussian quan-
tum systems. Due to their analogy to classical systems, the estimation problem
will essentially reduce to a classical filter problem. We introduce two filter types
as a solution; the Kalman and Wiener filter. In Section 3.3, we revise the field
of Quantum Smoothing. We will introduce a simple optomechanical setup and
discuss the performance of the Kalman and Wiener filter in terms of smoothing
estimates in the quantum case.

3.1 stochastic master equations

In this section, we want to introduce the concepts of prediction and retrodiction
to quantum systems. As seen in Chapter 2, any measurement in quantum me-
chanics will inadvertently affect the measured system and is inherently random.
This randomness will be passed on to the system’s dynamics by conditioning
the evolution. Therefore, an in-depth discussion requires quantum stochastic
calculus as in [143]. Pioneered by Belavkin [5] and Hudson and Parthasarathy
[55], it is a generalization of classical stochastic calculus.

Our introduction will be rudimentary. We refer to [143, 59, 60, 30] for more
details on the derivation of the stochastic master equation (SME). We find a combi-
nation of the texts above and the work of Lammers [76] especially helpful.

3.1.1 Conditional States

We start in the Schrödinger picture. The generic setup we consider here is a
system S, weakly coupled to possibly multiple ancillae Ak. Here, we restrict
ourselves to a specific class of quantum measurements called monitoring. These
are Gaussian time-continuous measurements, with homodyne detection as an

33
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example; see Appendix A.2. The SME for a quantum system, subjected to moni-
toring of the observables ôk, is [76, 102]

dρ̂c(t) = −
i
 h
[Ĥ, ρ̂c(t)]dt+

∑
k

D[ôk]ρ̂c(t)dt

+
∑
k

√
ηkH[ôk]ρ̂c(t)dWk(t),

(3.1)

with the Wiener increment dWk(t), and the dissipation and measurement super-
operators

D[ôk]ρ̂ = ôkρ̂ô
†
k −

1

2

(
ô
†
kôk ρ̂+ ρ̂ ô

†
kôk

)
, (3.2)

H[ôk]ρ̂ =
(
ôk − ⟨ôk⟩ρ̂

)
ρ̂+ ρ̂

(
ôk − ⟨ôk⟩ρ̂

)
. (3.3)

The measurement super-operator H describes the conditioning upon the mea-
surement outcomes of the k-th measurement channel, with an efficiency ηk.
Additionally, we can define the increment of the measurement outcomes Yk,

dYk(t) = ⟨ôk + ô†k⟩ρ̂ dt+ dWk(t). (3.4)

We see the conditional state ρ̂c by the measurement outcomes through the
Wiener increments dWk.

Without detection, i.e., ηk = 0 or by averaging over all possible noise pro-
cesses dWk, we retrieve

dρ̂ = −
i
 h
[Ĥ, ρ̂]dt+

∑
k

D[ôk]ρ̂dt, (3.5)

with ρ̂ = E[ρ̂c] the ensemble average of the possible conditional states. Thus,
without recording, the back-action of the measurement is fully described by
the dissipator terms D[ôk]. Equation (3.5) is essentially the Lindblad equation
(2.63) for an open system. Therefore, we can interpret an open system as a
system monitored by the environment. As the “measurement record” of the
environment is inaccessible, we retrieve the unconditional evolution.

The homodyne detection efficiency and the homodyne angle θ can also be
cast directly in the measurement term by defining measurement operators
Ĉk :=

√
ηke

iθôk. Reintroducing the notion of Lindblad operators L̂k = ôk,
we arrive at a more general form of the SME,

dρ̂c(t) = −
i
 h
[Ĥ, ρ̂c(t)]dt+

nL∑
j

D[L̂j]ρ̂c(t)dt

+

nC∑
k

H[Ĉk]ρ̂c(t)dWk(t).

(3.6)

Here, nL is the number of ancillae that couple to the system via Lindblad op-
erators L̂j and nC is the number of measurement channels denoted by the
measurement operators Ĉk.
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For a general derivation of the SME, the measurement and jump operators do
not have a direct one-to-one correspondence as in our quantum optical setup.
However, it still holds that [143]

nL∑
j

L̂
†
j L̂j −

nC∑
k

Ĉ
†
kĈk ⩾ 0 (3.7)

is fulfilled. This relation holds because any information recorded by our mea-
surement device needs to leak out of the system first.

3.1.2 Conditional Effects

In the classical case, we saw that the retrodiction is governed by an effect opera-
tor, which also naturally emerged in our discussion of quantum measurements.
Similar to the classical case in Equation (2.39), we will construct the equations
for retrodiction by an adjoint evolution. As discussed in 2.2.4, the time evolution
of an open quantum system is governed by the notion of a quantum channel.
Under the influence of the measurement, we can generalize this notion once
more.

The time evolution of an open quantum system under monitoring is de-
scribed by conditional quantum channels Et0,T |y, also called quantum instruments
[48, 144]. It describes the evolution of the quantum state conditioned upon
the measurement outcome y. As a consequence it produces a conditional state
ρ̂y(T) = Et0,T |y[ρ̂(t0)]. Moving forward, we will consider conditional quantum
operations, i.e., trace non-increasing channels as defined in Equation (2.61). The
important feature of quantum instruments is that it yields

p(y|ρ̂(T)) = tr
(
Ẽt0,T |y[ρ̂(t0)]

)
, (3.8)

which is the conditional probability that the measurement y occurred given the
initial state ρ̂(t0). Thus, by the measurement postulate (2.77), we can connect
the conditional channel to the measurement operators M̂y as

Ẽt0,T |y[Ô] =
∑
n

M̂
†
n|y
ÔM̂n|y, (3.9)

this result is Kraus theorem [95] and the decomposition above is the Kraus decom-
position of a quantum channel. As a reminder, the measurement operators are
connected to the POVM measurements, as Êy = M̂†yM̂y.

Consider the case of a continuously monitored system S. Its evolution from
t0 to T is governed by the quantum instrument Ẽt0,T |Y conditioned on the mea-
surement record Y := {Y(s), t0 ⩽ s ⩽ T }, as

˜̂ρY(T) = Ẽt0,T |Y[ρ̂(t0)]. (3.10)

The conditional state ˜̂ρY1 is the solution to a SME with initial conditions ρ̂(t0),
which we obtained by integrating over the particular measurement record Y.

1 Note, the tilde denotes that this state is un-normalized because we used the trace non-increasing
channels.
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Suppose now, we perform a POVM measurement {Êx|x ∈ X} on the state ρ̂Y(T)
with an effect operator Êx and outcome set X. The conditional probability of
receiving the outcome x is then

p(x|Y, ρ̂(t0)) = tr
(
Êxρ̂Y(T)

)
=

tr
(
Êx ˜̂ρY(T)

)
p(Y|ρ̂(t0))

. (3.11)

We can rewrite the left-hand side as

p(x|Y, ρ̂(T)) =
p(x,Y|ρ̂(t))
p(Y|ρ̂(t0))

, (3.12)

and thus together with Equation (3.11) we find

p(x,Y|ρ̂(t0)) = tr
(
Êx ˜̂ρY(T)

)
. (3.13)

The joint probability of obtaining the result x and the measurement record Y is
given by a POVM measurement on the conditional state. Using this expression
and the definition of the conditional channel (3.8), we can derive the adjoint
channel via the associative law

p(x,Y|ρ̂(t0)) = tr
(
Êx Ẽt0,T |Y[ρ̂(t0)]

)
(3.14a)

= tr
(
Ẽ
†
t0,T |Y[Êx] ρ̂(t0)

)
. (3.14b)

Thus, analogous to the conditional state, we can define a conditional effect
operator

Êx,Y(t0) := Ẽ
†
t0,T |Y[Êx], (3.15)

which acts as an effective POVM on the initial state ρ̂(t0). Based on the measure-
ment record Y, it is propagated backward in time from T to t0.

Starting from the trace non-increasing channels, the corresponding adjoint
channel is sub-unital. This allows us to retrodict a trivial POVM element Ê(T) =
1 and still derive a non-trivial effective POVM at time t0 [76]. We find

ÊY := Ẽt0,T |Y[1] (3.16)

which depends purely on the measurement record Y. Therefore, we can under-
stand the continuous observation of a quantum system as an effective instan-
taneous POVM measurement on the initial state. This interpretation of retrod-
iction as an instantaneous POVM measurement was examined extensively by
Lammers [76] and yields a nice application for the verification of previously
prepared quantum states. We will comment on this more in Section 3.3.

The considerations above are readily extended to a similar situation as the
classical smoothing problem. Assume we monitored a system from t0 to T and
produced a measurement record Y := {Y(s), t0 ⩽ s ⩽ T } in the process. This
record can then be split around a time τ at which we want to verify the state
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ρ̂τ. We refer to the measurement record before τ as
−→
Y and the record after τ as←−

Y 2. From Equation (3.14) we can write

tr
(
Ê(T) ˜̂ρY(T)

)
= tr

(
ÊY(t0)ρ̂(t0)

)
(3.17)

= tr
(
Ê←−

Y
(τ) ˜̂ρ−→

Y
(τ)
)

. (3.18)

The first line does not depend on the estimation time τ. Similarly to Equation
(2.36), we can derive the master equation for the conditional effect operator Ê
as the adjoint of the master equation for the unnormalized conditional state ˜̂ρ.
For a derivation, we refer to [76]. The solutions are

dρ̃c(t) = −
i
 h
[Ĥ, ˜̂ρc(t)]dt+

nL∑
j

D[L̂j] ρ̃c(t)dt

+

nC∑
k

(
Ĉk ˜̂ρc(t) + ˜̂ρc(t)Ĉ

†
k

)
dYk(t),

(3.19)

for the state and

−dÊ(t) =
i
 h
[Ĥ, Ê(t)]dt+

nL∑
j

D†[L̂j] Ê(t)dt

+

nC∑
k

(
Ĉ
†
kÊ(t) + Ê(t)Ĉk

)
dYk(t)

(3.20)

for the effect operator. We note that Equation (3.20) is not simply the adjoint
equation to Equation (3.19), but also a stochastic backward Itô equation3.

3.2 linear gaussian quantum systems

We now introduce a particular class of quantum systems, the linear Gaussian
quantum systems. Those systems are particularly interesting to us because the
building blocks of quantum optomechanics, namely harmonic oscillators, are
linear systems. Additionally, we saw in Section 2.3.2 that the mechanical and
optical oscillator coupling via radiation pressure is readily linearized. This lin-
earized regime is adequate for all experimental considerations in this thesis.
Gaussian states are ubiquitous in linear systems as they remain Gaussian un-
der linear evolution. In fact, it was shown in [76] that stable linear dynamics will
“Gaussify” any initial state given enough time. The structure of linear Gaussian
systems is closely related to those classical systems considered in Section 2.1,
with some fundamental differences due to quantum mechanical constraints.
Thus, many observations in this section can be seen as direct quantum mechan-
ical extensions of the classical results presented in Chapter 2.

2 We use the same arrow notation as in Section 2.1.4.
3 See Appendix A.1 for details.
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3.2.1 Phase Space Representation

When working with Gaussian states, it is advantageous to use the quadrature
operators introduced in Equations (2.82). The underlying operator space is the
phase space, in analogy to the space of canonical operators in Hamiltonian
mechanics. We will first recall some aspects and related concepts of the quan-
tum phase space. Moving to a system of n modes, with 2n associated canonical
quadrature operators x̂ = (x̂j)j=1,...,2n. From the canonical commutation rela-
tion (2.83) for the x̂j

[x̂j, x̂k] := iσjk, (3.21)

we find a skew-symmetric symplectic matrix σ ∈ R2n×2n. In our case, we
choose

x̂ = (x̂1, p̂1, ..., x̂n, p̂n)⊤, (3.22)

which implies

σ =

n⊕
k=1

(
0 1

−1 0

)
. (3.23)

The commutation relation (3.21) implies that the underlying Hilbert space H

is infinite-dimensional and the operators x̂j are unbounded. This statement is
formal; as mentioned in Section 2.2.6, we will not deal with unbounded opera-
tors and infinite dimensions. However, a natural way to overcome this problem
is by introducing a family of bounded operators. These are the displacement
operators4

D̂(α) ≡ D̂α = eiα
⊤·σ·x̂, for α ∈ R2n; and D̂0 = 1. (3.24)

Hence, for our choice of σ and α = (x1,p1, ..., xn,pn)⊤ the displacement opera-
tors are written explicitly as

D̂α = exp

(
i

n∑
k

(xkp̂k − pkx̂k)

)
. (3.25)

By the commutation relation (3.21) the displacement operators satisfy the rela-
tions5

D̂αD̂β = e−
i
2α
⊤·σ·β D̂α+β and (3.26a)

D̂αD̂β = e−iα
⊤·σ·β D̂βD̂α (3.26b)

We note that the family of displacement operators is unitary and the inverse is

D̂†α = D̂−α. (3.27)

4 In the more mathematically inclined literature displacement operators are called Weyl operators
The collection of these are in turn called a Weyl system [107].

5 Also known as the Weyl relations.
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This is in line with the notion of a displacement operator. If the operator D̂α

“displaces” an operator in phase space by a value of |α|, its inverse should undo
this displacement.

The displacement operators implement a generalized form of the Fourier
transform and thus establish an equivalence between operators on a Hilbert
space to complex functions on phase space. This equivalence makes the phase
space representation especially appealing. A density operator ρ̂ is connected to
a complex-valued function χρ̂(α) on phase space via the Fourier-Weyl transform
as

ρ̂ =
1

(2π)n

∫
d2nαχρ̂(α)D̂−α, (3.28a)

χρ̂(α) = tr
(
D̂αρ̂

)
. (3.28b)

In this sense, the pair ρ̂ and χρ̂ constitute a quantum Fourier transform by a
quantum version of the Parseval relation [52].

The function χρ̂ is called the characteristic function corresponding to the den-
sity operator ρ̂. The name “characteristic function” is due to its analogy to clas-
sical probabilistic theory. In the classical case, the characteristic function is the
Fourier transform of the probability distribution p. With this in mind, we can
take the classical inverse Fourier transform and arrive at the quantum analog
of the classical probability distribution. The result of this is the Wigner function
[139] Wρ̂ of ρ̂,

Wρ̂(α) =
1

(2π)2n

∫
d2nβeiα

⊤·σβ χρ̂(β). (3.29)

An equivalent and helpful definition of the Wigner function is given in terms
of the Hermitian parity operator P̂. For n modes, it is the n-fold tensor product
of a single-mode parity operator operator6, and thus P̂ x̂k P̂ = −x̂k. The Wigner
function is given in terms of expectations values of this operator [44]:

Wρ̂(α) =
1

π
tr
(
ρ̂D̂α P̂D̂−α

)
. (3.30)

The Wigner function plays the role of a quasi probability distribution7 on phase
space. In fact, it is normalized (

∫
Wρ̂(α)d

2nα = tr(ρ̂) = 1) and its marginal
distribution with respect to x and p returns the usual position and momentum
probability distributions. However, the Wigner function can take on negative
values because the parity operator is not positive.

If we have two Wigner function Wρ̂(α) and Wô(α), corresponding to the two
operators ρ̂ and ô then

tr (ρ̂ ô) = (2π)n
∫
Wρ̂(α)Wô(α)d

2nα. (3.31)

6 This operator flips the sign of a single degree of freedom.
7 There exist other quasi probability distributions, the P- and Q-function. They are connected

to the chosen operator ordering discussed in Section 2.3.1. For the symmetrized ordering, one
arrives at the Wigner function.
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Thus, the trace of an operator product translates to an overlap integral of the
corresponding Wigner functions in phase space.

This leaves us with two equivalent descriptions of a quantum state. First as
a Wigner function by a quasi-probability distribution on phase space and sec-
ond as a quantum characteristic function. Similar to the classical characteristic
function, the quantum analog translates its derivative to the moments of the cor-
responding field operators. In particular, the first moments (the means) and the
second moments (the covariance) are derived in terms of the field operators as

−i
∂

∂αk
χρ̂(α)

∣∣∣∣
α=0

= tr (ρ̂ x̂k) = ⟨x̂k⟩ρ̂, (3.32a)

−
∂2

∂αk∂αl
χρ̂(α)

∣∣∣∣
α=0

=
1

2
σkl + tr (ρ̂ x̂kx̂l) =

1

2
tr (ρ̂ {x̂k, x̂l}+) , (3.32b)

where we introduced the anti-commutator {x̂k, x̂l}+ = x̂kx̂l + x̂lx̂k. From these
moments, we derive the covariance matrix V by

Vkl =
1

2
tr
(
ρ̂ {(x̂k − ⟨x̂k⟩ρ̂), (x̂l − ⟨x̂l⟩ρ̂)}+

)
(3.33)

=
1

2
tr (ρ̂ {x̂k, x̂l}+) − ⟨x̂k⟩ρ̂ ⟨x̂l⟩ρ̂ (3.34)

By the commutation relation (3.21), we find this is equivalent to

tr
(
ρ̂ (x̂k − ⟨x̂k⟩ρ̂)(x̂l − ⟨x̂l⟩ρ̂)

)
= Vkl + iσkl. (3.35)

We note that V + iσ ⩾ 0 and by complex conjugation V − iσ ⩾ 0. This implies

V ⩾ iσ, (3.36)

which is Heisenberg’s uncertainty principle represented in phase space.

3.2.2 Gaussian States

A Gaussian quantum state [107, 134, 99] is a quantum state ρ̂(t)8 whose char-
acteristic function, or equivalent Wigner function, has the shape of a classical
Gaussian function, i.e.,

χρ̂(α, t) = exp
(
iα⊤σ⊤xρ̂(t) −

1

2
α⊤σ⊤Vρ̂(t)σα

)
. (3.37)

Here, we defined xρ̂ = (⟨x̂1⟩ρ̂, ..., ⟨x̂n⟩ρ̂)⊤ the displacement vector and Vρ̂ the
covariance matrix of the state ρ̂. Hence, completely analogous to classical Gaus-
sian states, a Gaussian quantum state is completely determined by its first
and second moments. We obtain the corresponding Wigner function by inverse
Fourier transformation of (3.37):

Wρ̂(α, t) =
exp

(
−12(α− xρ̂(t))⊤ V−1

ρ̂ (t) (α− xρ̂(t)
)

πn
√

det(Vρ̂(t))
. (3.38)

8 For the following two definitions, we will write out the time dependence explicitly. It is not
needed for many of the following discussions and will be dropped in the notation. When explic-
itly needed, the time dependence will be reintroduced.
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Figure 3.1: Plot of important Wigner functions in phase space. Dashed outlines cor-
respond to the standard deviation of a given covariance matrix. The vacuum state
(red) and coherent state (purple) have a variance of 1/2. A squeezed state (blue) with
reduced variance in x̂ quadrature and increased variance in p̂. All states are encom-
passed in a centered thermal state (yellow) with standard deviation

√
n̄+ 1/2 in both

quadratures for an average thermal occupation n̄.

Through these identifications, we can translate the purity of a state in Equa-
tion (2.53) to [107]

P(ρ̂) = tr
(
ρ̂2
)
= 1/

√
det(2Vρ̂) = 1/

(
2n
√

det(Vρ̂)
)

. (3.39)

Thus, for a Gaussian state, the purity is determined by its covariance matrix V .
As the purity of a must be P ⩽ 1, it is implied that det

(
Vρ̂
)
⩾ 1/2n, which

is again a consequence of Heisenberg’s uncertainty principle. A single-mode
Gaussian state is thus pure if its covariance obeys det(Vρ̂) = 1/2. Single-mode
Gaussian states can be nicely depicted as the contour of its Wigner function.
The most common Gaussian states are coherent, squeezed, and thermal. We
introduce these states in the single-mode case of a simple harmonic oscillator
and depict them in Figure 3.1.

Coherent states are pure Gaussian states with variance V = 1
2 · 1 and an

arbitrary displacement vector xρ̂. Their characteristic function is given by

χρ̂(α) = exp
(
−
1

4
α2 + iα⊤xρ̂

)
. (3.40)

Thus, as pure states, the coherent states correspond to a vector |α⟩ ∈ H and are
generated by the displacement operator acting on the vacuum state

|α⟩ = D̂α|0⟩. (3.41)
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A thermal state ρ̂ is a mixed state. For a Gaussian mixed state, we can write
the covariance matrix as a sum V = Vpure +Vnoise of a pure state ρ̂pure and some
arbitrary Gaussian noise profile. As a result of this decomposition, we can write
the characteristic function as

χρ̂(α) = χpure(α) exp
(
−α⊤σ⊤Vnoiseσα/2

)
. (3.42)

Transforming the characteristic function back to the density operator, we find
the resulting ρ̂ as a convolution of the pure state ρ̂pure and the Gaussian noise
function [136]:

ρ̂ =

∫
dα exp

(
−α⊤σ⊤Vnoiseσα/2

)
D̂αρ̂pureD̂−α. (3.43)

Therefore, a thermal state ρ̂th with covariance matrix Vth = (n̄ + 1/2) · 1 is
a coherent state convolved with a Gaussian profile with covariance matrix
Vnoise = n̄ · 1:

ρ̂th =

∫
dβ exp

(
−
1

2
β2n̄−1

)
D̂β|α⟩⟨α|D̂−β. (3.44)

Contrary to coherent and thermal states, a squeezed state has one of its
variances reduced, and its other variance increased accordingly. For a pure
squeezed state, this implies that one variance will be < 1

2 , i.e., below Heisen-
berg’s uncertainty limit. Generally, this reduction of one variance need not be
along one of the phase space basis vectors but can be applied to an arbitrar-
ily rotated field operator. For a pure single-mode squeezed state, we find its
covariance matrix as

Vsqz =
1

2
R(θ)⊤

(
e2r 0

0 e−2r

)
R(θ), (3.45)

where the squeezing parameter r describes the deformation of a circle to the
squeezing ellipse, and R(θ) is a rotation matrix with respect to the phase space
basis.

3.2.3 Gaussian Effect Operators

Our discussion above is not limited to trace-class operators but remains valid
for arbitrary Gaussian operators. The measurement scope we consider is re-
stricted to monitoring, so it is natural only to consider Gaussian effect operators
Ê. As for Gaussian states, Lammers [76] showed that under stable backward dy-
namics, any effect operators will retrodict to a Gaussian effect operator.

Gaussian POVMs are defined similarly to Gaussian states and are fully deter-
mined by their means and covariance matrix. We find

⟨x̂k⟩Ê :=
tr
(
x̂k Ê

)
tr
(
Ê
) , (3.46)

V Êkl =
1

2
tr
(
Ê {(x̂k − ⟨x̂k⟩Ê), (x̂l − ⟨x̂l⟩Ê}+

)
. (3.47)
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The corresponding characteristic function in phase space is given by

χÊ(α, t) = exp
(
iα⊤σ⊤xÊ(t) −

1

2
α⊤σ⊤VÊ(t)σα

)
. (3.48)

Our observations for Gaussian states can be translated to the Gaussian POVMs
but are now interpreted in terms of measurements. Consider, for example, the
situation in Equation (3.14). We have prepared a state ρ̂(t0) at some initial time
t0, which we want to verify by a continuous measurement. The prepared state
and the conditional effect operator are assumed to be Gaussian, hence taking
the form of Gaussian Wigner functions. The operator product is then given
by Equation (3.31) as the overlap integral of the Wigner functions. In turn, if
we prepared a squeezed state but the measurement corresponds to a thermal
effect operator, the features of the squeezed state will be “smeared out” and can
not be verified. In this sense, the variance and corresponding purity of the effect
operator give a measure of which states can be verified by a given measurement
procedure.

3.2.4 Linear Systems and the Kalman Filter

Linear systems are those that follow linear Heisenberg equations of motion.
The dynamics considered by us are governed by the SME (3.1). For this, the
governing Hamiltonian is at most quadratic in the system’s operators, while the
measurement and Lindblad terms are only linear. We recast the Hamiltonian as

Ĥ =
1

2
x̂⊤Hx̂, (3.49)

with H ∈ R2n×2n a real-valued symmetric matrix, known as the Hamiltonian
matrix [107]. We neglected possible linear and constant terms in the Hamilto-
nian (3.49), as no such term is present in the linearized optomechanical system
in Section 2.3 and can always be absorbed by redefining the canonical operators
x̂. The linear Lindblad operators are written as

L̂ = Λ x̂, (3.50)

Λ†Λ = ∆+ iΩ, (3.51)

with the complex matrix Λ ∈ CnL×2n and real matrices ∆,Ω ∈ R2n×2n. Simi-
larly, the linear measurement operators can be written as

Ĉ = (A+ iB)x̂, (3.52)

with A,B ∈ Rnc×2n.
In this linear regime, the evolution of the means and covariance of a Gaussian

state is governed by the following equations [76, 143, 148]:

dxρ̂(t) =Mxρ̂(t)dt+
(
2Vρ̂(t)A

⊤ − σB⊤
)
dW(t) (3.53a)

V̇ρ̂(t) =MVρ̂(t) + Vρ̂M
⊤ + σ∆σ⊤

−
(
2Vρ̂(t)A

⊤ − σB⊤
)(
2Vρ̂(t)A

⊤ − σB⊤
)⊤

,
(3.53b)
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Figure 3.2: Evolution of a conditional state. The random propagation of its mean is
revealed through the measurement process. The conditional variance gives the remain-
ing uncertainty about the state (blue ellipse). Averaging over many of these trajectories
would yield the unconditional variance (yellow circle).

with the drift matrix M := σ(H+Ω). The Wiener increments are related to the
homodyne current via dY(t) = 2Axρ̂(t)dt + dW(t). We retrieve the uncondi-
tional open system dynamics without measurement, corresponding to A,B→ 0.
In this case, the moments evolve according to the Hamiltonian and the diffu-
sion and dissipation induced by the Lindblad terms ∆,Ω. Under conditional
dynamics, the means evolve according to a white noise process W and the addi-
tional measurement terms in the evolution of the variance will reduce it below
the unconditional level, see Figure 3.2.

Under similar considerations, the evolution of a Gaussian effect operator is
governed by similar equations [76, 148]:

−dxÊ(t) = −MxÊ(t)dt+
(
2VÊ(t)A

⊤ + σB⊤
)
dW(t) (3.54a)

−V̇Ê(t) = −MVÊ(t) − VÊM
⊤ + σ∆σ⊤

−
(
2VÊ(t)A

⊤ + σB⊤
)(
2VÊ(t)A

⊤ + σB⊤
)⊤

.
(3.54b)
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This shows the close resemblance of the linear Gaussian quantum systems
to the classical stochastic systems discussed in Section 2.1.4. By the following
comparison

Acl =M = σ(H+Ω), (3.55a)

Ccl = 2A, (3.55b)

Dcl = σ∆σ
⊤, (3.55c)

Γ⊤cl = −σB⊤, (3.55d)

we see that Equations (3.53) and (3.54) are essentially the classical forward and
backward Kalman filter equations (2.33) and (2.40)9.

Even though we can map linear Gaussian quantum systems to their classical
counterpart, there are still differences to the pure classical case. In the quantum
case, the drift and diffusion matrices depend on the Lindblad operators via ∆
and Ω. Thus, they can not be described independently from one another, or
the diffusion process of the environment will also induce a drive on the system.
Also, once the measurement operator includes an “imaginary” part B, there is
always a cross-correlation between the system and measurement noises.

Suppose the measurement process has prolonged for a long enough time10,
the second moments will become stationary, i.e., time-independent. Consequently,
the differential equations (3.53b) and (3.54b) turn into algebraic equations un-
der V̇ = 0. Reintroducing the homodyne current, the quantum Kalman equa-
tions (3.53) can be rewritten [76]:

dxρ̂(t) = M̃ρ̂(t)xρ̂(t)dt+
(
2Vρ̂(t)A

⊤ − σB⊤
)
dY(t) (3.56a)

V̇ρ̂(t) = M̃ρ̂(t)Vρ̂(t) + Vρ̂M̃
⊤
ρ̂ (t) + σ∆̃σ

⊤

+ 4Vρ̂(t)A
⊤AVρ̂(t),

(3.56b)

where M̃ρ̂(t) = M+ 2σB⊤A− 4Vρ̂(t)A
⊤A and ∆̃ = ∆− B⊤B. Thus, returning

to the stationary case, it is implied

0 = M̃ss
ρ̂V

ss
ρ̂ + Vss

ρ̂ M̃
ss
ρ̂ + σ∆̃σ⊤ + 4Vss

ρ̂ A
⊤AVss

ρ̂ . (3.57)

Here, the matrices Vss
ρ̂ and M̃ss

ρ̂ are corresponding time-independent steady
state matrices to Vρ̂(t) and M̃ρ̂(t). In this steady state limit, the evolution of the
mean values is

xρ̂ = eM̃
ss
ρ̂ (t−t0)xρ̂(t0) +

∫t
t0

eM̃
ss
ρ̂ (t−τ)

(
2Vss
ρ̂ A
⊤ − σB⊤

)
dY(τ). (3.58)

It is shown in [76] that under stable dynamics, the initial condition will be
damped out, and the means are only driven by the homodyne current. The

9 The subscript cl in Equations(3.55) denotes that these are the matrices of the classical linear
Gaussian systems.

10 Assuming, the dynamics of the system are stable.
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mean values are thus derived by the stochastic convolution of the measurement
record Y and the matrix expression in the integrand by

xρ̂(t) =
∫t
t0

Kρ̂(t− τ)dY(τ). (3.59)

The components matrix Kρ̂(t) := eM̃
ss
ρ̂ t
(
2Vss
ρ̂ A
⊤ − σB⊤

)
are the (steady-state)

Kalman filter that retrieves the means of the canonical quadratures. We will
call these the forward Kalman filters. For the effect operator, one finds a matrix
of backward Kalman filters KÊ(t) := eM̃

ss
Ê
t
(
2Vss
Ê
A⊤ − σB⊤

)
, with a different

matrix M̃Ê(t) = −M− 2σB⊤A− 4VÊ(t)A
⊤A.

3.2.5 The Wiener Filter

Often the measurement proceeded long enough that we reached a steady state.
In that case, the conditional quantum state can be derived by introducing
Wiener filtering [101, 92, 89, 93], which allows for the calculation of the condi-
tional state from the densities of the system. We will introduce this procedure
for a single-mode and one measurement channel. It can be straightforwardly
expanded to vector processes [92, 101]. Assume the equations of motion for the
measured system and measurement process are known, we define ŷ(t) as the
operator of the measurement output and x̂(t) and p̂(t) as the position and mo-
mentum operators of the measured system. In order to apply the Wiener filter,
these operators need to fulfill the following commutation relations

0 = [ŷ(t), ŷ(t ′)] ∀t, t ′ and (3.60a)

0 = [x̂(t), ŷ(t ′)] = [p̂(t), ŷ(t ′)] ∀t > t ′. (3.60b)

Equation (3.60a) is satisfied for all simultaneously measurable variables or quantum
non-demolition (QND) measurements. For homodyne detection, this will be ful-
filled. The second relation must be fulfilled due to causality, i.e., the measure-
ment current that left the system and is detected outside can not influence
future system variables. Both Equations (3.60) together is referred to as the QND

principle, we will call it the QND conditions. It was introduced by Belavkin [5, 6]
and entails that the measurement operators ŷ(t ′) for 0 < t ′ < t can be regarded
as a classical quantity [18, 23], as long as we consider the systems state at t.

We can then decompose the system variables x̂n(t) as follows:

x̂n(t) =

∫t
−∞ dt ′

−→
Kn(t− t

′)ŷ(t ′) + R̂n(t), (3.61)

where the first term is the information about the system variable x̂n(t) con-
tained in the measurement record ŷ(t) and R̂n(t) denotes error to the estimation
of x̂n(t). We write

−→
K for the forward Wiener filter11. The error is not accessible

11 The arrow notation will be used to differentiate the Wiener and Kalman filter.
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through the measurement and thus orthogonal to the measurement operator,
i.e.

⟨R̂n(t)ŷ(t ′)⟩ = tr[ρ̂ R̂n(t)ŷ(t ′)] = 0, ∀t ′ < t. (3.62)

Inserting Eq. (3.61) into Eq. (3.62), we arrive at the well-known Wiener-Hopf
equation [138, 65], which reads

Cxny(t− t
′′) =

∫t
−∞ dt ′

−→
Kn(t− t

′)Cyy(t
′ − t ′′) = 0 ∀t ′′ ⩽ t. (3.63)

In this Cxny(t− t
′′) and Cyy(t− t ′′) are the time-domain correlation functions

between the operators. Since our filtering process proceeds until time t, we can
assume

−→
Kn(t) = 0 for t ′ > t and using this we can extend the integral range to∞ and rewrite Eq. (3.63) as

Cxny(t) =

∫∞
−∞ dt ′

−→
Kn(t)Cyy(t− t

′) = 0 ∀t ⩾ 0. (3.64)

The solution to Eq. (3.64) can be found in the Fourier domain using the Wiener-
Hopf method [96] and gives the famous Wiener filter. The solution for the opti-
mal filter

−→
Kn(ω) is

−→
Kn(ω) =

1

s+y (ω)

[
Sxny(ω)

s−y (ω)

]
+

, (3.65)

where have used the spectral densities Sxny(ω) and Syy(ω) and have split
Syy(ω) = s+y (ω)s−y (ω) into two parts. s+y (ω) denotes the part which has no
poles and zeros in the upper-half complex plane (UHP), i.e., s+y and (s+y )

−1 are
complex differentiable or holomorphic in the UHP. Similarly, s−y and (s−y )

−1

are holomorphic functions in the lower-half complex plane (LHP). The factor [...]+
denotes the causal part of the function. It is built by first partial decomposition
of Sxnys− and then only keeping the components whose poles are located in the
lower-half plane, i.e.

Sxny

s−y
=

∑
i

αi
ω− Pi

=
∑

Pi∈LHP

αi
ω− Pi

+
∑

Pi∈UHP

αi
ω− Pi

=

[
Sxny(ω)

s−y (ω)

]
+

+

[
Sxny(ω)

s−y (ω)

]
−

.

(3.66)

The factors αi are simply the residues of Sxny
s−y

at the poles of the decomposition.
Hence, the causal part is calculated as

[
Sxny

s−y

]
+

=
∑

Pi∈LHP

Res[Sxy
s−y

,Pi]

ω− Pi
. (3.67)
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This is called the causal part because its inverse Fourier transform has support
only for positive times. Similarly, the other term in (3.66) has support only
for negative times; thus, we will call it the anti-causal part. By this reasoning,
the optimal filter (3.65) is a causal function and is rightfully named the causal
Wiener filter [138].

Assume we have reached a steady state where the system variables x̂n have
unconditional zero mean values. Then we can derive12 the conditional first-
order moments by a convolution of the Wiener filter with the measurement
current,

⟨x̂n(t)⟩c = (
−→
Kn ∗ y)(t) =

∫t
−∞
−→
Kn(t− t

′)y(t ′)dt ′, (3.68)

where y(t) is the resulting measurement current of the output operator ŷ(t). For
the conditional moments derived by the Wiener filter, we use the superscript c
to differentiate it from the results obtained by the Kalman filter. In addition, the
conditional second-order moments12 depend only on the remaining uncertainty
R̂n in (3.61). This can be formulated, as

Vc
xnxm

= ⟨R̂n(t)R̂m(t)⟩ (3.69a)

= ⟨[x̂n(t) − ⟨x̂n(t)⟩c] [x̂m(t) − ⟨x̂n(t)⟩c]⟩ (3.69b)

=

∫∞
−∞

dω

2π
Re

[
Sxnxm(ω) −

[
Sxny(ω)

s−y

]
+

[
Sxmy(ω)

s−y

]∗
+

]
, (3.69c)

where the first term is simply the unconditional variance Vuc
xnxm

. Thus, the con-
ditional variance is composed of the unconditional variance (first integrand)
from which some measurement contribution is subtracted (second integrand).
This contribution is the correlation between the output operator and the mea-
sured system variable.

Equation (3.69) shows that we can deduce the conditional variances from the
spectral densities Syy(ω) and Sxny, which can be obtained from measurement
data, and predicted spectral densities Sxnxm from theory. Additionally, we only
assumed that a steady state has been reached and have not made further re-
strictions on the measurement noise. This is one of the appealing factors of the
Wiener-Hopf procedure. The term 1/s+y acts as a pre-whitening tool. Therefore,
the Wiener filter works identically for colored noises, which can be a significant
advantage over the Kalman filter. Additionally, we saw that detailed knowledge
of the dynamics is needed to set up the optimal Kalman filter. In cases where
this is unknown, the Wiener filter can be an attractive alternative. For exam-
ple, Meng et al. [86] used the Wiener filter for an optomechanical setup with
structural damping, where temporal dynamics are unknown.

3.3 quantum smoothing for an optomechanical setup

In the classical estimation problem, the combination of prediction and retrod-
iction lends nicely to the concept of smoothing. For linear Gaussian quantum

12 We refer to Appendix A.3.1 for motivation of these equations.
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Figure 3.3: Optomechanical setup as suggested in [76]. A mechanical resonator cou-
pled to a driven cavity. The linear polarized driving field is transmitted into the cavity
through a polarizing beam-splitter (PBS) and a quarter-wave plate (QWP). After in-
teracting with the mechanical oscillator with a coupling strength g, the field exits the
cavity through the entry port. After another path through the QWP, the output field is
reflected by the PBS and mixed with a strong local oscillator on a beam-splitter. From
this, a homodyne detection with detection efficiency η is performed. The mechanical
oscillator has an eigenfrequency ωm and is coupled to a thermal bath with average
phonon number n̄ with a coupling rate γm.

systems, we saw the reemergence of classical filters in the form of Kalman and
Wiener filters. Both of these filters have been used for filtering in the quantum
regime. Retrodiction, and for that matter Smoothing, have no clear quantum
mechanical description, and there are many different “versions” of Quantum
Smoothing. In this section, we discuss this landscape on a simple optomechan-
ical setup. We will calculate the Kalman and Wiener filters for prediction and
retrodiction and discuss their discrepancies in the field of Quantum Smoothing.
Many of the Wiener filter results were received in a dropped project. In cooper-
ation with Lammers, we tried to compare the results of Wiener filtering to his
Kalman filter results [76], especially for the retrodiction case. To our delight, the
Wiener filters were used for prediction and retrodiction by Meng et al. [87, 86],
who found similar solutions to ours.

3.3.1 Optomechanical Setup

We consider the setup given in [76, Section 8.2]. It is the generic optomechani-
cal setup discussed in Section 2.3.2 subject to a continuous homodyne readout
of the output field; see Figure 3.3. To reiterate, a single mode of harmonic os-
cillator ωm and linewidth γm is coupled to a cavity field ωc and driven by a
strong coherent laser field ωL. Following the linearization procedure laid out in
Section 2.3.2, we arrive at the total Hamiltonian

Ĥ =  hωmb̂
†b̂+  h∆câ

†â+  h
g

2
(b̂+ b̂†)(â+ â†), (3.70)

with ∆c = ωc −ωL. The Lindblad equation of this setup is [102, 76]

d

dt
ρ̂ = −

i
 h
[Ĥ, ρ̂] + κD[â]ρ̂+ γm(n̄+ 1)D[b̂]ρ̂+ γmn̄D[b̂†]ρ̂, (3.71)
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where n̄ is the average phonon number of the mechanical bath. The limit of
interest is the bad-cavity limit κ ≫ ωm,g. In it, the cavity mode evolves much
faster than the mechanics and its interaction and can thus be removed adiabat-
ically [51, 50]. This reduces the problem effectively to the mechanical system
alone. In a rotating frame at the mechanical frequency ωm, the effective Lind-
blad equation reads

d

dt
ρ̂m = −i [δωmb̂

†b̂, ρ̂m] + Γ−D[b̂]ρ̂m + Γ+D[b̂†]ρ̂m

+ γm(n̄+ 1)D[b̂]ρ̂m + γmn̄D[b̂†]ρ̂m,
(3.72)

with ρ̂m the density operator of the mechanical system. The term δωm is the
shift to the mechanical resonance frequency by the optical spring effect of the
radiation pressure interaction and equals

δωm = g2(ω+ +ω−), (3.73)

ω± =
−∆c ±ωm

(κ/2)2 + (−∆c ±ωm)2
. (3.74)

The coupling rates Γ± of the mechanical operators to the bath are the Stokes
and anti-Stokes rates (citation)

Γ± =
g2κ

(κ/2)2 + (−∆c ±ωm)2
. (3.75)

Luckily, it is enough for our discussion to consider the cavity driven on reso-
nance, i.e., ∆c = 0. We find, in this case, δωm = 0 and for the bad cavity limit,
the Stokes/anti-Stokes rates reduce the optomechanical read out rate,

Γ =
4g2

κ
. (3.76)

Its ratio to the coupling rate of the thermal bath γm is the classical cooperativity

Ccl =
Γ

γm
=
4g2

κγm
. (3.77)

3.3.2 Results of the Kalman Filter

To derive the steady state Kalman filters for homodyne detection, we turn to
the SME. It is noted that the procedure of adiabatic elimination of the cavity
mode does not yield a valid SME. However, this can be circumvented by coarse-
graining the system13 and imposing the so-called rotating wave approximation
(RWA). The effective conditional dynamics of the mechanical system is

dρ̂m(t) = γm(n̄+ 1)D[b̂]ρ̂m(t)dt+ γmn̄D[b̂†]ρ̂m(t)dt

+ ΓD[x̂]ρ̂m(t)dt+ ΓD[p̂]ρ̂m(t)dt

+
√
ηΓH[x̂]dWc(t) +

√
ηΓH[p̂]dWs(t),

(3.78)

13 For details on this procedure, see Sections 3 and 8 in [76].
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where dWc and dWs are independent Wiener increments ∝ cos (ωmt) and
sin (ωmt) respectively [76, 50].

We can now translate this to the matrices needed for the linear Gaussian
dynamics. We find for the Hamiltonian matrix H = 02, with the 2 × 2 zero
matrix. From the Lindblad operators ∆ = (Γ + γm(n̄+ 1

2))1 and Ω = 1
2γm σ.

The measurement operators yield the matrices A =
√
ηΓ1 and B = 02; hence

there is no cross-correlation between the system and measurement noise.
Now, after a sufficiently long and stable measurement process, the steady

state variance14 is

Vss
ρ̂ := V ρ̂xx = V ρ̂pp =

−1+
√
1+ 8Cclη(2Ccl + 2n̄+ 1)

8Cclη
. (3.79)

The covariance matrix is diagonal; hence the conditional state will not be
squeezed, as typical in optomechanical setups [31, 103, 104]. By Equation (3.39),
the variance gives us direct information about the purity of the prepared condi-
tional state. For an efficient measurement (Cclη≫ 1), the variance Vρ̂ → 1

2 and,
in turn, the prepared state is pure. For a very inefficient measurement η → 0,
we retrieve the unconditional state with Vρ̂ = 1

2 + n̄+Ccl, which is a thermal
state plus additional back-action. With the steady-state variance the drift matrix
M̃ρ̂ is

M̃ρ̂ = −λρ̂1, λρ̂ =
γm

2

√
1+ 8ηCcl (2Ccl + 2n̄+ 1). (3.80)

From the drift matrix, we can derive the matrix of Kalman filters

Kρ̂(t) = e
M̃ρ̂t

(
2Vρ̂A

⊤ − σB⊤
)
= 2
√
ηΓVρ̂e

−λρ̂t 1, (3.81)

and thus, the means are found by stochastic convolution

⟨x̂⟩ρ̂ = (Kρ̂x ∗ dWc)(t) =

∫t
t0

2
√
ηΓVρ̂e

−λρ̂(t−τ)dWc(τ), (3.82a)

⟨p̂⟩ρ̂ = (Kρ̂p ∗ dWs)(t) =

∫t
t0

2
√
ηΓVρ̂e

−λρ̂(t−τ)dWs(τ). (3.82b)

Under the same assumptions, the steady-state covariance of the effect is

VÊ := V Êxx = V Êpp =
1+

√
1+ 8Cclη(2Ccl + 2n̄+ 1)

8Cclη
. (3.83)

We find the steady-state variance of the effect operator, i.e., of the backward
Kalman filter, is larger than the forward covariance. This fact is also true for the
classical case [131, 130]; we will comment more on this when we compare the
results of the Wiener and Kalman filters. For an efficient measurement Cclη≫ 1,
the difference VÊ − Vρ̂ = 1

4ηCcl
vanishes and in the inefficient case η → 0 we

find the covariance matrix VÊ diverges. This fits our intuition. If we start from
0 information Ê(T) = 1 and collect no information, there is nothing to retrodict.

14 We will drop the superscript ss in the following.
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The backward drift matrix is identical to the forward case. We find the matrix
M̃Ê with the same λÊ = λρ̂ and thus

⟨x̂⟩Ê = (KÊx ∗ dWc)(t) =

∫T
t

2
√
ηΓVÊe

−λÊ(τ−t)dWc(τ), (3.84a)

⟨p̂⟩Ê = (KÊp ∗ dWs)(t) =

∫T
t

2
√
ηΓVÊe

−λÊ(τ−t)dWs(τ). (3.84b)

Note that the integrals in (3.84) are backward Itô integrals as opposed to the
forward Itô integrals in (3.82).

3.3.3 Results of the Wiener Filter

To analyze the Wiener filter, we first derive the spectral densities of our optome-
chanical setup, governed by the Equations (2.124). In a steady state and the bad
cavity limit (κ≫ ωm,g), we arrive at [10]

Sxx = |χm|2 (2Γ + γm(2n̄+ 1)) , (3.85a)

Syy =
1

2
+ 4ΓηSxx, (3.85b)

Sxy = 2
√
ΓηSxx, (3.85c)

Spp =
ω2

ω2m
Sxx, (3.85d)

Spy =
iω

ωm
Sxy, (3.85e)

Sxp = −
iω

ωm
Sxx, (3.85f)

We have used that in the Fourier domain p̂ = −iωx̂/ωm. Again, Γ is the readout
rate, η is the detection efficiency and n̄ is the average phonon number. We begin
with the causal filter. The spectral density Syy can be decomposed in its causal
and anti-causal parts as

Syy = (s+y )(s
−
y ) =

(
(ω2eff −ω

2) − iγeffω√
2(ω2m −ω2) − iγmω

)(
(ω2eff −ω

2) + iγeffω√
2(ω2m −ω2) + iγmω

)
, (3.86)

where we have defined an effective frequencyωeff =
(
8ηγ2m(2Ccl + 2n̄+ 1)ω2m +ω4m

) 1
4

and a effective linewidth γeff =
√
γ2m + 2ω2eff − 2ω

2
m. The causal filter is con-

structed from this decomposition together with Equation (3.65). For the posi-
tion filter, we arrive at15

−→
K x(ω) = α(1− iωβ)χeff(ω), (3.87)

recovering the results as in [87]. Here, we defined a effective mechanical sus-
ceptibility χeff = 1

ω2eff−ω
2−iγeffω

, and the frequency independent coefficients

15 See Appendix A.3.2 for more details on the calculation.
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α = 4
√
ηγmγm(2Ccl + 2n̄+ 1)

ω2m
ω2m+ω2eff

and β = γm+γeff
ω2eff−ω

2
m+γ2m+γeffγm

. The effec-
tive susceptibility is peaked around the frequency ωeff with the linewidth γeff,
which are essentially the zeros of the spectral density Syy. All these parame-
ters depend on the optomechanical cooperativity Ccl, and we see that as Ccl

increases, the effective frequency ωeff and effective linewidth γeff will increase
as well. Thus, for Ccl ≫ 1, the filter becomes flat for a broad range below the
resonance frequency ωeff.

For the momentum filter, we use p̂ = −iωx̂/ωm, and find

−→
K p(ω) = −

αβ

ωm

(
ω2m + iω

ω2eff −ω
2
m

γeff + γm

)
χeff(ω). (3.88)

The conditional variances are found by Equation (3.69). Starting with the
conditional variance for the position

Vc
xx =

γeff − γm

8ηγmCcl
(3.89a)

=

−γm +

√
γ2m + 2ωm

(
−ωm +

√
8Ccl(2Ccl + 2n̄+ 1)γ2mη+ω

2
m

)
8Cclηγm

.

(3.89b)

For these results, we have not made any restrictions to the parameters except
κ ≫ ωm,g. We could employ the perfect oscillator γm → 0 and free-mass
limit ωm → 0 as is common in the gravitational wave community. Doing so
recovers the results of [93, 92, 101]. For our setup, however, we are in the regime
ωm ≫ Γ ,γm, and can thus deep in a regime where the RWA holds. In this limit,
the conditional variance reduces to

Vc
xx =

−1+
√
1+ 8Cclη(2Ccl + 2n̄+ 1)

8Cclη
= V ρ̂xx, (3.90)

which is the same as for the Kalman filter. For the remaining conditional covari-
ance terms, we proceed similarly. We find

Vc
pp =

γeffω
2
eff − γmω

2
m + γm(γm − γeff)

8Cclηγmω2m
, (3.91)

Vc
xp =

γ2m − γmγeff +ω
2
eff −ω

2
m

8ηCclγmωm
. (3.92)

Again, employing the micro-mechanical limit, we find Vc
pp = Vc

xx and Vc
xp = 0.

To summarize, for the causal case, the Wiener-Hopf procedure yields the same
covariance matrix as the Kalman filter.

Next, we will verify that the Kalman and Wiener filters are the same. For this,
we perform the inverse Fourier transform on the above-calculated Wiener filter.
After moving to the limit of large ωm, we arrive at

−→
K x(t) = 2

√
ηΓe−λtVc

xxΘ(t) cosωmt, (3.93)
−→
K p(t) = 2

√
ηΓe−λtVc

ppΘ(t) sinωmt, (3.94)
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with the envelope of the filter given by

λ =
γm

2

√
1+ 8ηCcl(2Ccl + 2n̄+ 1), (3.95)

and Θ the Heaviside step function. We see the Wiener filters have the same
envelop and pre-factor as the Kalman filter. Additionally, the x-filter contains
the cosine and the p-filter sine components. Hence both Wiener and Kalman
filters behave the same. This is not surprising, as the Kalman filter was initially
derived as the time-varying version of the Wiener filter [66] and should be the
same in the steady state limit.

In analogy to the backward Kalman filter for the effect operator, the anti-
causal part of the Wiener filter was suggested for retrodiction [88, 86]. Here, we
will see that the Wiener and Kalman filters do not behave similarly. We first
note that the anti-causal filters are

←−
K x(ω) =

1

s−

[
Sxy

s+

]
−

, (3.96)

←−
K p(ω) =

1

s−

[
Spy

s+

]
−

, (3.97)

which for the spectral densities (3.85) are just the adjoints of the causal filters.
A similar situation is found for the variances; we observe

Vr
xx =

∫∞
−∞

dω

2π

(
Sxx(ω) −

[
Sxy

s+

]
−

[
Sxy

s+

]∗
−

)
(3.98)

=

∫∞
−∞

dω

2π

(
Sxx(ω) −

[
Sxy

s−

]∗
+

[
Sxy

s−

]
+

)
(3.99)

= Vc
xx. (3.100)

We introduced the term Vr
xx for the retrodicted variance to differentiate it from

the Kalman retrodiction and also note that Vr
xx ̸= V Êxx The same is true for

Vr
pp = Vc

pp. However, the covariance will gather a minus sign Vr
xp = −Vc

xp

because p̂ → −p̂ under time-reverse. Since the covariance vanishes in the limit
ωm ≫ Γ ,γm, we see that the Wiener filter gives the same estimate for the co-
variance regardless of whether future or past measurement data is used. Thus,
due to the difference in the variance estimation, the anti-causal Wiener filter is
not the same as the backward Kalman filter. We find,

←−
K x(t) = 2

√
ηΓeλtVc

xxΘ(−t) cosωmt, (3.101)
←−
K p(t) = 2

√
ηΓeλtVc

ppΘ(−t) sinωmt. (3.102)

These results are counter-intuitive. If we interpret the anti-causal Wiener fil-
ter similarly to the backward Kalman filter, its results should correspond to a
Gaussian effect operator. In contrast to VÊ, the conditional variance given by
the anti-causal part of the measurement spectrum will converge in the case of
η → 0. This is in strong contrast to what we discussed before. We start from a
state of no knowledge about the effect operator Ê(T) = 1 and collect no informa-
tion. How can this yield an effect operator with finite variance VÊ = 1

2 + n̄+Ccl?
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A similar conundrum was noticed in the classical scenario and solved by Wall
et al. [131, 130]. The classical forward Kalman filter was designed as the time-
varying version of the Wiener filter; in turn, it will give identical results in the
steady state limit. However, in this limit, the backward Kalman filter will always
have a larger covariance than the forward case. Consequently, the anti-causal
estimate from Wiener filtering and the backward Kalman filter did not yield the
same results. The reason for this discrepancy lies in the way the forward and
backward Kalman filter gain their estimate. In the forward case, the Kalman
filter uses some a priori data and information from our measurement to infer
the conditional state. For our optomechanical example, this a priori data is the
unconditional variance Vuc = Ccl + n̄+ 1

2 . In the backward case, no prior data is
present. The filter estimate is based on the measurement data alone. In context
to our optomechanical example, the forward Kalman filter gives the conditional
variance as a maximum-likelihood estimate of the measurement data and the a
priori data of the state [131]. We find

Vρ̂ =
(
V−1

uc + V−1
data

)−1
(3.103)

!
=

−1+
√
1+ 8Cclη(2Ccl + 2n̄+ 1)

8Cclη
(3.104)

=⇒ Vdata =
1+

√
1+ 8Cclη(2Ccl + 2n̄+ 1)

8Cclη
= VÊ. (3.105)

Thus, this classical discussion fits the results derived from the SMEs. It also
gives intuition to the limit of very efficient measurements ηCcl ≫ 1, where the
forward and backward filter estimates converge. In this limit, the information
gained from the measurement is essentially perfect. Thus only the measurement
record is needed for the best estimate, and the a priori information loses its
“information value” as Vuc →∞.

The Wiener filter estimates the conditional variances from the spectral den-
sities. We saw for the causal and anti-causal case that the variance is found
by

Vc
xx =

∫∞
−∞

dω

2π

(
Sxx(ω) −

[
Sxy

s−

]∗
+

[
Sxy

s−

]
+

)
(3.106)

= Vuc −

∫∞
−∞

dω

2π

[
Sxy

s−

]∗
+

[
Sxy

s−

]
+

. (3.107)

Therefore, a priori information is always present in the Wiener filter calcula-
tion. Compared to the Kalman case, this missing asymmetry is why the results
between the anti-causal Wiener and backward Kalman filter differ.

While appealing, we note that intuition gained from classical observations
should only be applied to the quantum case with caution. Fundamentally, quan-
tum mechanics considers two different objects for prediction and retrodiction,
leading to many technicalities when combining both approaches for smoothing.
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3.3.4 Quantum Smoothing

In the classical case, the combination of prediction and retrodiction led to the
concept of smoothing by combining the filtered probability function pf and
retrodicted effect Er into a smoothed probability function ps ∝ pfEr. The naive
approach to the quantum case would be to combine the conditional density
operator ρ̂ and effect operator Ê similarly to derive a smoothed density operator
ρ̂s(τ) ∝ ρ̂c(τ)Ê(τ). However, when we consider the causality condition (3.60b),
introduced in Section 3.2.5

[x̂(t), ŷ(t ′)] = 0 ∀t > t ′, (3.108)

we find that this is not the case for t < t ′. This implies that, in general

[ρ̂c(τ), Ê(τ)] ̸= 0. (3.109)

Therefore, ρ̂s(τ) is not a Hermitian operator, or for the symmetrized product16,
it is not a positive semi-definite operator [117]. The failure of the QND measure-
ment conditions (3.60) for the future measurement record makes the quantum
smoothing problem highly controversial. Introduced by Belavkin in his seminal
work [6], the QND principle is an underlying assumption in the field of quantum
filtering17, and it is argued that Bayesian Inference may only apply to quan-
tum systems when the QND conditions are fulfilled [42]. Nevertheless, many
attempts have been made to tackle the restrictions given in Equation (3.109).

The term “quantum smoothing”, also known as hybrid smoothing, was first
introduced by Tsang [117, 118]. In this line of work, a classical parameter influ-
ences the evolution of a quantum system and Bayesian smoothing is employed
using a smoothed estimate of that parameter. Our considerations fit right into
this category. The classical parameter here is a classical force that acts upon the
movable end mirror of a cavity, influencing the evolution of the intracavity field
in the process. Tsang shows that in this hybrid case, the smoothing estimate is
performed by a set of time-symmetric SMEs, and for linear Gaussian systems, it
is reduced to a Wigner function

Ws(α, τ) =
Wρ̂(α, τ)WÊ(α, τ)∫
Wρ̂(α, τ)WÊ(α, τ)

. (3.110)

Moreover, the moments of this smoothed estimate are given by the two-filter
smoother (2.41). The hybrid smoothing technique is a valuable tool in estimat-
ing a varying optical phase as shown in theoretical works [122, 7] and experi-
mentally [146, 137].

Following the work of Tsang, Gammelmark et al. [36] introduced the concept
of past quantum states, which is given by the pair

Ξ(τ) = (ρ̂c(τ)), Ê(τ)). (3.111)

16 As we use the symmetrized operator ordering, this is the case we consider.
17 We also used it for the Wiener filtering process.
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In this sense, they do not define a quantum state but a measure that combines
the information of past and future measurements. The authors then consider
the case where a measurement M̂xτ was performed at time τwith measurement
result xτ. It is shown that the past quantum state can estimate this measurement
in the way of Bayesian inference as

pΞ(xτ) = tr
(
M̂xτ ρ̂c(τ)M̂

†
xτ
Ê(τ)

)
. (3.112)

This technique was successfully implemented experimentally to estimate an un-
known result of a measurement on superconducting qubits [115]. It also closely
resembles the hybrid smoothing technique, and as argued by Tsang [119], it
may be considered the same. Like hybrid smoothing, the theory of past quan-
tum states was also extended to linear Gaussian systems [148]. Therein, the
past quantum state estimate is also reduced to a Wigner function given by the
two-filter estimates.

Employing the hybrid smoothing to our optomechanical setup, we find a
“smoothed” state with variance

Vs =
(
V−1
ρ̂ + V−1

Ê

)−1
(3.113a)

=
1+ 2n̄+ 2Ccl

2
√
1+ 8ηCcl(2Ccl + 2n̄+ 1)

1. (3.113b)

This can not be a real physical state, as the determinant

det(Vs)
ηCcl≫1−−−−−→

1

16
<
1

4
, (3.114)

violates Heisenberg’s uncertainty principle. The estimates of the form above
were found to have a close connection to weak value estimates [118, 148]. The
concept of weak values was initially introduced by Aharonov et al. [1]. They
considered the case of a system weakly coupled to probe so that the measure-
ment yields minimal information about an observable Ô but also minimally
disturbs the system. The weak value estimates are the ensemble average taken
over a set of pre-selected and post-selected states. This means the weak value
of an observable Ô is given by[1]

ϕ⟨Ô⟩ψ = E[o|ϕ,ψ] = Re
⟨ϕ|Ô|ψ⟩
⟨ϕ|ψ⟩

, (3.115)

where |ψ⟩ is the state the system was prepared in, and |ϕ⟩ is the state in which
the system was found after the measurement run.

This concept can be generalized to the smoothing setup [118, 46, 142], as a
weak value estimate conditioned on the past and future measurement record.
One can show that

Ê⟨Ô⟩ρ̂ = Re
tr
(
Ê(τ)Ôρ̂c(τ)

)
tr
(
Ê(τ)ρ̂c(τ)

) . (3.116)
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This expression can be rearranged; we note that

Ê⟨Ô⟩ρ̂ ∝ Re tr
(
Ê(τ)Ôρ̂c(τ)

)
(3.117)

= tr

(
Ê(τ)Ôρ̂c(τ) + (Ê(τ)Ôρ̂c(τ))

†

2

)
(3.118)

= tr

(
Ê(τ)Ôρ̂c(τ) + ρ̂c(τ)ÔÊ(τ)

2

)
(3.119)

= tr

(
Ô
Ê(τ)ρ̂c(τ) + ρ̂c(τ)Ê(τ)

2

)
= tr(Ôρ̃s), (3.120)

where we introduces the smoothed “state” ρ̃s. Consequently, the weak value
estimate of an operator Ô with preparation ρ̂c and retrodiction effect Ê is given
by

Ê⟨Ô⟩ρ̂ = Re
tr(Ô ρ̃s)

tr(ρ̃s)
. (3.121)

This value is only well defined in the case of commuting ρ̂c and Ê because ρ̃s
will not necessarily be positive otherwise.

The variance for the smoothed state (3.113) was calculated by the forward
and backward Kalman filter. In this case, one could also choose the Wiener
filter. For smoothing in the Wiener-Hopf context, one constructs the non-causal
Wiener estimate by simultaneously using the whole measurement record [138].
The smoothed variance is found by

Vsxnxm =

∫∞
−∞

dω

2π
Re
[
Sxnxm(ω) −

(Sxny(ω))∗(Sxmy(ω))

Syy(ω)

]
. (3.122)

For our setup, we use the spectral densities (3.85) and arrive at the following

Vsxx = (Ccl + n̄+
1

2
)
γmω

2
m

γeffω
2
eff

(3.123a)

Vspp = (Ccl + n̄+
1

2
)
γm

γeff
(3.123b)

Vsxp = 0. (3.123c)

In the limit ωm ≫ γm,g this turns into a diagonal matrix, with

Vs =
1+ 2n̄+ 2Ccl

2
√
1+ 8ηCcl(2Ccl + 2n̄+ 1)

1 (3.124)

which reproduces the result given by the Mayne-Fraser-Potter smoother in
Equation (3.113). Hence, the Kalman and Wiener filters are interchangeable in
this hybrid smoothing setting.

So far, the described smoothing techniques did not yield a valid smoothed
quantum state. Another method introduced by Wiseman and Guevara [45, 46]
aims to resolve this problem. The scenario considered is that an observer named
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Alice gains information about a quantum system by continuous measurement,
from which she wants to infer the density operator of another observer called
Bob. The key idea of this method is that Alice gains only partial information
about the true state, while Bob is omniscient with complete access to the true
observation record. Alice then tries to estimate the “true” from her observation
record, which means she estimates an unknown rest in the past measurement
data called the unobserved record. Following this idea, a series of papers ap-
plies it to linear Gaussian quantum systems [79, 80, 81, 78]. In these, Laverick
et al. find the necessary criteria to produce a valid smoothed quantum state
[80] and quantum analogs to the Mayne-Fraser-Potter [79], and Rauch-Tung-
Striebel smoother [78]. Tsang argued [119] that this technique can be regarded
as hybrid smoothing under the assumption that Bob’s true density matrix is a
classical stochastic process. We see there exist many proposals for the quantum
smoothing problem with varying degrees of “overlap”. In their work, Chantasri,
Guevara, Laverick and Wiseman [21] aim to unify all these ideas.

3.3.5 Verification through retrodiction

The quantum smoothing problem can also be discussed through state verifi-
cation. In this, the future measurement record is used to infer the prepared
state of the past. Determining the conditional quantum state from filtering
alone is not possible [104], as the observed trajectory in an experiment is ran-
dom, whereas the variance undergoes a deterministic evolution. Thus, perform-
ing many measurements to determine the variance from the measured means
yields the unconditional variance. Additional measurements are needed to infer
the conditional variance through retrodiction. This was performed experimen-
tally by Rossi et al. [104] for an optomechanical setup using Kalman filers, as
discussed in this section. They generate the first moments from past and future
measurement data to verify the state. Critical in matching the prepared to the
retrodicted trajectories is the introduction of a relative distance between the
two means, i.e., d(t) = xÊ(t) − xρ̂(t). The difference between these two Gaus-
sian processes is also Gaussian. As shown by Rossi et al., its variance can be
calculated to be from the measured means. The variance of the relative distance
is [104, 102]

Vd = Vρ̂ + VÊ = 2Vρ̂ +
1

4ηCcl
1
ηCcl≫1−−−−−→ 2Vρ̂. (3.125)

This fits well with intuition. The average over many experimental runs yields a
variance as a sum of the preparation and retrodiction parts.

In 2021, Meng et al. [88] used verification based on this method but with
Wiener filters. Their reasoning for not using Kalman filters lies in their exper-
imental setup. They estimate a structurally damped oscillator for which infor-
mation on the inner dynamics is unavailable, and thus the optimal Kalman
filter can not be set up. Their work shows the verification of single- and multi-
mode mechanical states to good precision. On a fundamental level, however,
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we have concerns about applying the relative distance method from Rossi with
the causal and anti-causal Wiener filters.

In the single mode example of this section, we can calculate the variance of
distance in terms of the Wiener filters [88, 86]18 and find

V∆x∆x =
α2β2

γm + γeff

(
1+

2γmγeff

ω2m +ω2eff

)
, (3.126a)

V∆p∆p =
α2β2

ω2m(γ2m + γ2eff)

(
γmω

2
m + γeffω

2
eff

2
+
γmγeff(γm − γeff)(ω

2
eff −ω

2
m)

2(ω2eff +ω
2
m)

)
(3.126b)

V∆x∆p = 0. (3.126c)

In the limit of large ωm, we find a diagonal matrix, with

Vd =
4Cclη(2Ccl + 2n̄+ 1)2)(1+

√
1+ 8Ccl(2Ccl + 2n̄+ 1))

(1+ 4Cclη(2Ccl + 2n̄+ 1) +
√
1+ 8Ccl(2Ccl + 2n̄+ 1))2

1 (3.127)

= 2Vρ̂ −
2(2Ccl + 2n̄+ 1)

1+ 4Cclη(2Ccl + 2n̄+ 1) +
√
1+ 8Ccl(2Ccl + 2n̄+ 1)

1 (3.128)

ηCcl≫1−−−−−→ 2Vρ̂. (3.129)

Like the Kalman Filter, the Wiener filter produces a variance of the distance
∝ 2Vρ̂ in the limit of efficient measurements. However, without this limit, the
difference does not match the Kalman filter estimate. We saw that fundamen-
tally the anti-causal Wiener filter and the backward Kalman filter derive dif-
ferent estimates, and applying classical techniques to quantum systems should
be done with great care. Even though the Kalman filters are essentially classi-
cal, the filter equations are derived as the linear Gaussian limit from the SMEs.
Thus, we feel their validity is gained from first principle. For the Wiener filter,
we only argued the validity in the causal case19, where we used the QND condi-
tions (3.60); for the anti-causal case, those are not fulfilled. We feel that despite
the “small” difference in the filter estimates, without a more fundamental justi-
fication for the use of the anti-causal Wiener filter, its application should not be
generally admissible.

3.4 summary

To summarize, this chapter aimed to show the intricacies of the quantum smooth-
ing problem. For the filtering problem, there exists a well-established theory of
quantum filtering [6]. Its application relies on the QND conditions (3.60), gener-
ally fulfilled in estimating a future system observable. In the linear Gaussian
limit, this leads to many applications of classical estimation theory. For retro-
diction and subsequently smoothing, the failure of the QND conditions while
estimating a variable from the past is the major obstacle to the generalization

18 See also Appendix A.3.2 for details.
19 See Appendix A.3.1.
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of Bayesian smoothing to the quantum domain. We hope our discussion of the
smoothing problem for a simple optomechanical setup sufficiently illustrated
these shortcomings. For filtering, we saw that both suggested filters yielded the
same results but had different behaviors in the retrodiction case. Even though
classical smoothing seems applicable for the hybrid quantum smoothing sce-
nario, its estimates are often ill-defined [118], and for quantum state verifica-
tion, the discrepancies of the Wiener and Kalman filter led to different estimates.
While these differences will vanish for large cooperativities, blindly applying
techniques from classical Bayesian inference to quantum systems seems unwise.
Some authors even argue [42] that Bayesian inference may only be used once
the QND conditions are fulfilled. Until a sufficient theory of quantum smoothing
is found, from which classical smoothing can be obtained as a limit, we want
to argue for caution when applying classical techniques to quantum scenarios.





4
C O H E R E N T Q U A N T U M - N O I S E C A N C E L L AT I O N I N
C A S C A D E D S Y S T E M S

In Chapter 2, we discussed how the back-action from radiation pressure in-
advertently limits the measurement precision in optomechanical sensors. The
imposed limit is the so-called standard quantum limit (SQL). Whereas the pre-
vious chapter discussed how to decrease the uncertainty about quantum sys-
tems based on estimation techniques, this chapter will discuss how to improve
measurement accuracy by evading some of the back-action noise. Section 4.1
introduces some of these techniques under the umbrella term back-action evad-
ing techniques. One of these approaches, named coherent quantum-noise cancella-
tion (CQNC) by Tsang and Caves [120], will be the focus of our subsequent dis-
cussion. In Section 4.2, we will introduce a possible realization of an all-optical
CQNC scheme for application in a cascaded arrangement and give a theoreti-
cal investigation of its noise reduction performance. This chapter will conclude
with an outlook on possible advancements upon our suggested setup and fur-
ther research ideas regarding back-action evasion techniques in cascaded sys-
tems. Most of this chapter is based on our publication [106].

4.1 back-action evading techniques

The SQL, as introduced in Section 2.3.2, arises from two competing noise sources;
the shot noise and the radiation pressure noise. Fundamentally this limit is in-
duced by the uncertainty relation of the input amplitude and phase quadra-
ture, x̂in and p̂in. However, the SQL is not a fundamental limit, and many ideas
to overcome this limit were already introduced in the 80’s [20], long before
experiments were able to reach the SQL.

For a continuous-time measurement, the limitation of the measurement pre-
cision is given by the fact that the position operator of a harmonic oscillator
does not commute with itself for all times during the measurement. Under
inspection of this commutation relation

[X̂(t), X̂(0)] =
sinωmt
mωm

[P̂0, X̂0], (4.1)

we see that for certain times the commutator will vanish. If we choose tn = nπ
ωm

,
where n is an arbitrary integer, [X̂(tn), X̂(0)] = 0. Thus, the back-action will
be evaded for measurements at these particular times1, and the position can
be measured with arbitrary precision. A measurement of this kind is called
a stroboscopic measurement [20]. It was experimentally realized for atoms [126],

1 Technically, the back-action has not disappeared, but at these times, it is confined in the orthog-
onal quadrature, which is never measured.

63
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and for mechanical resonators, there are stroboscopic schemes available [12, 17],
but it has never been shown experimentally. We refer to the Ph.D. thesis of Rossi
[102] for some preliminary results.

The basic principle of stroboscopic measurements and all the following tech-
niques to beat the SQL was already introduced in Chapter 3; the concept of a
quantum non-demolition (QND) measurement. For a QND measurement, one mea-
sures an auto-commuting variable, i.e., a variable which commutes with itself
for all times t. In this, the measurement will not disturb the measured observ-
able, and the back-action is evaded. Therefore, back-action evading and QND

measurements can be treated synonymously.
A pragmatic approach to achieve a QND measurement is to measure a dif-

ferent observable altogether. In contrast to the position, the momentum of a
mechanical oscillator forms an auto-commuting observable. This idea is called
speed meter [11] and gained much consideration, especially in the gravitational
wave community [71, 27, 43, 129, 28], but was not yet realized experimentally.

Another option, as described in [74], is to impose modifications upon the in-
put or output of the OMS, rendering the apparatus itself into a QND device. One
prominent example of such a modification used in gravitational wave detectors
was also introduced in Chapter 3. In Figure 3.1, we showed a so-called squeezed
state, which has one of its quadrature variances decreased while the other is
enlarged. By choosing the squeezing angle of the input state wisely, one can
surpass the SQL. This is akin to the interaction in Equation (2.128) that leads to
the SQL itself, as based on the input power, the shot noise or radiation pressure
can be enlarged or decreased relative to the signal. This frequency-dependent
squeezing is called ponderomotive squeezing and entails that if we wanted to beat
the SQL with squeezed input light, the squeezing angle needs to be different
for each frequency, resulting in frequency-dependent squeezing [124, 8, 61]. Sim-
ilarly, one could choose the measurement angle carefully for each frequency;
this technique is known as variational readout [128, 74, 70]. Many of the tech-
niques mentioned above were developed for gravitational wave detectors. For
more details and further reading, we refer to the excellent review by Danilishin,
Khalili and Miao [29].

In a more general approach, one can achieve a QND measurement by introduc-
ing another system that acts like a reference frame with an effective negative
mass [100]. This can be seen in the following. Let us revisit the equations of
motion of a harmonic oscillator with eigenfrequency ωm and mass m as in
Equation (2.106b),

X̂(t) = X̂0 cosωmt+
P̂0
mωm

sinωmt. (4.2)

As stated above, X̂(t) can not be measured with arbitrary precision because of
the commutation relation of X̂0 and P̂0. Including another harmonic oscillator
as a reference system with the same eigenfrequency ωm but momentum P̂ ′,
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position X̂ ′, and mass m ′, one can then perform a measurement relative to this
reference. The equation of motion of this relative position is

X̂(t) − X̂ ′(t) = (X̂0 − X̂
′
0) cosωmt+

(
P̂0
mωm

−
P̂ ′0
mωm

)
sinωmt. (4.3)

By choosing the mass of the reference m ′ = −m, this turns into a commuting
observable

X̂(t) − X̂ ′(t) = (X̂0 − X̂
′
0) cosωmt+

P̂0 + P̂
′
0

m ′ωm
sinωmt, (4.4)

because the difference of positions commutes with the sum of momenta, i.e.,

[X̂0 − X̂
′
0, P̂0 + P̂ ′0] = [X̂0, P̂0] − [X̂ ′0, P̂ ′0] = 0. (4.5)

A negative mass amounts to a negative eigenfrequency for the dimensionless
position and momentum operators x̂m and p̂m. Thus, measuring with respect
to a negative-mass reference can perform a QND measurement. This idea was
first experimentally utilized in demonstrating Einstein-Podolsky-Rosen (EPR)
states of two atomic spin oscillators of positive and negative mass [63]. Based
on this, back-action cancellation was demonstrated by Wasilewski et al. [133]
in the context of magnetometry. Extending this idea, several proposals have
been made in a hybrid setting of a mechanical oscillator and atomic spin en-
sembles [47, 100]. The evasion of back-action noise in these spin ensembles was
experimentally verified in [94].

Independently of this, Tsang and Caves [120] developed their idea of coherent
quantum-noise cancellation (CQNC). The main principle is to introduce an “anti-
noise” path to the dynamics of the optomechanical sensor, which couples the
noise x̂in

c to the measured phase quadrature p̂out in just the right way that it
cancels the radiation pressure noise2. This is best viewed in the form of the
flowchart provided in [120], see Figure 4.1. The trick to ensure this cancel-
lation happens correctly is introducing another oscillator that facilitates this
“anti-noise” path. This oscillator will act like a negative-mass reference to the
mechanical oscillator for perfect cancellation; we refer to this reference as (effec-
tive) negative-mass oscillator (NMO). Thus, CQNC can also be seen as measuring
with respect to a negative mass. In the original proposal of CQNC, Tsang and
Caves gave a possible implementation of a NMO by two optical cavities. Details
and experimental feasibility of this all-optical NMO were discussed in more de-
tail by Wimmer et al. [141]. Many other possible negative-mass oscillators and
setups have been considered within the area of CQNC force sensing. Other se-
tups include the use of ultra-cold atoms inside a separate cavity [4, 39], hybrid
optomechanical cavity, i.e., implementing an atomic ensemble inside the op-
tomechanical sensor [91, 109] and employing Bose-Einstein condensates [149].
Even a new all-optical setup was suggested using two detuned optical modes
inside the force sensor [145]. These approaches can be categorized into inte-
grated setups, where the effective negative mass is introduced directly into the

2 They interfere destructively, similar to how noise-canceling headphones work.
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F p̂m x̂c

x̂in

x̂m p̂c

p̂in

x̂out

p̂out

p̂m x̂c p̂a

x̂m p̂c x̂a

(a) (b)

Figure 4.1: Flowchart of the Quantum Langevin equations (2.124) adapted from [120].
Green squares describe the quadratures of the systems, red circles the input variables
and blue circles the output. Black lines show which terms enter the evolution of the
quadratures. The orange dashed line depicts the signal flow, the red dashed line the
noise flow, and the blue dashed the anti-noise flow. (a) shows the complete Langevin
equations plus the suggested anti-noise path. (b) shows the suggested implementation
of the anti-noise path in the form of the ancilla cavity x̂a, p̂a.

optomechanical force sensor, and cascaded setups [19, 37], where the NMO is
a separate system. Recently, Zeuthen et al. [147] considered a broad class of
NMOs in a cascaded setting and even considered a possible coupling between
the positive- and negative-mass oscillators in a parallel topology.

All of these concepts, QND, back-action evasion or CQNC are connected un-
der the term quantum mechanics-free subspace (QMFS) [121]. Essentially, this is a
system composed of only QND observables, hence free from the limitations of
quantum mechanics.

4.2 optical cqnc in cascaded systems

The experimental realization of the all-optical CQNC scheme has been a signif-
icant driver in our group [140, 111]. Since the first study on the experimental
feasibility of such a setup [141], the proposed design has undergone many de-
sign revisions, and many lessons were learned from the analysis of possible
components for an all-optical CQNC experiment. A comprehensive overview of
this can be found in the Ph.D. thesis of Steinmeyer [111]. Building on the work
of our predecessors, we want to discuss the cascaded version of the original all-
optical setup [120, 141]. Instead of implementing the “anti-noise” path directly
into the optomechanical sensor, an all-optical NMO is built as a separate system.
The back-action is then canceled by coupling the OMS to the NMO via a strong
coherent field. We investigate the conditions for ideal CQNC of this setup, the
effects of deviations from these ideal conditions, and provide a case study for a
possible experiment. As the system order can be chosen freely in this cascaded
scenario, all discussions will be with regard to the order of the subsystems.
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4.2.1 Cascaded Systems

Our criterion for the performance of our scheme will be the force spectrum of
the added noise in the output phase quadrature. To derive this quantity, we
first note that our systems will be linear Gaussian systems. Thus, they obey
Quantum Langevin equations, as shown for the OMS in (2.124), and the output
is found via the input-output formalism. For a field operator â, we find the
Langevin equation

d

dt
â =

i
 h
[Ĥ, â] −

κ

2
â+
√
κâin, (4.6)

which is essentially the Heisenberg equivalent of the Lindblad equation (2.86)
with an additional driving term. The damping term ∝ κâ can be inserted into
the commutator by introducing an effective non-Hermitian Hamiltonian Ĥeff =

Ĥ− i hκ2 â
†â. We can then write

d

dt
â =

i
 h
[Ĥeff, â] +

√
κâin, (4.7)

which resembles the classical Langevin equation (2.7) very closely.
We now consider a general linear quantum system with n quadrature opera-

tors x̂. The Langevin (4.7) turns into system of differential equations

˙̂x(t) =Msysx(t) +Kinx̂in(t) +Kbathx̂bath(t). (4.8)

Here, we have introduced the drift matrixMsys for the system dynamics, i.e., the
evolution given by commutator term with the effective Hamiltonian. The ma-
trix Kin facilitates the coupling of the k input quadratures x̂in, and additionally,
we introduced m bath quadratures, which act like pure noise channels. This
formalism is used frequently in quantum networks [25, 98], in which quantum
systems are connected like classical circuits to build complex quantum systems.
Again, we see the close connection between linear quantum and classical sys-
tems. In vector form, the input-output formalism can be written as

x̂out + x̂in = K⊤inx̂, (4.9)

connecting the k input quadratures to k output quadratures x̂out. The equations
of motion (4.8) can be solved in the Fourier domain, where ˙̂x(t) = iωx̂(ω). It
follows,

x̂ = (iω1 −Msys)
−1 (Kinx̂in +Kbathx̂bath). (4.10)

Together with Equation (4.9), we derive the output quadratures as

x̂out = K
⊤
inx̂ − x̂in (4.11)

=
(
K⊤in(iω1 −Msys)

−1Kin − 1
)

x̂in

+K⊤in(iω1 −Msys)
−1Kbathx̂bath

(4.12)

= Pinx̂in + Pbathx̂bath (4.13)

= T x̃in, (4.14)
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where

x̃in =
( x̂in

x̂bath

)
, (4.15)

T = (Pin,Pbath) . (4.16)

From this, we can calculate the (symmetrized) spectral density matrix as

δ(ω−ω ′)Sout(ω) =
1

2
⟨x̂out(ω)x̂†out(ω

′)⟩+ c.c. (4.17)

=
1

2
⟨T(ω)x̃inx̃†inT

†(−ω ′)⟩+ c.c. (4.18)

=
1

2
⟨T(ω)SinT

†(−ω ′)⟩+ c.c., (4.19)

with Sin the input spectral density matrix.
For our upcoming setup, each subsystem will consist of two harmonic os-

cillators, i.e., of 4 quadrature operators. Hence the system matrices Msys and
bath input matrices Kbath are all 4× 4-dimensional. The in- and output variables
are the two quadratures of the laser light, making the input matrices Kin 4× 2-
dimensional. The bath coupling describes the intrinsic losses of each system. To
model losses outside of the systems3, the output quadratures are mixed with
vacuum noise via a beam-splitter interaction4, which are then

x̂ ′out =

(
1 0 0 0

0 1 0 0

)
η4×4

(
T 0

0 1

)
︸ ︷︷ ︸

Tloss

(
x̃in

xvac

)
. (4.20)

The third matrix describes the transformation of the input variables to the out-
put and introduces additional vacuum terms. The second matrix, η4×4, mixes
the output and vacuum quadratures in a beam-splitter interaction, and the first
matrix is the partial trace, which traces out the signal lost to the bath and vac-
uum.

Finally, we need to cascade the two subsystems. For this choose xin,2 = x ′out,1,
where the subscripts 1 and 2 stand for the first and second system. The total
output quadratures are then given by

x̂ ′out,2 = T
loss
2

T
loss
1 0 0

0 14×4 0

0 0 12×2




x̂in

x̂bath,1

x̂vac,1

x̂bath,2

x̂vac,2


(4.21)

= Ttotalx̂in,total. (4.22)

The spectral densities for the general cases considered here are then calculated
from Ttotal in combination with Equation (4.19).

3 We call these propagation losses for the case between system 1 and 2, and detection losses
between system 2 and the detector.

4 See Appendix A.2
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OMSNMO

NMO

Figure 4.2: Schematic of the proposed cascaded setup. Left: The optomechanical sen-
sor (green) consists of a mechanical oscillator inside an optical cavity, depicted in a
membrane-in-the-middle (MiM) setup. The effective negative-mass oscillator (blue)
comprises two optical modes coupled via a beam-splitter and down-conversion pro-
cess. A non-linear (PPKTP) crystal exemplifies the coupling for the down-conversion
and a wave plate for the beam-splitter coupling. Right: Simplified depiction of the cas-
caded scheme showing its two possible arrangements.

4.2.2 Setup and Ideal CQNC

A possible realization of our cascaded scheme is illustrated on the left of Fig-
ure 4.2. An OMS, subject to an external force and radiation pressure noise, is
connected to a NMO by a coherent light field. The force is then measured by
detecting outgoing light after the second system. The order of subsystems can
be chosen freely, and the two possible arrangements are depicted on the right
of Figure 4.2. In the first case, the light travels through the OMS, followed by the
NMO. We will refer to this case as OMS 7→ NMO. In the second case, the order
is reversed; hence the light will travel through the NMO first, and we will refer
to this case as NMO 7→ OMS.

The OMS is modeled as described in Section 2.3.2. To arrive at the matrix
expressions above, we quickly reiterate the linearized Hamiltonian of such a
system. It is given by

ĤOMS = ∆omĉ
†
omĉom +

ωm

2
(x̂2m + p̂2m) +

gx̂m√
2
(ĉom + ĉ†om), (4.23)

where we introduced the subscript “om” to differentiate the cavity mode in con-
tact with the mechanical resonator and the “main” cavity mode in the negative-
mass system. From the Hamiltonian (4.23), we find the drift matrix and the
input matrices of the drive and bath as

MOMS =


−κom/2 ∆om 0 0

−∆om −κom/2 −g 0

0 0 0 ωm

−g 0 −ωm −γm

 ,

Kin
OMS =


√
κin

om 0

0
√
κin

om

0 0

0 0

 ,

Kbath
OMS = diag

(√
κbath

om ,
√
κbath

om , 0,
√
γm

)
,

x̂ = (x̂om, p̂om, x̂m, p̂m)⊤ ,

x̂in = (x̂in, p̂in)
⊤ ,

x̂bath =
(
x̂bath

om , p̂bath
om , x̂bath

m , p̂bath
m

)⊤
.

(4.24)
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Here, ∆om = ωom −ωL is the detuning of the optomechanical cavity to the
incoming field. κom = κin

om + κbath
om is the linewidth of the optomechanical cavity,

with coupling constants κin
om to the driving field and κbath

om to the bath. ωm is the
eigenfrequency of the mechanical oscillator and γm its linewidth. The coupling
strength between the light and the mechanical oscillator is g.

For the case of a resonant driving field (∆om = 0) and no losses (κbath
om = 0),

we recover the output quadratures

x̂out
om = eiϕx̂in

om, (4.25a)

p̂out
om = eiϕp̂in

om − χmg
2κomχ

2
omx̂

in
om + χm

√
κomgχom

√
γm F, (4.25b)

with

eiϕ =
κom/2− iω

κom/2+ iω
, χom =

1

iω+ κom/2
, χm =

ωm

ω2 −ω2m − iγmω
. (4.26)

The spectral density of the input into the OMS is given by

Sin
OMS =

1

2
diag (1, 1, 0, 2SF) , (4.27)

which is composed of vacuum noise for the optical input and the spectral den-
sity of the applied force on the mechanical oscillator5. Using the matrix expres-
sions (4.24), we can calculate the output spectral density. We find

Sout
OMS =

1

2

(
1 2Gom Re(χm)

2Gom Re(χm) 1+G2om|χm|2 + 2Gom|χm|2γmSF

)
, (4.28)

with the frequency-dependent measurement strength

Gom = κom|χm|2g2 = Γom
(κom
2 )2

ω2 + (κom
2 )2

(4.29)

as defined in Section 2.3.2. We see the measurement strength has a Lorentzian
shape, and its maximum is the optomechanical readout rate Γom = 4g2

κom
. The

spectral density of the added noise is given as the noise-to-signal ratio in the
output phase spectrum in (4.28). Therefore, we simply need to divide Sout

p̂omp̂om

by the pre-factor of SF. Doing so for the output of the OMS (4.28) recovers the
SQL as given in Equation (2.128)6.

The all-optical NMO, as suggested by [120], consists of two optical modes ĉc

and â, with resonance frequencies ωc and ωa. In order to behave like an OMS,
a beam-splitter and a down-conversion process are added. These should mimic
the two components of the linearized radiation pressure interaction. In analogy
to [141, 111], we refer to ωc as the meter cavity and ωa as the ancilla cavity. The
Hamiltonian of this system is given by

ĤNMO = ∆cĉ
†
c ĉc +∆aâ

†â+ gBS(âĉ
†
c + â

†ĉc) + gDC(âĉc + â
†ĉ†c), (4.30)

5 The force contains the thermal noise and all other forces. Thermal noise will be neglected until
the case study.

6 Except for the thermal noise, which we neglect.
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with the detunings ∆c,a = ωc,a −ωL, the beam-splitter coupling strength gBS and
the coupling strength of the down-conversion process gDC. Similarly to the OMS,
we can construct the matrix expressions of the NMO as

MNMO =


−κc/2 ∆c 0 gBS − gDC

−∆c −κc/2 −(gBS + gDC) 0

0 gBS − gDC −κa/2 ∆a

−(gBS + gDC) 0 −∆a −κa/2

 ,

Kin
NMO =


√
κin

c 0

0
√
κin

c

0 0

0 0

 ,

Kbath
NMO = diag

(√
κbath

c ,
√
κbath

c ,
√
κa,
√
κa

)
,

x̂ = (x̂c, p̂c, x̂a, p̂a)
⊤ ,

x̂in = (x̂in, p̂in)
⊤ ,

x̂bath =
(
x̂bath

c , p̂bath
c , x̂bath

a , p̂bath
a

)⊤
.

(4.31)

Here, κc is the linewidth of the meter cavity, and κa is the ancilla cavity linewidth.
As we only drive the meter cavity, the linewidth of the ancilla cavity couples
fully to the bath, i.e., it acts only as a noise channel. To imitate the radiation pres-
sure interaction, we set gBS = gDC = 1

2ga with the coupling strength ga being the
negative-mass counterpart to the coupling g. Assuming that the beam-splitter
and down-conversion couplings are matched, we turn to a similar scenario for
the OMS above. In the lossless case (κbath

c = 0) and driving the meter cavity on
resonance (∆c = 0), we find the output quadratures of the NMO as

xout
c = eiθxin

c ,

pout
c = eiθpin

c − χag
2
aκcχ

2
c x

in
c

+ χa
√
κcgaχc

√
κa

(
κa/2+ iω

∆a
xin

a + pin
a

)
,

(4.32)

with

eiθ =
κc
2 − iω
κc
2 + iω

, χc =
1

iω+ κc/2
, χa =

∆a

(ω2 −∆2a −
κ2a
4 ) − iκaω

. (4.33)

In analogy to the mechanical susceptibility χm, we have introduced χa as the
susceptibility of the ancilla cavity. Because ∆a can be negative, we can use the
ancilla cavity detuning to make the NMO act like a negative-mass reference. The
input spectral density of the NMO consists only of vacuum noise

Sin
NMO =

1

2
diag (1, 1, 1, 1) , (4.34)

as it is only composed of optical modes. Undergoing the same procedure as for
the OMS, we find the output spectral density matrix for the NMO as

Sout
NMO =

1

2

 1 2Ga Re(χa)

2Ga Re(χa) 1+G2a |χa|
2 + 2Ga|χa|

2κa

(
ω2+κ2a/4
∆2a

+ 1
) . (4.35)
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To complete the symmetry between the OMS and the NMO, we introduced the
frequency-dependent measurement strength of the NMO,

Ga(ω) = g2aκc|χc(ω)|2 = Γa
(κc
2 )
2

ω2 + (κc
2 )
2

, (4.36)

with Γa =
4g2a
κc

the readout rate of the NMO. Under matched beam-splitter and
down-conversion coupling, we see a complete symmetry between the output
quadratures, Equations (4.25) and (4.32), and output spectra Equations (4.28)
and (4.35) of the systems. Our setup aims to couple the two systems so that the
back-action noise in the force spectrum will cancel, allowing for a sub-SQL per-
formance. In our dual-cavity setup, this is done by cascading the two systems
and matching the parameters of the NMO accordingly.

As seen in Figure 4.2, the whole scheme has two possible arrangements. Thus,
to cascade the systems, we choose xout

c = xin
om and pout

c = pin
om for the case

NMO 7→ OMS and xout
om = xin

c and pout
om = pin

c for OMS 7→ NMO. For ideal
CQNC, the order will not matter, as shown in Appendix A.4. We will discuss
cases that depend on the order in Sections 4.3.3 and 4.3.4. After cascading the
two systems according to the procedure in Equation (4.21), we can find the
noise-to-signal ratio in the phase spectrum. The added noise spectral density is

SF =
1

2Gomγm|χm|2

+
G2a |χa|

2 +G2om|χm|2 + 2GaGomℜ(χmχ
∗
a)

2Gomγm|χm|2

+
Gaκa|χa|

2

2Gomγm|χm|2

(
ω2 + κ2a/4

∆2a
+ 1

)
.

(4.37)

The terms in Equation (4.37) are shot-noise (first term), back-action noise (sec-
ond term) and shot noise from the ancilla cavity (last term). The back-action
noise is then canceled if the conditions are such that

gBS = gDC =
1

2
ga, (4.38)

Gom(ω) = Ga(ω), (4.39)

χm(ω) = −χa(ω), (4.40)

for all ω. This means that the NMO must admit a similar radiation pressure
interaction as the OMS and that the light should couple to the ancilla cavity
with the same strength as to the mechanical oscillator. Considering the explicit
form of condition (4.40),

χm(ω) = −χa(ω) (4.41)

⇔ ωm

(ω2 −ω2m) − iγmω
=

∆a

(ω2 −∆2a −
κ2a
4 ) − iκaω

, (4.42)

this entails further restrictions:
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1. The detuning of the ancilla cavity to the meter cavity is

∆a = −ωm. (4.42a)

As described in Section 4.1, a negative mass amounts to a negative eigen-
frequency for harmonic oscillators. Therefore, detuning the ancilla cavity
to −ωm turns it into the negative-mass reference frame for the mechanical
oscillator ωm.

2. The linewidth of the ancilla cavity κa should match the damping rate of
the mechanical oscillator

κa = γm, (4.42b)

to mimic the oscillating behavior of the mechanical oscillator.

3. The susceptibilities χm and χa differ by a factor κ2a/4. This is because of the
asymmetric coupling of the mechanical oscillator and the optical ancilla
to the bath. To alleviate this, the detuning |∆a| ≫ κa, and together with
forgoing items, implies the resolved sideband limit of the ancilla cavity

ωm ≫ κa, (4.42c)

and a large quality factor of the mechanical oscillator,

Qm =
ωm

γm
≫ 1. (4.42d)

These conditions are similar to the integrated setup [141], but instead of the
coupling strength ga and g, the measurement strengths Ga and Gom need to
match. The effect of the NMO under these conditions is best seen in Figure 4.3.
The output of the OMS experiences ponderomotive squeezing through the radia-
tion pressure interaction. For the perfectly matched NMO, its output is squeezed
such that the combination of both will result in a non-squeezed output. In this
sense, CQNC can be understood as undoing ponderomotive squeezing7.

Assuming conditions (4.38)–(4.40) are met, the back-action term in Equa-
tion (4.37) will vanish, and we arrive at

SF =
1

2Gomγm|χm|2
+
1

2

(
ω2 + γ2m/4

ω2m
+ 1

)
, (4.43)

which contains only shot-noise contributions of the measured phase quadrature
(first term) and the ancilla cavity (second term). The contribution of the OMS,
proportional to the measurement strength Gom is the quantum Cramér-Rao bound
[123, 90, 72], sometimes referred to as the fundamental quantum limit (FQL)[29] or
energetic quantum limit [13]. If not for the residual shot noise of the ancilla cavity,
this scheme would put us at the fundamental bound of parameter estimation.

7 We find this viewpoint extremely helpful.
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Figure 4.3: Output spectra of matched cascaded setup for different frequencies. First
row, ponderomotive squeezing induced within the OMS. Second row, squeezing over
frequency generated by the matched NMO. Third row is the output after a cascade of
the first two rows. Adapted from [111].

However, in the limit of large measurement strength, we arrive at the lower
bound of

SF(ω) ⩾
1

2

(
ω2 + γ2m/4

ω2m
+ 1

)
≡ SCQNC(ω). (4.44)

Combining Equations (2.130) and (4.44) we find

SCQNC = SSQL ×
1

2Qm

(
ω2 + γ2m/4+ω

2
m√

(ω2 −ω2m)2 + γ2mω
2

)
. (4.45)

Thus, for Qm ≫ 1, we can summarize

SCQNC = SSQL ×

 1 on resonance ω = ωm

1/(2Qm) off resonance ω≪≫ωm.
(4.46)

In conclusion, under the additional condition that Gom = Ga, the cascaded
setup reproduces the same findings of [141], leading to an enhancement in
performance up to a factor of 2Qm off-resonance and SQL performance on reso-
nance. Due to the additional shot noise from the ancilla cavity, the CQNC scheme
is not bounded by the quantum Cramér-Rao bound, showing that back-action
evasion alone is not enough to achieve the fundamental limits in parameter
estimation [123].

4.3 imperfect cqnc

The conditions (4.38)–(4.40) are the ideal case for a perfect cancellation of quan-
tum back-action noise and will not be satisfied in an actual experiment. There-
fore, we will discuss possible imperfections and their impact on the perfor-
mance of our cascaded scheme. These imperfections include mismatches to the
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Table 4.1: Parameters of the optomechanical sensor used in Figs. 4.4 to 4.7

Parameter Norm. value Value

ωm mechanical resonance frequency 1 500 kHz

γm mechanical linewidth 10−3ωm 500 Hz

Qm mechanical quality factor ωm
γm

1000

κom optomechanical cavity linewidth 10ωm 5 MHz

parameters in Equations (4.38)–(4.40), and possible losses. Another degree of
freedom of our setup is the order in which the light passes through the sub-
systems (NMO 7→ OMS or OMS 7→ NMO), but this will only affect the force
sensing performance for imperfections that directly affect the force signal. The
cases where the order does not matter are shown in Appendix A.4. Data shown
in the figures of this section refer to an OMS given by the parameters in Table 4.1.

4.3.1 Non-Ideal Ancilla Cavity Linewidth κa ̸= γm

The strictest requirement for an all-optical CQNC setup is to match the ancilla
cavity linewidth to the damping rate of the mechanical oscillator. Assuming
all conditions for ideal CQNC are matched, except κa ̸= γm. Since the measure-
ment strengths, Gom = Ga, are matched for all frequencies, and we assume
no propagation losses between the system, this effectively reduces to the inte-
grated CQNC setup [141]. The spectral density of added noise (4.37) in this case
becomes

SF =
1

2Gomγm|χm|2
+
Gom

2γm

∣∣∣∣χm + χa

χm

∣∣∣∣2
+

κa|χa|
2

2γm|χm|2

(
ω2 + κ2a/4

ω2m
+ 1

)
.

(4.47)

For an optimal Gom, we find the minimal spectral density for the added noise,

SF =
|χm + χa|

γm|χm|
+

κa|χa|
2

2γm|χm|2

(
ω2 + κ2a/4

ω2m
+ 1

)
(4.48)

This is composed of measurement shot and back-action noise (first term) and
noise introduced by the ancilla cavity (second term). The second term will dom-
inate the first one for frequencies off-resonance, setting a bound to the achiev-
able performance. The ratio between the spectral density (4.48) and the SQL

is

SF =
κa

2ωm
× SSQL, (4.49)

for κa < 2ωm. For κa ≫ ωm, the effect of CQNC will vanish for low frequencies,
converging to the SQL, while for large frequencies, the added noise is larger than
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the SQL. This is illustrated in Figure 4.4. Condition 4.49 renders our setup un-
usable for gravitational wave detectors, as these operate in the free-mass limit
ωm → 0. However, this is not a show-stopper for tabletop experiments with
micromechanical resonators. These mechanical oscillators usually have eigen-
frequencies in the order of hundredth of kHz.
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Figure 4.4: Imperfect matching of the ancilla cavity and mechanical linewidth. Top row:
Achievable force noise levels for a mismatch between ancilla cavity linewidth κa and
damping rate of the mechanical oscillator γm over frequency ω. For κa < ωm, an im-
provement of κa/2ωm can be achieved off-resonance (solid blue). For κa ≫ ωm, the
effect of CQNC is completely canceled for low frequencies, and the sensitivity is worse
than the SQL for high frequencies (dashed teal). Bottom row: Corresponding force sen-
sitivity over coupling strength g for low frequencies (left) and high frequencies (right).
The shaded areas mark the bounds for sub-SQL sensitivity, from below the fundamental
limit given by Equation (4.44) and from above the SQL given by Equation (2.130). The
gray lines in the bottom row show the force noise for ideal CQNC conditions and no
back-action evasion. Parameters are given in Table 4.1.
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4.3.2 Unequal Measurement Strengths Gom ̸= Ga

Next, we consider a mismatch of the measurement strengths Ga ̸= Gom, while
matching the other CQNC conditions. This entails unmatched cavity linewidth
κc ̸= κom and unmatched couplings ga ̸= g. Introducing parameters for the
linewidth mismatch κc = ϵ κom and coupling mismatch ga =

√
δg, we find for

the spectral density

SF =
1

2Gomγm|χm|2
+
Gom

2γm

∣∣∣∣1− δϵ |χc|
2

|χom|2

∣∣∣∣2
+ δϵ

|χc|
2

|χom|2
1

2

(
ω2 + γ2m/4

ω2m
+ 1

)
.

(4.50)

For suitable couplings g and cavity linewidth κ, we can find a frequency where
the back-action term in Equation (4.50) will vanish, and ideal CQNC is possi-
ble. This is the case when the Lorentzians Ga and Gom are such that they will
intersect at a frequency ω ̸= 0. We find that

ω∗ = ±

√
δ ϵ− ϵ2

1− δ ϵ

κom

2
(4.51)

is a real-valued frequency for the following parameters:

ga = g ⇒ κc < κom or κc > κom, (4.52a)

ga < g ⇒ ϵ >
1

δ
or ϵ < δ, (4.52b)

ga > g ⇒ ϵ > δ or ϵ <
1

δ
. (4.52c)

Consequently, a cavity linewidth mismatch can compensate for every possible
matching condition of the couplings, and ideal CQNC can be achieved at ω∗.
Equation (4.50) takes the shape of an inverse Lorentz around the frequency ω∗.
To estimate the linewidth around the newfound dip, consider Equation (4.50)
for an optimal Gom. We find,

SF =
1

γm|χm|

∣∣∣∣1− δϵ |χc|
2

|χom|2

∣∣∣∣+ δϵ |χc|
2

|χom|2
1

2

(
ω2 + γ2m/4

ω2m
+ 1

)
(4.53)

= SSQL

∣∣∣∣1− δϵ |χc|
2

|χom|2

∣∣∣∣+ δϵ |χc|
2

|χom|2
SCQNC (4.54)

= SSQL|1− δϵ| |χc|
2 |(ω+ω∗)(ω−ω∗)|+ δϵ

|χc|
2

|χom|2
SCQNC. (4.55)

Moving now to the inverse, we determine the linewidth around ω∗

1/SF =
1

SSQL|1− δϵ| |χc|2 |ω2 −ω2∗ |+ δϵ
|χc|2

|χom|2
SCQNC

(4.56)

=
1

SSQL|1− δϵ| |χc|2
1

|ω2 −ω2∗ |+
δϵ

|χom|2
SSQL
SCQNC

(4.57)

=
1

SSQL|1− δϵ| |χc|2
1

|ω2 −ω2∗ |+
δϵ

|χom|2
1
2Qm

, (4.58)
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where we used Equation (4.46) for the last step, assuming we are far off-resonance.
Thus, ifω∗ is far away from the resonance frequency, the linewidth of this “dip”
is ∝ 1/Qm.

For non-vanishing back-action, we can again minimize the spectral density
(4.50) with an optimal Gom. Turning to the low-frequency limit (κc,om ≫ ω), the
measurement strengths become frequency independent, Gom,a → Γom,a, and the
ratio |χc|

2/|χom|2 → 1/ϵ2. The minimal noise spectral density is then

SF = |1−
δ

ϵ
|× SSQL +

(
δ

ϵ

)
× SCQNC. (4.59)

Ideal CQNC can be recovered for ϵ = δ, which means Γom = Γa. Hence, as
long as the rate at which the back-action information leaks out of the system is
matched, ideal CQNC is possible for low frequencies.

For the converse case (κc,om ≪ ω) the cavity susceptibilities |χc|
2 ≈ |χom|2,

effectively cancelling in Equation (4.50). The optimal spectral density becomes

SF = |1− δ ϵ|× SSQL + (δ ϵ)× SCQNC. (4.60)

In this case, ideal CQNC can be recovered for δ = 1/ϵ, which entails g2aκc =

g2κom. We have depicted our main findings in Figure 4.5.
We also considered a combination of the imperfections discussed in this

section. If, for example, Gom ̸= Ga and additionally κa ̸= γm, the noise spec-
tral density will be a combination of Equations (4.47) and (4.50). In this case,
the cancellation of back-action noise is possible for the cases discussed above,
but the ancilla cavity noise floor is higher because of the linewidth mismatch
γm ̸= κa. Thus, our findings will remain the same, but the achievable perfor-
mance off-resonance is given by the noise spectral density in Equation (4.49).
Similar consideration is taken for the linewidth of the peak. The linewidth will
be ∝ κa/(2ωm) instead of ∝ 1/Qm.

4.3.3 Losses

We first consider propagation losses, which occur between the first and the
second system. The propagation losses are modeled by mixing the first sys-
tem’s output signal with vacuum in a beam-splitter-like interaction; see Ap-
pendix A.2. This leads to a modified output signal,

x′out =
√
η xout +

√
1− η xvac, (4.61)

where xvac represents the vacuum field and η ∈ [0, 1] is the efficiency of the
process. Due to this additional noise, information about the back-action inter-
action of the first system is lost to the vacuum; hence perfect cancellation of
back-action noise is not possible. As before, we can find an optimal coupling
strength to minimize the additional noise. For the system order NMO 7→ OMS,
we achieve a minimal spectral density of

SF =
√
1− η× SSQL + η× SCQNC. (4.62)
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Figure 4.5: Imperfect matching of the measurement strength Gom and Ga. Top row:
Achievable force noise levels for imperfect matching of measurement strength over fre-
quency ω. For mismatched coupling strength compensated by linewidth mismatch,i.e.,
δ = ϵ, perfect noise cancellation can be recovered at low frequencies (solid orange for
ϵ = δ = 0.9). For matched linewidth but mismatched coupling strength, noise cancella-
tion is limited, but sub-SQL performance is possible (dashed red for δ = 0.9). In the case
of matched coupling strength but mismatched linewidth, we find a frequency (4.51)
where perfect noise cancellation is possible (dash-dotted purple line, with ϵ = 0.9).
Bottom row: Corresponding force sensitivity over coupling strength g for low frequen-
cies (left) and high frequencies (right). The shaded areas mark the bounds for sub-SQL

sensitivity, from below the fundamental limit given by Equation (4.44) and from above
the SQL given by Equation (2.130). The gray lines in the bottom row show the force
noise for ideal CQNC conditions and no back-action evasion. Parameters are given in
Table 4.1.

In contrast to the cases so far, losses reduce the performance of our setup even
on resonance. Far away from resonance, where SCQNC ≪ SSQL, we find that the
minimal spectral density is

SF =
√
1− η× SSQL + η× SCQNC. (4.63)
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In the opposite order OMS 7→ NMO, in addition to lost back-action information,
some force signal will be lost due to propagation losses. Hence, the added noise
will increase for this topology. We find

SF =
1

η

(√
1− η× SSQL + SCQNC

)
, (4.64)

for the minimal spectral density and far off-resonance, it reduces to

SF =

√
1− η

η
× SSQL, (4.65)

The spectral density is increased by 1/η compared to the case NMO 7→ OMS
and hence directly proportional to the lost force signal. Losses after the second
system constitute the detection efficiency and can be modeled similarly. Since
this will not affect the cancellation of back-action noise, we will omit detection
losses until the case study.

Apart from propagation losses, we take intracavity losses into account. Intro-
ducing a bath for each cavity, with coupling rates κbath

c and κbath
om , the intracavity

losses can be described in terms of the escape efficiencies

ηesc
om,c =

κin
om,c

κin
om,c + κ

bath
om,c

=
κin

om,c

κom,c
. (4.66)

Similar to propagation losses, introducing intracavity losses will always im-
pede the cancellation of back-action noise, and depending on the order of
the systems, the available force signal information will differ. For the case
NMO 7→ OMS, with optimal measurement strength, we find the minimal spec-
tral density

SF =

√
ηesc

c + ηesc
om − 2ηesc

c ηesc
om

ηesc
om

× SSQL +
ηesc

c
ηesc

om
|1− ηesc

omκomχom|2 × SCQNC.

(4.67)

Again, moving away from resonance, the term SCQNC ≪ SSQL and thus the mini-
mal spectral density is

SF =

√
ηesc

c + ηesc
om − 2ηesc

c ηesc
om

ηesc
om

× SSQL. (4.68)

This encompasses both cases with propagation loss. For ηesc
om → 1, we retrieve

Equation (4.63) and for ηesc
c → 1 Equation (4.65) respectively. Thus, for the

configuration NMO 7→ OMS, the intracavity loss can be handled similarly to
propagation loss.

For the case OMS 7→ NMO, we lose additional force signal due to intrinsic
loss in the meter cavity. Moreover, the signal also picks up additional phase
from the cavity ∝ eiθ. We arrive at the minimal spectral density,

SF =
1

ηesc
om |1− ηesc

c κcχc|2

(√
ηesc

c + ηesc
om − 2ηesc

c ηesc
om × SSQL + η

esc
c × SCQNC

)
(4.69)

off−resonance−−−−−−−−→

√
ηesc

c + ηesc
om − 2ηesc

c ηesc
om

ηesc
om |1− ηesc

c κcχc|2
× SSQL. (4.70)
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Figure 4.6: Effects of mismatch between beam-splitter and down-conversion coupling.
(a) Output spectra for relative mismatch gr ̸= 0 for different frequencies. The dashed
line denotes the resonance frequency ωm. The mismatch between gBS and gDC breaks
the rotational symmetry of ponderomotive squeezing around ωm. (b) Flow chart be-
tween the mode of the ancilla and the meter cavity. The solid line shows the original
back-action flow, and the dashed line shows the noise introduced by the relative mis-
match gr of the beam-splitter and down-conversion coupling.

The term |1− ηesc
c κcχc|

2 describes the meter cavity’s phase and noise contribu-
tion. Due to its dependence on the meter cavity susceptibility χc, this difference
is frequency-dependent and will vanish for frequencies ω > κc. For low fre-
quencies, it will be at a maximum of |1− 2ηesc

c |2, making intracavity losses extra
punishing for configuration OMS 7→ NMO. We note that this term goes to infin-
ity as ηesc

c → 0.5. The reason for this lies in the way we modeled the intracavity
loss. In essence, our cavities are built as two-mirror cavities and the noise cou-
ples through the end mirror. This is not realistic, but for low intracavity losses,
a good approximation8. Our expressions from Equations (4.63)–(4.69) can be
combined into a lengthy, yet simple, expression to encompass all the losses into
a total loss expression. If we consider 1% losses from the sources above, we
arrive at an optimal spectral density of

SF ≈ SSQL ×

17.4% for NMO 7→ OMS

18.3% for OMS 7→ NMO
, (4.71)

for low frequencies. We see that introducing losses is detrimental to the possible
noise reduction. As losses will never be avoidable, the system order NMO 7→
OMS should always be preferable since higher levels of noise reduction are
achieved.

4.3.4 Relative Mismatch of gBS and gDC

In addition to losses, a relative mismatch between the beam-splitter coupling
gBS and down-conversion coupling gDC will also affect the noise cancellation
depending on the system order. So far, we assumed gBS = gDC = 1/2 ga in order
to mimic the back-action interaction of the OMS. We will now fix gBS + gDC =

8 Nobody wants to have 50% losses!
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g and introduce a mismatch between the beam-splitter and down-conversion
couplings

gBS − gDC

gBS + gDC
= gr ̸= 0. (4.72)

Effects of this relative mismatch are shown in Figure 4.6. As seen in Figure 4.6(b),
the relative mismatch gr allows the phase quadratures to couple back into the
amplitude quadrature and thus deviate from the back-action interaction of the
OMS. This introduces a noise path and will limit the cancellation of back-action
noise. It also affects the force noise differently for the different system orders.
For the case OMS 7→ NMO, the force signal is imprinted on the output phase
quadrature of the OMS, and with the introduced mismatch, it is possible for the
signal to couple to the amplitude quadrature. Contrary, for NMO 7→ OMS, the
force signal will remain fully in the output phase quadrature. Thus, this results
in different spectral noise densities for our phase measurement. For general mis-
matches, this will not reduce to a simple expression. No analytic expressions
were found for the minimized spectral density. We exported our expressions
and calculated the resulting spectral densities numerically. These results are
shown in Figure 4.7. The CQNC performance is limited for low frequencies, but
sub-SQL levels are still possible. Contrary to losses, the order OMS 7→ NMO
seems advantageous for a relative mismatch of the couplings. CQNC will vanish
entirely in the high-frequency limit, and no sub-SQL performance is possible.
Interestingly, the achievable level of noise reduction does not depend on the
sign of the mismatch parameter gr.

4.4 case study

After discussing ideal CQNC and the most relevant deviations from the ideal
parameters, we now turn to a realistic situation one would expect in an ac-
tual experiment. For an integrated setup, reasonable parameters have been dis-
cussed in [141], which were revised in [111] for a cascaded setup, and two
reasonable sets of parameters were given. From there, we found a new set of
parameters that achieve broadband noise reduction for frequencies below the
mechanical resonance of the oscillator with eigenfrequency ωm = 500kHz. The
low-frequency range is chosen because a large coupling strength is needed to
achieve sub-SQL performance at high frequencies9. Losses are particularly inter-
esting in our case study, as they influence the noise reduction depending on the
system order. Our set of parameters is shown in Table 4.2.

Our scheme considers a NMO, where the two modes are not spatially sepa-
rated, as depicted in Figure 4.2. In this scenario, the ancilla cavity linewidth κa

will directly contribute to the escape efficiency as a noise channel. Discussions
in our group deem an ancilla cavity linewidth of κa = 200 kHz feasible. Com-
bined with a meter cavity linewidth of κc = 2 MHz, this results in an escape
efficiency of 90% for the NMO. We hope to achieve similar escape efficiencies for

9 This can be seen from the force noise curves over the coupling strength
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Figure 4.7: Force noise for relative mismatch of beam-splitter and down-conversion
coupling. Top row: Achievable force noise levels over frequency ω. Left: Plotted for
gr = −0.2. Right: Plotted for gr = 0.2. The relative mismatch introduces additional
noise by modifying the effective back-action term of the NMO. Perfect noise cancel-
lation is impossible, but sub-SQL levels are achievable for low frequencies. For high
frequency, no noise reduction is possible. Traversing through the OMS first seems ad-
vantageous for noise cancellation. Bottom row: Corresponding force sensitivity over
coupling strength g for low frequencies (left) and high frequencies (right). As seen by
the line shapes over the coupling strength, the sign of the relative mismatch plays no
role in the achievable noise performance. We see a sharp rise in the noise-to-signal ra-
tio for low frequencies at a particular coupling strength. This is where the entire force
signal is rotated to the amplitude quadrature. The shaded areas mark the bounds for
sub-SQL sensitivity, from below the fundamental limit given by Equation (4.44) and
from above the SQL given by Equation (2.130). The gray lines in the bottom row show
the force noise for ideal CQNC and no back-action evasion. Parameters are given in
Table 4.1.
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Table 4.2: Proposed set of parameters

Parameter Norm. value Value

ωm mechanical resonance frequency 1 500 kHz

γm mechanical linewidth 10−8ωm 5 mHz

κc meter cavity linewidth 4ωm 2 MHz

∆a ancilla cavity detuning −0.99ωm −495 kHz

κa ancilla cavity linewidth 2
5 ωm 200 kHz

gBS beam-splitter coupling strength 1.01 g2 253 kHz

gDC down-conversion coupling strength 0.97 g2 243 kHz

ηesc
c escape efficiency NMO 0.9

κom optomechanical cavity linewidth 0.99 κc 1.98 MHz

g optomechanical coupling strength ωm 500 kHz

ηesc
om escape efficiency OMS 0.9

ηprop propagation efficiency 0.97

ηdet detection efficiency 0.97

T temperature 4K

the OMS. Detection efficiencies over 97% were already realized [125]. Similarly,
propagation losses between the systems should not be an issue. We assume 3%
losses from both propagation and detection.

Matching most parameters, such as ancilla cavity detuning ∆a and the cav-
ity linewidth κc and κom should not be a problem; we assume them to be
closely matched. More delicate to match are the coupling strengths. A down-
conversion coupling of gDC = 250 kHz and a beam-splitter coupling of gBS ⩾
235 kHz was readily achieved [111]; thus, we set the optomechanical coupling
strength to g = 500 kHz.To check if the proposed coupling strength is needed
to achieve sub-SQL noise levels, we define the gain parameter

R = 1−
SF
SSQL

. (4.73)

The plot of this parameter can be seen in Figure 4.8. We see, a sub-SQL per-
formance is possible for g ≈ 0.9 − 2.6ωm with a maximum performance at
g ≈ 1.5ωm. Optomechanical coupling strengths of g = 440 kHz have been re-
ported in micro-mechanical setups [94] and higher couplings in the order of
MHz should be possible [97]. Hence, our assumed coupling strength is achiev-
able and also necessary. Suppose these levels cannot be reached for the optome-
chanical coupling strength; one could still compensate for this mismatch by the
cavity linewidths, as described in Equation (4.48) and increase the performance
for low frequencies.

The OMS must be limited by quantum back-action noise to measure the pos-
sible cancellation of back-action noise. For this, the quantum back-action noise
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Figure 4.8: Linear-logarithmic plot of the gain parameter defined in Equation (4.73),
plotted against the coupling strength g and frequency ω for the remaining parameters
as in Table 4.2. We find a gain over the SQL for g ≈ 0.9− 2.6ωm in almost the entire
frequency range below the resonance. For our goal of g = ωm, we find a performance
gain over the SQL of ≈ 20%. The maximal performance gain is 40% at g ≈ 1.5ωm.

in Equation (2.128) must be much larger than the thermal noise. In the low-
frequency limit (κom ≫ ω), this can be expressed in terms of the quantum
cooperativity. It is the ratio of the mechanical oscillator’s classical cooperativity
and thermal occupation. It is given as

Cq =
Ccl

n̄th
=
Γom

γm

 hωm

kBT
=

4g2 h

κomkBT
Qm ≫ 1. (4.74)

Modern silicon-nitride membranes have exceeded quality factors of Qm = 108

[84], thus the OMS would be quantum back-action limited for a temperature
T = 4K, a temperature achievable with cryogenics. For higher temperatures,
the quality factor must be increased to elevate the back-action effects over the
thermal noise floor, and similarly, lower temperatures allow for a lower quality
factor. In order to account for this and compare all OMS of frequency ωm, once
they can resolve the quantum back-action, we normalize our force noise by the
quality factor Qm.

The achievable sensitivities for the parameters in Table 4.2 are shown in Fig-
ure 4.9. In the low-frequency regime, the configuration NMO 7→ OMS shows
a reduction of 20% below the SQL and almost comparable results to the inte-
grated setup. No sub-SQL sensitivity can be achieved for the other system order
OMS 7→ NMO. This is not surprising, as we saw in Section 4.3.3, that this
configuration suffers additional penalties from losses. Instead of matching the
parameters (4.38)–(4.40), the limiting factor for noise reduction in a realistic case
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Figure 4.9: Force noise normalised to Qm for the parameters given by Table 4.2 and
temperature T = 4 K. For low frequencies, sub-SQL performance is possible for the
integrated setup (solid green) and the case NMO 7→ OMS (dashed blue). No sub-SQL

levels are possible for the case OMS 7→ NMO (dash-dotted orange). The shaded area
shows levels above the SQL.

will be losses. Additionally, as losses will never be entirely avoidable, choosing
the right system ordering, NMO 7→ OMS, is of utmost importance.

4.5 conclusion and outlook

In this chapter, we discussed a cascaded version of the all-optical coherent quan-
tum noise cancellation setup proposed by Tsang and Caves [120, 141]. Instead of
introducing the anti-noise path directly into the optomechanical cavity, we con-
sidered an all-optical effective negative-mass oscillator as a standalone system
and removed the back-action noise of the positive mass oscillator by coupling
both systems coherently via a strong drive field. Under the conditions (4.38)–
(4.40), we then rediscovered the perfect cancellation of back-action noise. After-
ward, we discussed deviations from the ideal conditions, including losses and
the influence of the system order. We saw that for mismatched measurement
strengths, Gom ̸= Ga, by choosing the cavity linewidth and coupling strength
in a specific way, CQNC can be recovered in the high- or low-frequency regime,
or even at a specific frequency ω∗ ̸= ωm. The system order will also affect
the noise cancellation performance for losses and a relative mismatch of beam-
splitter and down-conversion coupling. Finally, we discussed the performance
of our setup for a set of realistic parameters. We showed that a quantum noise
reduction of 20% below the SQL is possible for the order NMO 7→ OMS in the
low-frequency regime.

To improve upon the performance laid out in the case study, the obvious
solution is to reduce noise and the ancilla cavity linewidth κa, or if possible,
increase the coupling rate g. Apart from these “trivial” suggestions, one idea
discussed in the group is introducing a second laser beam to the OMS. This beam
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is detuned far from the resonance frequency and is used as a cooling beam,
whereas the other beam measures the mechanical oscillator on resonance. In
this, the probe’s quantum cooperativity (4.74) will remain constant. Therefore
we could decrease the temperature of the mechanical oscillator and increase
its linewidth γm to match the ancilla cavity linewidth κa closer. We assume
the combination of these effects will benefit the CQNC performance, but further
research is needed in this regard.

In the field of cascaded quantum systems, many interesting configurations
can be discussed. For example, Karg et al. [67, 68] showed the cascade of an
OMS and a spin-ensemble in a looped topology. Interesting effects can be ob-
served by reentering the first system under a time delay or imposed phase
shift. Preliminary calculations for a looped setup with our optical NMO showed
no apparent benefit for the CQNC performance. However, closer inspection of
different topologies, such as loops or parallel configurations, as discussed by
Zeuthen et al. [147] could be an interesting idea for future projects.

Recently, colleagues in our group [64] showed that a detuned single-mode
squeezer would generate frequency-dependent squeezing. Another interesting
topic would be to compare the performance of such a detuned single-mode
squeezer to our suggested NMO, which is, in a sense, a detuned two-mode
squeezer. Of course, the detuned single-mode squeezer will never cancel quan-
tum back-action noise for all frequencies as the NMO. Nevertheless, it would
be interesting to see the possible performance levels and frequency range of a
detuned single-mode squeezer in our cascaded setting.





5
C O N C L U S I O N

This thesis aimed to illuminate two aspects of quantum parameter estimation in
optomechanical systems. The concept of conditioning, or filtering, on the level
of measured data; and decreasing measurement back-action noise employing
back-action evading techniques, such as coherent quantum noise cancellation.
For the optomechanical force sensors considered in this thesis, it was shown by
Tsang et al. [123] that both these concepts are needed to estimate forces at the
fundamental limit – the quantum Cramér-Rao bound.

On the side of conditioning, I discussed the different views of quantum
smoothing in the literature. I started by reviewing the concept of prediction
and retrodiction for continuous measurements in the quantum context. For
applications in linearized optomechanics, the discussion was restricted to a
suitable subclass of quantum systems; the linear Gaussian quantum systems.
In this context, the governing stochastic master equations for prediction and
retrodiction are reduced to the classical forward and backward Kalman filter.
For quantum filtering, a fully developed theory exists [5, 9], which relies on
the quantum non-demolition conditions. These conditions are not fulfilled for
quantum retrodiction. Subsequently, quantum smoothing in a purely quantum
scenario can yield non-physical results. I illustrated this by applying quantum
smoothing to an optomechanical setup using Kalman and Wiener filters. For
retrodiction, the estimates of these filters on the states’ variance differed. While
the differences would disappear in the case of a hybrid classical-quantum pa-
rameter estimation, these results are connected to weak-value estimates, which
are not always well-defined. Additionally, as seen in the discussed example,
the smoothed “state” constructed by this method is not physical, as it violates
Heisenberg’s uncertainty principle.

In my opinion, a general theory of quantum smoothing is needed that can
encompass the different current views on quantum smoothing. Once such a
theory is found, one could derive the conditions that allow for the use of clas-
sical smoothing as a limit. A good starting point seems to be the theory of
quantum smoothing proposed by the group around Wiseman [45, 79, 21]. Their
smoothing theory is purely quantum and produces a proper smoothed density
operator. In this framework, Laverick et al. [81, 78] produced quantum exten-
sions of the classical Mayne-Fraser-Potter and Rauch-Tung-Striebel smoothers
for linear Gaussian quantum case. Another approach is taken by Tsang [119]; he
tries to unify the various concepts of quantum smoothing in the context of gen-
eralized expectation values. Quantum mechanics can be seen as a generalized
probability theory; thus, building a theory of quantum smoothing on this level
is a reasonable approach. When applying smoothing to quantum systems, each
scenario should be considered very carefully, and it should be determined if the
QND conditions are also fulfilled in case of retrodiction. Also, the Kalman filters
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are obtained by the restriction of the stochastic master equation to the case of
linear Gaussian quantum systems. In my opinion, this gives them validity on a
more fundamental level.

Regarding quantum back-action evasion, I considered a cascaded scheme for
coherent quantum noise cancellation in optomechanical force sensors. I ana-
lyzed its noise reduction performance with regard to many of its parameters
and conducted a case study for an experimental realization. This cascaded
setup consists of an all-optical effective negative-mass oscillator, as proposed by
Tsang and Caves [120], connected to an optomechanical force sensor by a laser
field. The analysis showed that compared to the integrated setup [120, 141],
this cascaded scheme can give more experimental freedom while giving sim-
ilar noise reduction performance. In addition, I showed that in a realistic set-
ting, where noise will play a role, a preferable order of the subsystems exists.
“Pre-squeezing” the light by putting the negative-mass oscillator in front of the
optomechanical sensor should always be chosen. The outlined formulation is
based on linear quantum networks [25, 98], which is an excellent tool for mod-
eling cascaded systems. It can readily be extended to more subsystems, more
inputs and generally many other possible negative-mass oscillators.



A
A P P E N D I X

a.1 stochastic integrals

In this section, we want to give some context to the mentioned stochastic inte-
grals in the main text. This is not a detailed instruction on how to solve these
types of integrals but a clarification of their definition. For a simpler introduc-
tion, let us consider a one-dimensional stochastic system. The solution to the
Langevin equation (2.9) is then reduced to

xt = xt0 +

∫t
t0

f(xτ, τ)dτ+
∫t
t0

g(xτ, τ)dWs(τ), (A.1)

with f and g functions instead of matrices A and E. The first integral is just the
“standard” integral known from calculus – the Riemann integral. The second
integral is with respect to the white noise process Ws(τ), which is nowhere
differentiable. Therefore, this stochastic integral needs special treatment. To solve
these, Itô [56] defined a new type of integral – the Itô stochastic integral1. Let
us consider only the stochastic integral∫T

t0

g(xτ, τ)dWs(τ). (A.2)

For the definition of this integral on the time interval [t0, T ], we define a se-
quence partitions ∆n = {τj : j = 0, ...,n} of this interval in n time steps with

t0 = τ0 < τ1 < ... < τn−1 < τn = T . (A.3)

The norm (also called mesh) of a partition is given by the length of the longest
sub-interval [49], i.e.,

||∆n|| = max
{
|τj − τj−1| : j = 1, ...,n

}
. (A.4)

We restrict ourselves to partitions ∆n such that

lim
n→∞ ||∆n|| = 0, (A.5)

which means that as we increase the number of time steps, we arrive at the
finest partition. With this, the Itô integral is defined as∫T

t0

g(xτ, τ)dWs(τ) := lim
n→∞

n∑
j=1

g(xτj−1 , τj−1)
(
Wτj −Wτj−1

)
. (A.6)

1 We note, there exists another stochastic integral, called the Stratonovich stochastic integral [113]
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Thus, the function is evaluated at the lower bound of each sub-interval in this
form of integral. This evaluation at the lower bounds can be seen as the stochas-
tic integral moving forward in time, hence the forward Itô integral. The corre-
sponding backward Itô integral is then defined similarly, but the function is
evaluated at the upper bound of the sub-interval. It reads∫T

t0

g(xτ, τ)dWs(τ) := lim
n→∞

n∑
j=1

g(xτj , τj)
(
Wτj −Wτj−1

)
. (A.7)

a.2 homodyne detection

Homodyne detection is a phase-sensitive detection scheme from which informa-
tion about an arbitrary quadrature of the measured field can be obtained. As
all the schemes considered in this thesis used homodyne detection exclusively,
we recall its principle. Note that we will only discuss balanced homodyne de-
tection. More details can be found in most textbooks about quantum optics
[143, 3].

To better understand the concept of homodyne detection, let us first describe
how a light field is measured. This is usually done by a photodetector in which
the incoming light field is converted into a current. Consider an input light sig-
nal â(t), as defined in Section 2.3.1. In the photodetector, photons are converted
into electrons via the photoelectric effect. These electrons generate a current if a
voltage is applied. The resulting current is proportional to the average photon
number, i.e., I(t) ∝ ⟨â†(t)â(t)⟩. Expanding the creation operator in the mean
field and small fluctuations â = α+ δâ like in Section 2.3.2, the current is found
as

I(t) ∝ ⟨â†(t)â(t)⟩ (A.8)

≈ α2 +α⟨δâ†(t) + δâ(t)⟩ (A.9)

= α2 +α
√
2⟨x̂(t)⟩, (A.10)

where the amplitude quadrature was introduced as defined in Equation 2.82.
We see in this method called direct detection, on gains only information about
the amplitude.

The homodyne detection scheme adds a local oscillator field âLO, which is
then combined with the signal âsig on a 50:50 beam-splitter. The output fields
of the 50:50 beam-splitter ports are a balanced combination of the inputs and
can be written as

â±(t) =
âsig(t)± âLO(t)√

2
. (A.11)

Each of these outputs is then measured by a photodetector as in the direct
measurement. We decompose the signal field as above âsig = αsig + δâsig in
its mean and fluctuations. Additionally, the local oscillator is assumed to be a
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coherent classical field with a mean ⟨âLO(t)⟩ = |αLO|e
−iθLO such that |αLO| ≫

αsig. Thus, one finds the currents of each output as

I±(t) ≈
|αLO|

2

2
± |αLO|√

2
⟨x̂θLOsig (t)⟩, (A.12)

where the introduced quadrature operator

x̂θsig(t) =
â(t)e−iθ + â†(t)eiθ√

2
, (A.13)

is the generalized quadrature operator such that x̂0sig = x̂ and x̂π/2sig = p̂.
For balanced homodyne detection, these two currents will be subtracted, and

the resulting measured current is

Ihom(t) = I+(t) − I−(t) =
√
2|αLO|⟨x̂θLOsig (t)⟩. (A.14)

Thus, by this scheme, one can measure an arbitrary quadrature by changing
the phase of the local oscillator θLO.

In practice, this measurement will not be perfect, be it through optical losses
of the signal or the general efficiency of the photodetector. For our purposes,
these effects can be regarded in the same way, as a loss of signal before reaching
the homodyne detector. The way we model these losses is by a fictitious beam-
splitter. Unlike the beam-splitter in the balanced homodyne scheme, this will
overlay the signal with a vacuum field with a transmission

√
η corresponding

to the efficiency of our detection. The path orthogonal to the signal will be
traced-out or lost to the vacuum with a transmission

√
1− η. The output of the

signal after this beam-splitter is thus

âout =
√
ηâsig +

√
1− ηâvac. (A.15)

Combing all of this, we arrive at an inefficient homodyne measurement with
the homodyne current

Ihom(t) = |αLO|
√
η ⟨x̂θLOsig (t)⟩. (A.16)

A schematic of this is depicted in Figure A.1.

a.3 details on the quantum wiener filter

In this chapter, we provide details on the validity of the causal Wiener filter in
the quantum context and some calculations omitted in Chapter 3.

a.3.1 Admissibility of the Wiener Filter

In this section, we want to explain why the Wiener filter can be applied in the
quantum context. This motivation was already given in the Appendix of [93],
but we give a more in-depth version of this argument for completeness. The
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âsig
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Figure A.1: Simplistic depiction of an inefficient homodyne detector. The signal field
âsig is overlaid with a vacuum field âvac on an imbalanced beam-splitter with trans-
mission

√
η. The lossy signal is combined with a local oscillator âLO on a 50:50 beam-

splitter for homodyne detection. Homodyne current Ihom is given by the difference I+
and I−. The measured quadrature can be chosen by changing the phase of the local
oscillator θLO.

usual way to describe continuous measurements [60] is as a limit of projec-
tive measurements. Assume we started a measurement at a time t0 = T < 0

and finished the measurement at time t = 0. We consider the measurement
operator ŷ pre-whitened by the Wiener filter for simplicity. Thus we describe
the measurement as a projective measurement at discrete times ŷ(t), where
δt = ti+1 − ti = T/N, with T the length of the measurement time, divided
into N sub-intervals and the limit N → ∞ is taken. Between each projective
measurement, there is a free evolution given by a unitary operator

Û = e−
i
 h Ĥδt. (A.17)

Thus given a vector of measurement data y = {yi} one can write the conditional
state2 at time t = 0 as

ρ̂c(0) = P̂yρ̂inP̂
†
y. (A.18)

The projection operators on the measurement record are given by

P̂y = P̂(ŷ− yN)ÛP̂(ŷ− yN−1)Û...ÛP̂(ŷ− yi)Û...ÛP̂(ŷ− y1)Û, (A.19)

where each of the measurements is a “sharp” measurement in the sense that

P̂(ŷ− yi) = δ(ŷ− yi) =

∫∞
−∞ dyδ(y− yi)|y⟩⟨y|. (A.20)

In the Heisenberg picture, and because the measurement operator ŷ fulfills the
QND condition (3.60a), this can be written as a product of dirac distributions
[69]:

P̂y =
∏
T<t<0

δ(ŷ(t) − y(t)). (A.21)

2 This state is unnormalized.
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Letting T → ∞ and making the discretization of the measurement record arbi-
trarily small N→∞, this functional delta distribution can be written as a path
integral, i.e.,

P̂y =
∏

−∞<t<0 δ(ŷ(t) − y(t))
N→∞−−−→

∫
D[ξ] exp

(
i

∫0
−∞ dt ξ(t)[ŷ(t) − y(t)]

)
.

(A.22)

Here, ξ is a dummy variable in the parameter space, and D[ξ] denotes the path
integral in this parameter space. Essentially, the whole measurement record is
collapsed into the projection operator onto the “path” the recorded data took.

Now, consider the characteristic function χ as in Equation (3.28b) of the con-
ditional state after the measurement. It is given

χρ̂c(α) = tr
(
P̂yρ̂P̂yD̂α

)
(A.23)

= tr

(
P̂yρ̂P̂y exp

(
i
∑
i

αix̂i(0)

))
. (A.24)

Using the other condition (3.60b) of the QND conditions (3.60), the path integral
and displacement operators can be combined as

χρ̂c(α) = tr

(
P̂yρ̂P̂y exp

(
i
∑
i

αix̂i(0)

))
(A.25)

= tr

(
ρ̂P̂y exp

(
i
∑
i

αix̂i(0)

))
(A.26)

=

∫
D[ξ] tr

(
ρ̂ exp

(
i
∑
i

αix̂i(0) + i

∫0
−∞ dτ ξ(τ)[ŷ(τ) − y(τ)]

))
.

(A.27)

Because the state ρ̂ is a Gaussian state and x̂ is linear with zero mean ⟨x̂⟩ =
tr(ρ̂x̂) = 0, we can use that for this case tr(ρ̂eix̂) = e⟨x̂

2⟩/2. Thus, the character-
istic function becomes

χρ̂c(α) =

∫
D[ξ] exp

−

〈[∑
i

αix̂i(0) +

∫0
−∞ dτ ξ(τ)ŷ(τ)

]2〉
/2

 (A.28)

× exp

(
−i

∫0
−∞ dτξ(τ)y(τ)

)
. (A.29)

Now, use Equations (3.61) and (3.62),

x̂i(0) = R̂i(0) +

∫0
−∞ dτ

−→
K i(−τ)ŷ(τ), (A.30)

⟨R̂i(0)ŷ(τ)⟩ = 0 ∀ τ < 0, (A.31)
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then 〈[∑
i

αix̂i(0) +

∫0
−∞ dτ ξ(τ)ŷ(τ)

]2〉
=

∑
ij

αiαj⟨R̂i R̂j⟩

+

∫0
−∞

∫0
−∞ dτdτ ′ξ ′(τ)ξ ′(τ ′)⟨ŷ(τ) ŷ(τ ′)⟩.

(A.32)

The new variables ξ ′ are shifted by the factor

ξ ′(τ) = ξ(τ) +
∑
i

αi
−→
K (−τ). (A.33)

Using these as the new integration variables, the characteristic function is given
as [93]

χρ̂c(α) ≈ exp

−
1

2

∑
ij

αiαj⟨R̂i R̂j⟩

 exp

(
i

∫0
−∞ dτ

∑
i

αi
−→
K (−τ)y(τ)

)
, (A.34)

which under the definitions 3.32, one can calculate

−i
∂

∂αi
χρ̂c(α)

∣∣∣∣
α=0

= ⟨x̂i(0)⟩c, (A.35)

−
∂2

∂αi∂αj
χρ̂(α)

∣∣∣∣
α=0

= Vx̂ix̂j + ⟨x̂i⟩
c⟨x̂j⟩c, (A.36)

which by means of Equation (A.34) shows that Equations 3.68 and (3.69) as
shown in [93]. We want to emphasize that this proof relied on the QND condi-
tions (3.60), which are not generally fulfilled for retrodiction.

a.3.2 Details on the Wiener Filter Results

In this section, we give details on the Wiener filter results given in Chapter 3.
We start with the steady-state spectral densities for the optomechanical system
described in Section 3.3.1. In the bad cavity limit, we find

Sxx = |χm|2 (2Γ + γm(2n̄+ 1)) , (A.37a)

Syy =
1

2
+ 4ΓηSxx, (A.37b)

Sxy = 2
√
ΓηSxx, (A.37c)

Spp =
ω2

ω2m
Sxx, (A.37d)

Spy =
iω

ωm
Sxy, (A.37e)

Sxp = −
iω

ωm
Sxx. (A.37f)
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We first need to decompose the spectral density Syy to derive the Wiener filters.
We note that the poles of Syy are determined by the mechanical susceptibility
χm. The poles are found to be

P1,2 =
1

2

(
±
√
4ω2m − γ2m − iγm

)
, (A.38)

P3,4 =
1

2

(
±
√
4ω2m − γ2m + iγm

)
, (A.39)

(A.40)

where P1,2 lie in the LHP and P3,4 in the UHP. Due to symmetry, we can also
note that one may write P2 = −P∗1, P3 = P∗1 and P4 = −P1. For the zeros, we
find the numerator as

Numerator(Syy) = ω4 +ω2(γ2m − 2ω2m)

+ 8ω2mγ
2
mηCcl(2Ccl + 2n̄+ 1) +ω4m.

(A.41)

The numerator has the form ω4 + Aω2 + B2, which has zeros of the form
±
√
A+B
2 ± i

√
B−A
2 . Now, it is useful to define the effective frequency ωeff and

effective linewidth γeff as

ωeff =
(
8ηγ2m(2Ccl + 2n̄+ 1)ω2m +ω4m

) 1
4 (A.42)

γeff =
√
γ2m + 2ω2eff − 2ω

2
m, (A.43)

because then we find the zeros analogous to the poles as

Z1,2 =
1

2

(
±
√
4ω2eff − γ

2
eff − iγeff

)
, (A.44)

Z3,4 =
1

2

(
±
√
4ω2eff − γ

2
eff + iγeff

)
. (A.45)

(A.46)

From this, we define the effective susceptibility χeff =
1

ω2eff−ω
2−iγeffω

. The spec-
tral density is then decomposed as

Syy =
1

2

|χm|2

|χeff|
2
=

1√
2

(
χm

χeff

)
1√
2

(
χ∗m
χ∗eff

)
= s+y s

−
y . (A.47)

For the causal part of Sxy/s− we find[
Sxy

s−

]
+

=

2∑
i=1

Res[Sxys− ,Pi]
ω− Pi

. (A.48)
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Thus, the position Wiener filter is

−→
K x(ω) =

1

s+y (ω)

[
Sxy(ω)

s−(ω)

]
+

(A.49)

=
1√
2

(ω− P1)(ω− P1)

(ω−Z1)(ω−Z1)

Res1(ω− P2) + Res2(ω− P1)

(ω− P1)(ω− P2)
(A.50)

=
1√
2

Res1(ω− P2) + Res2(ω− P1)

(ω−Z1)(ω−Z2)
(A.51)

=
1√
2

Res1(ω+ P∗1) − Res∗1(ω− P1)

(ω−Z1)(ω−Z2)
(A.52)

=
2(i Im(Res1ω) + Re(Res1 P∗1))√

2(ω−Z1)(ω−Z2)
. (A.53)

From here, we find,

−→
K x(ω) = α(1− iωβ)χeff(ω), (A.54)

with

α = 4γm
√
γmCclη(2Ccl + 2n̄+ 1)

ω2m
ω2m +ω2eff

, (A.55)

β =
γm + γeff

ω2eff −ω
2
m + γ2m + γeffγm

. (A.56)

For the variance, we need to derive the integral

Vxx =

∫∞
−∞

dω

2π
Sxx(ω) −

[
Sxy(ω)

s−y (ω)

]
+

[
Sxy(ω)

s−y (ω)

]∗
+

. (A.57)

This is most efficiently done by treating ω → z as a complex variable and
then performing a contour integral on a half-circle in the LHP or UHP. From the
residue theorem, it follows that the contour integral around a closed loop with
poles inside is given by the sum over the residues inside the loop ×2πi3. For the
situation considered, we have the quantities above → 0 for |z| → ∞. Thus, the
integral along the half circle vanishes due to Jordan’s lemma. Therefore, the in-
tegral along the real axis can be calculated from the residues of the singularities
in the chosen half-plane. First, we calculate the unconditional variance:∫∞

−∞
dω

2π
Sxx(ω) = 2πi

1

2π

∑
P∈UHP

Res[Sxx(ω),P] (A.58)

=
2Γ + γm(2n̄+ 1)

2γm
= Ccl + n̄+

1

2
. (A.59)

Now, for the estimation part, we find that∣∣∣∣∣
[
Sxy(ω)

s−y (ω)

]
+

∣∣∣∣∣
2

=
α2(1+β2ω2)

2(ω− P1)(ω− P2)(ω− P3)(ω− P4)
, (A.60)

3 i for a half-circle in the upper half-plane, -i for a half-circle in the lower half-plane.
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and by the residue theorem, we find the integral∫∞
−∞

dω

2π

∣∣∣∣∣
[
Sxy(ω)

s−y (ω)

]
+

∣∣∣∣∣
2

=
α2(1+β2ω2m)

4γmω2m
. (A.61)

From these expressions, we can derive the conditional position variance

Vxx = Ccl + n̄+
1

2
−
α2(1+β2ω2m)

4γmω2m
(A.62)

=

−γm +

√
γ2m + 2ωm

(
−ωm +

√
8Ccl(2Ccl + 2n̄+ 1)γ2mη+ω

2
m

)
8Cclηγm

.

(A.63)

The calculations for the momentum filter, momentum variance and covariance
are completely analogous by noting that p̂ = iωx̂/ωm.

We perform the inverse Fourier transform to arrive at the Wiener filter in the
time domain. We write

−→
K (t) =

∫
dω
−→
K (ω)e−iωt =

∫
dωα(1− iωβ)χeff(ω)e−iωt (A.64)

= Θ(t)αe−
γeff
2 t

(
β cos

(
1

2

√
4ω2eff − γ

2
eff t

)

+
2−βγeff√
4ω2eff − γ

2
eff

sin
(
1

2

√
4ω2eff − γ

2
eff t

)) (A.65)

≈ αβe−
γeff
2 t cos

(
1

2

√
4ω2eff − γ

2
eff t

)
Θ(t), (A.66)

as the sin term will go to zero for the large frequency limit. Performing this
limit for the constants will lead to Equation (3.93). The calculations for the
momentum filter and the retrodiction filter are analogous.

Regarding the variance of the relative distance, we first derive the relative
estimate for the position

V∆x∆x = ⟨(⟨x̂(ω)⟩c − ⟨x̂(ω)⟩r)(⟨x̂(ω)⟩c − ⟨x̂(ω)⟩r)⟩ (A.67)

= ⟨(
−→
K (ω)ŷ(ω) −

←−
K (ω)ŷ(ω))(

−→
K (ω)ŷ(ω) −

←−
K (ω)ŷ(ω))⟩ (A.68)

=

∫∞
−∞

dω

2π
Syy(ω)

(
|
−→
K (ω)|2 + |

←−
K (ω)|2 − 2

←−
K (ω)2

)
(A.69)

=

∫∞
−∞

dω

2π
2 ∗

∣∣∣∣∣
[
Sxy(ω)

s−y (ω)

]
+

∣∣∣∣∣
2

− 2 ∗
∫∞
−∞

dω

2π
Syy
←−
K (ω)2 (A.70)

= 2 ∗ α
2(1+β2ω2m)

4γmω2m
− 2 ∗

∫∞
−∞

dω

2π
Syy
←−
K (ω)2. (A.71)

No compact expression is found for the second integrand. It is, in principle, a
simple but very tedious calculation. We wrote a script in Mathematica that calcu-
lates the pole integral using the residue theorem. The result of our calculation
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by hand and of the script was compared with the result of Meng et al. [86, 88],
yielding the same result:

V∆x∆x =
α2β2

γm + γeff

(
1+

2γmγeff

ω2m +ω2eff

)
. (A.72)

The other variances of the relative quadratures are calculated in the same man-
ner, giving the results as in Equations (3.126).

a.4 order independence in imperfect cqnc

In this section, we will provide proof why the system order in Section 4.3 can be
ignored in the lossless cases (κbath = 0 and η = 1) with matched beam-splitter
gBS and down-conversion coupling gDC. We start from the Equation (4.21) for
the output quadratures of the cascaded system,

x̂ ′out,2 = T
loss
2

T
loss
1 0 0

0 14×4 0

0 0 12×2




x̂in

x̂bath,1

x̂vac,1

x̂bath,2

x̂vac,2


(A.73)

= Ttotalx̂in,total. (A.74)

Without losses, the output matrix Ttotal is reduced to

Ttotal = T2

(
T1 0

0 1

)
(A.75)

=
(
PiinP

j
in |P

i
inP
j
bath |P

i
bath

)
, (A.76)

where i, j = {NMO, OMS} stand for the respective subsystems. Depending on
the system order chosen, we find the output quadratures as(

x̂out

p̂out

)
= POMS

in PNMO
in

(
x̂in

p̂in

)
+ POMS

in PNMO
bath

(
x̂a

p̂a

)
+ POMS

bath

(
0

F

)
, (A.77)

or (
x̂out

p̂out

)
= PNMO

in POMS
in

(
x̂in

p̂in

)
+ PNMO

in POMS
bath

(
0

F

)
+ PNMO

bath

(
x̂a

p̂a

)
. (A.78)

The calculated spectral densities will be independent of the system order, if

PNMO
in POMS

in Sin (PNMO
in POMS

in )† = POMS
in PNMO

in Sin (POMS
in PNMO

in )† (A.79a)

PNMO
in PNMO

bath SF (P
NMO
in POMS

bath)
† = POMS

bath SF P
OMS †
bath (A.79b)

POMS
in PNMO

bath Sa (POMS
in PNMO

bath)
† = PNMO

bath Sa P
NMO †
bath , (A.79c)
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with Sin, SF and Sa input spectral densities of the input field, the force and the
ancilla cavity.

We will now calculate the P-matrices of each subsystem for this lossless case
without detuning (∆om = ∆c = 0). For the OMS, we find the drift and input
matrices

MOMS =


−κom/2 0 0 0

0 −κom/2 −g 0

0 0 0 ωm

−g 0 −ωm −γm

 ,

Kin
OMS =


√
κom 0

0
√
κom

0 0

0 0

 , Kbath
OMS =


0 0

0 0

0 0

0
√
γm

 .

(A.80)

We then find the input P-matrix

POMS
in = (Kin⊤

OMS (iω1 −MOMS)
−1Kin

OMS − 1 (A.81)

=

 κom/2−iω
κom/2+iω

0

−g2κom χ
2
om χm

κom/2−iω
κom/2+iω

 (A.82)

=

(
eiϕ 0

−g2om χm eiϕ

)
. (A.83)

For brevity, we introduced a complex coupling strength g2om = g2κom χ
2
om, such

that |gom|2 = Gom. The bath P-matrix is found as

POMS
bath = (Kin⊤

OMS (iω1 −MOMS)
−1Kbath

OMS (A.84)

=

(
0 0

0 g
√
γm
√
κomχomχm

)
(A.85)

=

(
0 0

0 gom
√
γmχm

)
. (A.86)
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For the NMO, in addition to no losses and no detuning, we also consider that
beam-splitter and down-conversion coupling are matched, i.e., gBS = gDC = ga/2.
Thus, the corresponding drift and input matrices are

MNMO =


−κc/2 0 0 0

0 −κa/2 −ga 0

0 0 −κa/2 ∆a

−ga 0 −∆a −κa/2

 ,

Kin
NMO =


√
κc 0

0
√
κc

0 0

0 0

 , Kbath
NMO =


0 0

0 0
√
κa 0

0
√
κa

 .

(A.87)

The P-matrices are derived similarly to the OMS. We find the input P-matrix

PNMO
in =

 κc/2−iω
κc/2+iω

0

−g2aκcχ
2
c χa

κc/2−iω
κc/2+iω

 (A.88)

=

(
eiϕ 0

−g2aκcχ
2
c χa eiϕ

)
(A.89)

=

(
eiϕ 0

−g2ancχa eiϕ

)
, (A.90)

where we introduced another complex coupling strength ganc = g2aκcχ
2
c such

that |ganc|
2 = Ga. The corresponding bath P-matrix is

PNMO
bath =

(
0 0

ga
√
κa
√
κcχcχa

χanc∆a
ga
√
κa
√
κcχcχa

)
(A.91)

=

(
0 0

ganc
√
κaχa

χanc∆a
ganc
√
κaχa

)
, (A.92)

with χanc =
1

iω+κa/2
.

We can now calculate the needed matrix products in Equation (A.79). We
find

POMS
in · PNMO

in =

(
ei(ϕ+θ) 0

g2anc χa e
iθ + g2om χm e

iϕ ei(ϕ+θ)

)
(A.93)

= PNMO
in · POMS

in , (A.94)

and

POMS
in · PNMO

bath = eiθ PNMO
bath, (A.95)

PNMO
in · POMS

bath = eiϕ POMS
bath. (A.96)
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Thus, the input matrix product is commutative, and the other product differs
by a complex phase. For the calculation of the output spectra, this phase will
vanish. As a result, the output spectrum for the lossless case with matched
beam-splitter and down-conversion coupling gBS = gDC = 1

2ga is the same for
both system orders.
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