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Abstract
A spin systemon a lattice can usually bemodeled at large scales by an effective quantum field theory. A
keymathematical result relating the two descriptions is the quantum central limit theorem,which
shows that certain spin observables satisfy an algebra of bosonic fields under certain conditions. Here,
we show that these particular observables and conditions are the relevant ones for an observer with
certain limited abilities to resolve spatial locations as well as spin values. This is shown by computing
the asymptotic behaviour of a quantumFisher informationmetric as function of the resolution
parameters. The relevant observables characterise the state perturbationswhose distinguishability
does not decay too fast as a function of spatial or spin resolution.

Many interesting physical properties of solidmaterials can bemodelled by spin systems, namely regular
networks offinite-dimensional quantum systemswhich interact locally. Near a second order phase transition,
the spins typically display collective behaviours which can bemodelled by a quantum field theory (QFT). Given
that the spin description underlies that in terms offields, thefield observablesmust have a precise representation
as spin observables.

The quantum central limit theorem and its variations [1–3] show that certain spin observables (the
fluctuation operators) satisfy the same algebra as bosons in the thermodynamic limit (i.e., that of infinitelymany
spins). This statement holds weakly in terms of expectation values with respect to a product state. It can be
extended so as to apply to a larger set of states, as well as to locally varying fluctuation operators [4].

Here, we show that the formof these special observables can be derived fromoperational considerations,
independent of the role they play in a central limit theorem.Moreover, our derivation provides a justification for
theway the convergence is formulated. This provides amicroscopic justification for the role that n-point
functions play in quantum field theory, and establishes a systematic connection between the spin and the field
description of a system.

Our derivation follows from answering the following question: which perturbations of a given state aremost
easily detectable provided certain limitations on experimental resolutions?We answer using the framework
proposed in [5, 6].

1. Framework

The approach relies on two inputs: a coarse-graining operation on states  (whichwe take to be a quantum
channel, or completely positive trace-preservingmap acting on densitymatrices [7])depending on a family

s= ¼( )r y, , of resolution parameters, and a distinguishability (Riemannian)metric on themanifold of
densitymatrices (states). Themetric is characterised by an inner product á ñr· ·, on the tangent space at state ρ.
The tangent space can be identifiedwith the set of traceless self-adjoint operators as follows: if f is a scalar
function on states, then the operatorX is associatedwith the tangent vector X̃ satisfying

r r r+ = + +( ) ( ) ( ˜ )( ) ( )  f X f Xf 2 . That is, X̃ is the derivative in the direction specified byX.
The channel  transforms a tangent vectorX into ( ) X (it is its own pushforward since it is linear). Hence

it defines the coarse-grainedmetric á ñ r(·) (·) ( )  , .We can interpret the coarse-grained distance
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- = á - - ñ r( ) ( ) ( )  X Y X Y X Y,2 

as ameasure of distinguishability between r + X and r + Y to order  2, for an observer with experimental
resolutions specified by the family of parameters r of  . The definition of thismanifold and informationmetrics
can be done also for infinite-dimensional Hilbert spaces [8].

We are interested in the amount bywhich a vectorX contracts under the coarse-graining, i.e., in the
contraction ratio

h̃( ) ≔ ( )X X X , 1   

where ºX X id    . Specifically, wewant to characterise the asymptotic behaviour of h̃( )X for large (coarse)
resolutions parameters r. For instance, if h̃( )X is zero, or decays exponentially with some components of r, then
we can essentially ignore the tangent directionX at ρ, as it is effectively unobservable.Wewant to characterise the
realHilbert space spanned by the remaining tangent vectors.

In order to classify subspaces by their contraction ratio, one could firstmaximize h̃( )X overX tofind the
least contracting (most relevant) vectorX1, then perform themaximization again in the complement ofX1 to
find the nextmost relevant vectorX2, etc.Mathematically, this is equivalent to solving the eigenvalue problem

h=r ( ) ˜ ( )*  X X , 2j j j
2

where r* is the adjoint of  with respect to the inner product á ñr· ·, . The eigenvectorsXj are the principal
directions of contraction, with respective contraction ratios h̃j.

Explicitely, r* is defined by the relation

á ñ = á ñr r r( ) ( ) ( )( ) * X Y X Y, , 3

for allX andY. For instance, for the c2 metric r rá ñ =r ( )X Y X Y, tr , r* is the channel introduced by Petz
as the transpose channel [9]), which also plays a central role as approximate reversal of  [10, 11].

For a genericmetric, which can bewritten as

á ñ = Wr r
-( ( )) ( )X Y X Y, tr , 41

where Wr is a linear operator on densitymatrices, and Wr
-1 its inverse which should be thought of as a

representation of themetric as linear operator (kernel). The adjointmap is explicitely given by the composition

= W Wr r r
-◦ ◦ ( )†

( )*   . 51

Here † denotes the adjoint with respect to theHilbert-Schmidt inner product, i.e., =( ( )) ( ( ) )† A X A Xtr tr
for all operatorsA,X. This is theHeisenberg-picture representation of the channel .Notice that time flows
‘backward’ in that picture, as =( )† † †   .

Here, for simplicity, we focus exclusively on the Buresmetric given by

r rW = +r ( ) ( ) ( )A A A
1

2
, 6

which is the smallest of the contractivemetrics (when normalized tomatch the Fishermetric on diagonal density
matrices) [12, 13]. Thismetric is well defined on the submanifold of pure states.

We do not need an explicit expression for Wr
-1. Instead, we consider tangent vectors of the form = Wr ( )X A

and = Wr ( )Y B , so that rá ñ = W =r r( ( )) ( )X Y A B AB, tr Re tr . For convenience, wewrite

h h( ) ≔ ˜( ) ( )A X . 7

It is useful to think ofA as representing the cotangent vector image of the tangent vectorX by contractionwith
themetric. The traceless condition onX becomes rW = =r( ( )) ( )A Atr tr 0. Hencewe represent cotangent
vectors at ρ by self-adjoint operators of zero expectation valuewith respect to ρ.We observe also that, asX is
mapped to ( ) X , its cotangent representationA ismapped to r( ) ( )†* A . Indeed, one can directly check that

= W r r( ) (( ) ( )) ( )( )
†* X A . 8

In fact the role of  and r* is reversed as, assuming = W r ( )( )Y B , then

= Wr r( ) ( ( )) ( )†* Y B . 9

On the boundary of themanifold of states, corresponding to those states ρwhich are not invertible, there are
directionsXwhich cannot bewritten as Wr ( )A . However, assuming r( ) is inside the bulk, hence invertible,
thoseX have h =˜( )X 0 and can therefore be neglected. Indeed, for suchX, as ρ tends to the boundary

 ¥X  , but since X  converges, h̃( )X tends to zero.

Proposition 1. If r( ) is invertible, then a tangent vector X at r is irrelevant, i.e., h =˜( )X 0, whenever it is not of
the form = Wr ( )X A , where = †A A is such that r ¹( )Atr 02 .

2
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Said differently, the relevant tangent vectors all live in theGelfand-Naimark-Segal (GNS) representation of
the algebra of operators with respect to ρ. Invoking theGNS construction heremay be somewhat extravagant as
we are only considering finite-dimensional Hilbert spaces. However, this provides a compact way of thinking
about the above proposition, and it suggests a natural *C -algebraic generalisation of our approach.

TheGNS constructionworks as follows. Let us consider the complexHilbert space (resp. ¢ )whose
vectors are labelled by operatorsA, equippedwith the inner product rá ñ∣ ≔ ( )†A B A Btr
(resp. rá ñ¢∣ ≔ ( ( ) )†A B A Btr ). Then, provided r( ) is invertible, we can define the linear operator

¢  N : whichmaps ñ∣A to ñ∣ ( )† A for any operatorA. As noted above, this is in fact the cotangent
representation of the action of r* . Operators also naturally act on as ñ ñ∣ ≔ ∣A B AB .

The linearmap  ¢*  N : representing the cotangent action of the originalmap  is not given by the
complex adjoint ofN. It is instead defined via the real inner product through á ñ¢ = á ñ∣ ∣ ∣ ∣*B N A A N BRe Re .
In this formalism, equation (2) becomes

hñ = ñ∣ ∣ ( )*NN A A , 102

and the contraction ratio of an arbitrary operatorA is given by

h =
á ñ

á ñ
( ) ∣ ∣

∣
( )

*
A

A NN A

A A
. 112

This could be generalised in principle to a settingwhere the state ρ is a positive linear functional on a
*C -algebra, and the channels † are completely positive unitalmaps from some algebra ¢ to, provided

that the states r ◦ † are faithful. In this representation, the relevant part of the tangent space at ρ is then the
real subspace of spanned by ñ∣A where =†A A and r =( )A 0, withmetric given by á ñ∣A BRe .

2. Spatially homogeneous case

Inwhat follows, we consider n quantum systems, whichwe refer to as spins or sites, each of dimension d. For the
first example, we assume that the observer cannot choosewhich spin they address, and that, whenmeasuring a
spin, they do sowith resolution y. This can be formalised by assuming that they only have access to the coarse-
grained states r +( ) X where = Ä◦   n. The projectivemap r r= åp p p( )

!
† U U

n

1 is the average over

all permutations of the n spins, whereUπ is the unitary operator implementing the permutationπ. The channel
Ä n is the parallel application of the depolarizationmap

r r r+ -( )( ) ≔ ( ) ( ) 1 tr , 12
y y d

11 1

to each spin, where Î ¥[ )y 1, represents the resolution, or imprecision, at which spinmeasurements are
resolved. Observe that Ä n and  commute, and that =†  and =†  . In this example, the channel 
possesses a single resolution parameter y (hence r= y).

We consider the case of a product state r r r= Ä ÄÄn  . As explained above (proposition 1), the relevant
part of the tangent space at rÄn can be represented by vectors ñ∣A in theGNS representationwith respect to rÄn.

Let us now show that, due to the depolarisationmaps, we only need to consider vectors ñ∣A whereA is k-local
for anyfinite k independent of n, because the contraction ratio h ( )A for any non-k-local operatorA (to be
defined below) is bounded by a function of kwhich tends to zero as k goes to infinity.

To formulate thismore precisely, consider the spaceV (resp. ¢V ) of single-site operators f such that
r =( )ftr 0 (resp. r =( ( ) ) ftr 0), and let k (resp. ¢k ) denotes the space spanned by the operators of the form

( ) ( )f fi
j
i

1
j1  ,  j k0 , where Îf Vi (resp. Î ¢f Vi ), and ( )f i denotes the operator f acting on site i.We also

include 1 in k.
Since the informationmetric contracts under the action of any channel, we have Ä X X n    . Hence,

considering only the depolarisationmap, one can show (see the appendix) that, in this setting,

Proposition 2. h - +( ) ( )( )A y k 1 for all A such that á ñ =∣A BRe 0 for all Î B k. That is, for A orthogonal to
all k-local observables.

Now let us consider the effect of the channel  . This is simpler because  is projective, which implies that all
tangent vectors represented by operators in its kernel are irrelevant. Accordingly, we can directly eliminate such
vectors ñ∣A whereA is not fully symmetric under permutation of the spins. Indeed, letP such that

ñ = ñ∣ ∣ ( )P A A .We have

3
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r r
r

á ñ = =
= = á ñ

Ä Ä

Ä

∣ ∣ ( ( ) ) ( ( ))
( ( ) ) ∣ ∣ ( )

*  



B P A A B A B

A B B P A

Re Re tr Re tr

Re tr Re . 13

n n

n

Hence =*P P . Since also =P P2 , it is an orthogonal projector. It follows that all vectors ñ∣A orthogonal to
symmetric ones are such that ñ =∣P A 0, hence ñ = ñ =∣ ∣* *NN A PDD P A 0, wherewewroteD for the
representation of Ä n.

Combining this observationwith proposition 2, we conclude that, for the state ρ and channel  introduced
above,

Proposition 3.The eigenspaces of *NN for eigenvalues up to order -y k are contained in the space spanned by ñ∣A for
any fully symmetric Î A k, namely

ñ Î≔ {∣ ( ) } ( )  A A: . 14k
S

k

Hence, if wewant to characterise the tangent directions with contraction ratio only down to order -y k, we can
restrict the analysis to the subspace generated by the k-local symmetric observables. Since this statement is
independent of n, we can take the thermodynamic limit  ¥n with fixed k: this is the setting of the central
limit theorem.

We observe that the dimension ofk
S does not depend on the number of sites n. Only the scalar product

á ñ∣A B does. Accordingly, we formulate the central limit as a limit of a sequence of scalar product on afixed vector
space, whichwe take to be the complex vector space

=
≔ ⨁ ( ) V , 15k

j

k
j

0



wheree denotes the symmetrised tensor product and = V 0 is the ‘vacuum’ sector. Using the operators

= +
Ä( ) ( )G f1 , 16f

i

n

n

wedefine the surjective linearmap a  : k k
S by

a = ¶ ¶ ñ- S = = =( ) ∣ ∣ ( )f f G . 17j t t i t f t t1 0j i i i j1 1    

For any Î u k, we abbreviate the corresponding linear combination of differentiations as a = D ñ-( ) ∣u Gf
u

if .

For instance, we get a = ñ( ) ∣f Ff , where å≔ ( )F ff n i
i1 is a fluctuation operator. (Recall that ( )f i denotes the

operator f acting on site i.)Also,

a = ñ - ñ( ) ∣ ∣ ( )f g F F F . 18f g n fg
1

The vacuum ismapped to ñ∣1 .
TheGNS inner product is represented on k as

a aá ñ á ñ = D D á ñ- -∣ ≔ ( )∣ ( ) ∣ ( )u v u v G G , 19n f
u

g
v

if ig

wherewe have explicitely

rá ñ = á ñ = +- - ( )∣ ∣ ( )†G G G G f g1 tr .if ig f g n

n1

The eigenvalue problem for *NN can be simplified greatly byworkingwith the limitingmetric

á ñ = á ñ = D D r

¥
∣ ∣ ( )( )†

u v u v elim 20
n

n f
u

g
v f gtr

on k: this leads to a formof the quantum central limit theorem.However, we need tomake sure that this does
not amount to cheating: i.e., that no vector that is relevant in terms of á ñ·∣· n become artificially irrelevant in terms
of á ñ·∣· . In other word, that á ñ =∣u u 0 implies á ñ =∣u u 0n for all Î u k. This is indeed the case, which can be
seen from the fact that the subspacesV i andV j for ¹i j are orthogonal in bothmetrics, andwithin

Í V j
k

 bothmetrics are proportional to each other. Indeed, both generators á ñ∣G Gf g and á ñ∣G Gf g n are power
series in r( )†f gtr with no zero coefficient.

From the explicit formof the limiting inner product (equation 20), one recognises that the completion of k

with respect to it (that is, once zero norm vectors have beenmodded out) is the 0-to-k-particle subspace of the
symmetric Fock space ̂ built from the single particle spaceHilbert spaceVwith the inner product r( )†f gtr .

Indeed, let af denotes the annihilation operators on ̂ satisfying r=[ ] ( )† †a a f g 1, trf g , and let

f = +( ) †f a af f . Consider the normally ordered displacement (Weyl) operators, also called vertex operators,

= = f rˆ ( )( ) ( )† †
G e e e e 21f

ia ia i f f ftrf f
1
2

4
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on ̂ . Then one can check that, if wewriteΩ for the vacuum in ̂ , then

áW Wñ = = á ñr

¥
∣ ˆ ˆ ∣ ∣ ( )† ( )†

G G e G Glim . 22f g
f g

n
f g

tr

Hence the vacuumplays the role of our reference state rÄn, and a Î( ) u k
S is represented byD Îˆ ̂Gf

u
f .

The same construction can be donewith respect to the state r( ) instead of ρ, yielding the spaces ¢ k,

limiting Fock space ¢̂ and vertex operators ¢Ĝf for Î ¢f V .

Noting that ñ = ñ∣ ∣ ( )N G Gf f for Î ¢f V , we see that themapN is represented on ¢̂ by ¢ñ = ñˆ ∣ ˆ ∣ ˆ ( )N G Gf f ,

which is the tangent action of the gaussian channel ̂ defined by =ˆ ( ˆ ) ˆ†
( ) G Gf f . This a formof central limit

for channels, as done in [14].
These results allow us to fully solve the eigenvalue problem corresponding to equation(2)within the

Gaussian formalism using themethod introduced in [15], for the channel ̂ and at the tangent space to the

vaccuum state.Wefind that ˆ ˆ *NN is block-diagonal, where each block corresponds to a given order of

polynomial generated by Ĝf . For order k polynomials, this is an eigenvalue problem in a vector space of

dimension -( )d 1 k2 . Alsowe know that the polynomials of order k or larger have contraction ratio of
order -( ) y k .

2.1. Example
For instance, consider the case where the dimensionality of each site is d=2, each in a pure state r = ñá∣ ∣0 0 .
Let ti, Î { }i 1, 2, 3 denote the Paulimatrices in the basis ñ∣0 , ñ∣1 . A convenient basis of the cotangent spaceV at
one site (zero expectation value self-adjoint operators) consists of thematrices t=f1 1, t=f2 2 and

t= -f 13 3 . Similarly, a basis of the cotangent space ¢V at r( ) is given by t t¢ = ¢ =f y f y,
1 1 2 2 and

t¢ = -f y1
3 3 , where recall that y is the depolarization parameter.

As shown in the general case, in the limit  ¥n , we can study the effect of the channel on the tangent space

at rÄn by replacing our systemwith a family of Fock spaces ¢̂ parameterized by y, where the vacuumplays the

role of the state rÄ( ) n and the channel  corresponds to theGaussian channel defined by ¢ =ˆ ( ˆ ) ˆ†
( ) G Gf f

where ¢Gf are normally orderedWeyl operators andGf is ¢Gf for y=1.

For any y, ¢̂ is built by second quantization of theHilbert space given by ¢V equippedwith the form

dá ¢ ¢ñ = ñá ¢ ¢ = + D∣ ( (∣ ∣) ) ( )f f f f y itr 0 0 23
i j i j ij ij

for i, j=1, 2 and zero for all other components. ThematrixDij is antisymmetric withD = 112 . Since the norm
of ¢f

3
is zero, wemust eliminate this vector, so that we are left with a two-dimensionalHilbert space spanned by

¢f
1
and ¢f

2
.

The imaginary part of this expression gives us the commutator for the quantized version of the elements of
¢V . Let uswrite f¢ ¢ˆ ≔ ( )x f 2

1
and f¢ ¢ˆ ≔ ( )p f 2

2
.We see that these operators satisfy the canonical

commutation relations =[ ˆ ˆ]x p i1, . Since these commutation relations are independent of the spin precision y,
we can use the sameCCR algebra for all y, including y=1.

In the basis ¢ ¢f f,
1 2

, the covariance form for the vacuum state is represented by the 2-by-2matrix y1 (real

component of equation (23)), and the gaussian channel ˆ †
 maps a gaussian state with covariencematrixM to

onewith covariencematrix + -( )M y 1
y y

1 1 .

We these results we can nowproceed as in [15] and solve the eigenvalue problemof equation (2) in details.
The space of polynomials of degree k generated by ¢Ĝf can be parameterized using the k-fold tensor products of

the basis ¢ ¢{ }f f,
1 2

on the space ¢ Ä( )V k. The coarse-grainedmetric has components compiled in thematrix

= Ä(( ) )K KRey
k

y
k where d= + D( )K y iy ij ij ij. Hence, the puremetric has components given byK1

k.Moreover,

the components of N̂ are given by thematrix -y 1k 2 , which can be seen from the fact that ¢ = -( )† f y f
1,2 1,2

1
2 .

The components of the linearmap ˆ ˆ *NN to be diagonalised are given by - -( )y K Kk
y
k k1

1 . For instance, for k=1,

this yields the eigenvectors x̂ and p̂ bothwith eigenvalue -y 2, then for k=2, -ˆ ˆx p2 2 and +ˆ ˆ ˆ ˆxp px have

eigenvalue
+

-y

y

2

1

2

2 and +ˆ ˆx p2 2 and -( ˆ ˆ ˆ ˆ)i xp px have eigenvalue zero, etc. In turn, one can find the direct spin

representation of the corresponding tangent vectors. For instance, +ˆ ˆ ˆ ˆxp px corresponds

to a t t= å ñ¹( ) ∣( ) ( )f f I
n i j

i j1

2 1 2
1

2 1 2 .

5
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3.Quantumfield theory

The previous result is the spatially homogeneous, or ‘0-mode’ version of amore general situationwhere a true
quantumfield theory with local degrees of freedom emerges.

We consider again n independent d-dimensional quantum systems, but this time assume that they are
arranged on a regular spatial lattice inD dimensions of spacewith lattice spacing  .

We use the coarse-graining introduced in [7], namely = Ä◦   ,n where the single-site channel  is
defined in equation(12) and = s( )  e

1
2

2
with the generator

å= -
á ñ

( ) ( ) ( )† A U AU A 24
ij

ij ij

where the sum runs over neighbouring sites i and j and = †U Uij ij unitarily swaps them. It is easy to see that Ä n

commutes with  and both are self-adjoint with respect to theHilbert-Schmidt inner product.Here the
resolution parameters of  are s= ( )r y, . As before, y represents a local spin resolution, whereasσ is now a
spatial resolution, with unit of distance.

Themap  is well defined on an infinite lattice, as amap on the quasilocal algebra , i.e., the *C -algebra
generated by local operators. This allows us towork directly in the thermodynamic limit  ¥n . Instead, this
timewe are concernedwith the continuum limit  0.

The intuition is the following: if we focus on a region of size sL  , then  fully symmetrises the lattice in
that region, hence acting as the channel that we used in the previous example. As  0 the number of sites in
that region is of order ( )L D. Hence, locally, the continuum limit  0 looks just like the limit  ¥n in the
previous calculation.

Weworkwith the product state w rº Ä¥, which is a well defined state on. As in the previous example,
the action of the local depolarization channels implies that h - +( ) ( )( )A y k 1 wheneverA is orthogonal to all
k-local operators. This allows us to alsoworkwithin the part of the tangent space corresponding to k-local
operators k and ¢ k.

Since  implements a convex combination of permutations of lattice sites,ω is afixed point of  . IfP denote
theGNS representation of  with respect toω, then it follows that =*P P , and hence

h
á ñ

á ñ
=

á ñ
á ñ

( ) ∣ ∣
∣

∣ ∣
∣

( )
*A

A PP A

A A

A P A

A A
. 252

2

On single site operators in 1,  generates a diffusion on the lattice [7]. It follows that, if we denote by L 1 the set
of operators of the form = å Î ( )( )A f jj

j
D where  f : D is bandlimited, i.e., its Fourier transform is

supported in the ball < L∣ ∣p , then, for all Î L ^( )A 1 ,

h s- L( ) ( ) ( )A e . 26
1
2

2 2

Onproducts of k single site operators (which span k),  generates a permutation of the k sites. Leaving a
proof for future work, let us here argue that this permutation corresponds to a sufficiently good approximation
to k independent randomwalks on the lattice, independently of the dimensionD of space. Indeed, deviations
from this approximation happenwhen twowalkers would find themselves on the exact same site according to
independent randomwalks.Here, instead, thewalkers swap positions and hence just pass each other, causing
one of thewalker’s position to be shifted by one site relative to independent walkers. In one dimension, for
instance, this implies that the difference is always atmost a shift by k sites for eachwalker, since two crossing by
the same twowalkers can only undo the shift caused by thefirst crossing3. This is true also in higher dimension
along each components.

Therefore, we expect that for largeσ the effect of themap  on k does not differ significantly from that of k
independent diffusions on the lattice.Hence, onlymomentum components s<p 1 should be relevant also
for operators in k.

In order to formalize this statement, we need to introduce a few tools. Given a function f assigning a single
site operator Î( )f x V to each Î x D, we introduce the operators

 +
Î

≔ ( ( ) ) ( )( ) 


G i f j1 . 27f
j

D j2

D

The convergence of this product insidemay require f to decrease fast enough spatially. However, derivatives
ofGf offinite order at f=0 such asD -Gf

u
if are well-defined for any variations u.

Let us denote by L the space of band-limited functions from D toVwith cutoffΛ, i.e., functionswhich are
Fourier transforms of functions supported on the ball of radiusΛ. As in the homogeneous case, we consider the
vector space

3
This argumentwas suggested to the author byDavidGross.
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L

=
L≔ ⨁ ( )  28k

j

k
j

0



and define the surjective linearmap a L : ,k k via a = D -( )u G .f
u

if

Let uswrite

aL L≔ ( ) ( )  29k k

for the image ofα. Our statement then, is that for all Î L ^( )A k , we have

h s- L( ) ( ) ( )A e . 30k1
2

2 2

That is, components of rapid spatial variations are essentially irrelevant, as long as sL > 1 . Importantly, this
expression does not depend on the lattice spacing  .

Wenowuse this fact to obtain a continuum limit of the tangent spacewithout neglecting any potentially
relevant vectors.We do so by noting that the subspace L k (which contains all potentially relevant vectors) can be
represented in Lk so that the dependance on  is purely contained in the definition of the scalar product,
namely

á ñ = áD D ñ∣ ∣ ( )u v G G . 31f
u

f g
v

g

This can be computed using the fact that

 rá ñ = +
Î

∣ ( ( ( ) ( ))) ( )†  


G G f j g j1 tr . 32f g
j

D

D

We then obtain the continuum limit by completing L k with respect to

á ñ á ñ


∣ ≔ ∣ ( )


u v u vlim . 33
0

Observing that

á ñ =


á ñ∣ ( )∣


G G elim , 34f g
f g

0

where

ò rá ñ =∣ ( ( ) ( )) ( )†


f g f x g x dxtr 35
D

is the value of the limiting inner product on the one particle sector, then

á ñ = D D á ñ∣ ( )∣u v e 36f
u

g
v f g

whichwe recognize as the scalar product of the symmetric Fock space L̂ built from the single particleHilbert
space defined by L equippedwith á ñ∣f g . This is our continuum limit.

We have to check again thatwe are not cheating. Namely that completing Lk with respect to á ñ·∣· does not
eliminate any relevant vector, i.e., that á ñ =¥ ∣u ulim 0n n n implies á ñ =¥ ∣ u ulim 0n n n for all > 0. In the
one particle sector, the discrete scalar product is just a discretization of the integral. The vanishing of the integral
implies that of the sumbecause our functions are bandlimited: they cannot become arbitrarily peaked so as to
converge to a function that is nonzero only at certain points. This argument can be extended to themultiparticle
sectors.

In the limit, the operatorsGf play the same role as the normal ordered displacements (Weyl) operators

= f + á ñˆ ( )( ) ∣G e 37f
i f f f1

2

defined on the Fock space L̂ , where f = +( ) †f a af f and af denotes annihilation operators, in the sense that,

denoting byΩ the vacuum in L̂ ,

á ñ = áW Wñ
¥

∣ ∣ ˆ ˆ ∣ ( )†


G G G Glim . 38f g f g

If, as argued above, the channel  factors for large s  as independent diffusions on the lattice for each term
of a product of single-site operators, then it acts in the limit as follows:

D D á ñ = D D áW Wñ


∣ ∣ ∣ ˆ ˆ ∣ ( )†


G P G G Glim , 39f

u
g
v

f g f
u

g
v

f Xg
0

for all Î u v, k, where the linearmap ¢  X : is given by

ò= - ¢ ¢ ¢s( )( ) ( ) ( ) ( )


Xf x g x x f x dx , 40
D

and gσ is a normalised gaussian of varianceσ.
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This implies that themapN is represented in the continuum limit by the gaussian channel ̂ satisfying

¢ =ˆ ( ˆ ) ˆ ( )†
( ) G G , 41f Xf

where ¢Ĝf is built as Ĝf but using test functions taking value on ¢V rather thanV.
One could nowfinish solving the eigenvalue problem (equation (10)) in terms of this gaussian

representation of the relevant tangent space and channel.We refer to [6] for a general analysis, and to [15] for a
general solutionmethod. The key is to recognise that themap *NN is block diagonal with respects to families of
kmodes ¼p p, , k1 . Each of these block isfinite dimensional, allowing for a per order solution.Moreover, for any

A in such a block, h s- - å( ) ( )A y ek pi i
1
2

2 2
in terms of the resolutions y andσ.

4.Discussion

Wehave argued that, among all infinitesimal perturbations of the product state of a spin system, which includes
arbitrarily correlated ones, only product of slowly varying fluctuations operators are distinguishable given
certain reasonable experimental limitations. This justifies the application of a continuum limit taking the form
of a central limit bywhich the relevant perturbations are identifiedwith a subset of the perturbations of a quasi-
free bosonicfield state.

In the inhomogeneous case, what ismissing to obtain a fully rigorous argument are proofs for equation (30)
and equation (39), which depend on a bound characterizing the difference between the effect of the channel 
on products of local operators and the product of the image of these local operators under  .

This approach possesses some remarkable traits which require further analysis:

(i) The Hilbert space of the emergent quantum field theory corresponds formally to a tangent space of an
underlyingmicroscopic state. This formalises the intuition that the effective quantum field theory describes
quasiparticles which are linear perturbation of an equilibrium state.

(ii) The information metric and coarse-graining quantum channel play an explicit role in identifying the
relevant vectors. The algebra of the emergent quantum field theory is hence determined by a subtle interplay
between the intrinsic correlation properties of the base state, and these extrinsic aspects of the observational
setting.

(iii) Proposition(1) provides an interesting physical interpretation for the GNS construction, provided it is
relevant in infinite-dimensional settings.

(iv) This approach provides a direct connection between a real-space renormalisation scheme on a lattice,
represented by the family of quantum channels, to the standardmomentum space renormalisation group of
effective quantum field theories (see [6] formore details).

Altogether, these results validate an approachwhich allows in principle for the systematic derivation of
relevantfluctuation observables around a given state, and for a given experimental situation. It will bemost
interesting to apply it to critical systems, or highly correlated spin states such as the toric code [16], where the
tangent vectors are labelled by string-like operators and the continuum limit is expected to be a topological
quantumfield theory [17].
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Appendix. Irrelevance of non-local operators

Let rá ñ Ä∣ ≔ ( )†A B A Btr n . Given afinite set of sitesΣ, let S denote the linear space spanned by the operators of

the form ÎS
( )Ai i
i such that r =( )Atr 0i for all i, where ( )A i denotes the single site operatorA acting on site i.

The space of k-local operators is

S
S≔ ⨁ ( )

∣ ∣
 


, 42k

k

8

New J. Phys. 19 (2017) 013013 CBény



which includes the identity operator.We denote by ^k the space of operators orthogonal to k in terms of á ñ·∣· .
It is easy to see that S and S¢ are orthogonal wheneverS ¹ S¢. Since the spaces S also span all operators, we
have

=^

S >
S⨁ ( )

∣ ∣
  . 43k

k

The self-adjoint parts of the spaces S are also orthogonal for differentΣʼs in terms of themetric, which is given
by á ñ·∣·Re .

Proposition 4. Let Î -
^A k 1, = †A A and = WrÄ ( )X An , then

-

-

-Ä
( )

( )


X
d y

y
X

1
44

k k

k
2

2

1
2

n   

provided that - >( )y y d1 .

Proof.Below, wewrite Ä≔  n. The coarse-grained normof a tangent vector represented by = †X X is

= á ñ rÄ( ) ( ) ( )  X X X, .2
n 

Wealso refer to the coarse-grainedmetric as the bilinearmap sendingX andY to

á ñ = Wr r
-

Ä( ) ( ) ( ( ) ( ))( ) ( )    X Y X Y, tr .1
n

Let Î SA .Writing r r= S ÎS
( )

i
i , and S for  acting only on the sitesΣ, we have

 rW = Wr rS
ÏS

Ä
S

( ) ( ( )) ( ) ( )( )  A A . 45
j

jn

Wealso observe that, in general for any states r1, r2, and any operatorB,

rW Ä = W Är r rÄ ( ) ( ) ( )B B1 , 4621 2 1

fromwhichwe deduce that rW Ä = W Är r rÄ
- -( ) ( )B B 1.1

2
1

1 2 1
Therefore,

W W = W Wr r r r
- -

SÄ Ä
S S S

( ) ( ) ( )( ) ( )  A A , 471 1
n n

which acts nontrivially solely on sites inΣ.
It follows that W =r S( )  A X    where = WrS

( )X A is interpreted as an operator defined solely on the
Hilbert space corresponding to the sitesΣ.Moreover, if S≔ ∣ ∣k , then

W = Wr rS
-

S S
( ) ( ) ( ) A y A 48k

and hence,

r r

r

= W

-

r
- -

-
S S

-
S S

-

-
S S

-

-

-

S S S
( ( ))

( ( ) ( ) )
( ( ) )

( )
( ) ( )

( )

 



 






X y X X

y X X

y X

d y

y
X

tr

tr

tr

1
tr . 49

k

k

k

k k

k

2 2 1

2

2 2 1

2

1
2

1
2

1
2

 

Thefirst inequality follows from the fact that themetric we use is the smallest of the (normalised) contractive
metrics, which includes the c2 metric [12, 13]. The second inequality is obtained using theCauchy-Schwarz
inequality on theHilbert-Schmidt inner product. The last inequality follows from the fact that

r -S S
-( ) ( ) ( )  y 11 . 50k

d
1 1

k

This can be seen by considering a basis diagonalizing ρ.Moreover,

r r r

r r

= +

=
S S S

S S

( ) ( ) ( )

( ) ( ) ( ) 
X A A A

A A X

tr tr tr

tr tr , 51

2 1

2
2 2 1

2
2 2 2 2 

wherewe used again theCauchy-Schwarz inequality to obtain r r rS S S(( ) ) ( )† A A Atr tr 2 2 . Therefore, we have
shown that if = Wr ( )X A , Î SA , then

h ( ) X X , 52k
2 2 2   
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where = S∣ ∣k and

h =
-

-

-( )
( )d y

y1
. 53k

k k

k
2

2

1

Now let us extend this to all operators Î -
^A k 1.We have = å S S∣ ∣A Ak , where ÎS SA , =S S

†A A .

Using equation (47), one can check thatAΣ and S¢A forS ¹ S¢ are not only orthogonal in the originalmetric,
but also in the coarse-grainedmetric. Therefore, writing = WrS S( )X A , we have

å å

å

h

h h

=

=
S

S
S

S S

S S
S

S
S S[ ] ( )

∣ ∣ ∣ ∣
∣ ∣

∣ ∣ ∣ ∣
∣ ∣ ∣ ∣ ∣ ∣

  


 

  

X X X

X Xmax max . 54

k k

k k k

2 2 2 2

2 2 2 2

     

   

In order to conclude, we need to determine forwhichminimal value of y the function hk is decreasing as a
function k: this is - >( )y y d1 . Under this conditionwe have h h=S S∣ ∣ ∣ ∣max k k

2 2. ,
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