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Abstract

The continuously increasing output of published research makes the work of re-
searchers harder as it becomes impossible to keep track of and compare the most
recent advances in a field. Scientific knowledge graphs have been proposed as a
solution to structure the content of research publications in a machine-readable way
and enable more efficient, computer-assisted workflows for many research activities.
Crowdsourcing approaches are used frequently to build and maintain such scientific
knowledge graphs. Researchers are motivated to contribute to these crowdsourcing
efforts as they want their work to be included in the knowledge graphs and ben-
efit from applications built on top of them. To contribute to scientific knowledge
graphs, researchers need simple and easy-to-use solutions to generate new knowledge
graph elements and establish the practice of semantic representations in scientific
communication.

In this thesis, I present SciKGTeX, a IXTEX package to semantically annotate
scientific contributions at the time of document creation. The IXTEX package allows
authors of scientific publications to mark the main contributions such as the back-
ground, research problem, method, results and conclusion of their work directly in
BTEX source files. The package then automatically embeds them as metadata into
the generated PDF document. In addition to the package, I document a user eval-
uation with 26 participants which I conducted to assess the usability and feasibility
of the solution.

The analysis of the evaluation results shows that SciKGTeX is highly usable with
a score of 79 out of 100 on the System Usability Scale. Furthermore, the study
showed that the functionalities of the package can be picked up very quickly by the
study participants which only needed 7 minutes on average to annotate the main
contributions on a sample abstract of a published paper. SciKGTeX demonstrates
a new way to generate structured metadata for the key contributions of research
publications and embed them into PDF files at the time of document creation.






Zusammenfassung

Die andauernde Steigerung der Publikationsrate von wissenschaftlichen Beitragen
erschwert es Forschenden weltweit den Uberblick iiber die neusten Entwicklungen
zu behalten und diese zu vergleichen. Um den Problemen, die mit dem exponentiellen
Zuwachs von Publikationen einhergehen, entgegen zu wirken, wurden Wissensgra-
phen fiir Forschungsinhalte entwickelt. Solche Wissengraphen nutzen systematische
Strukturierung und maschinenlesbare Formate, um effizientere, computergestiitzte
Rechercheverfahren zu ermdglichen. Um Wissengraphen anzulegen und zu erwei-
tern, wird die Hilfe von sachkundigen Experten benétigt, die neue Inhalte erstellen
oder in vorhandenen Texten annotieren. Fiir Wissengraphen von Forschungsinhalten
erstellen idealerweise die Forschenden selbst die Bestandteile des Graphen. Hierfiir
benétigen sie leicht zu benutzende Softwarelésungen, die sich einfach in ihren Ar-
beitsablauf integrieren lassen.

In dieser Masterarbeit stelle ich SciKGTeX vor, ein IXTEX Paket zur semantischen
Annotation von wissenschaftlichen Beitriagen wihrend der Dokumenterstellung. Das
BTEX Paket erlaubt es Autoren von wissenschaftlichen Arbeiten, die wesentlichen
Beitrége ihrer Arbeit direkt in BTEX Quelldateien zu markieren. Das Paket bettet
die Annotationen dann als Metadaten in das resultierende PDF Dokument ein. Die
Arbeit beinhaltet zudem eine Nutzerevaluation mit 26 Teilnehmern, die Benutzer-
freundlichkeit und Umsetzbarkeit von SciKGTeX umfassend beurteilt.

Die Ergebnisse der Evaluation zeigen, dass SciKGTeX mit 79 von 100 Punkten auf
der System Usability Scale eine hohe Nutzerfreundlichkeit aufweist. Auflerdem sind
die Teilnehmer ohne wesentliche Vorkenntnisse in der Lage die wichtigsten Beitrage
in der Kurzfassung einer wissenschaftlichen Publikation in durchschnittlich 7 Mi-
nuten zu annotieren. SciKGTeX demonstriert eine neue Moglichkeit die wichtigsten
Beitrage einer wissenschaftlichen Arbeit direkt bei der Erstellung der Publikation
als maschinenlesbare Metadaten in das Dokument einzubetten.
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1 Introduction

In this chapter I will give the basic motivation for the work being presented in this
thesis. I explain some of the problems with scientific publishing as it is today and
present solutions to overcome these problems. Further, I will clearly define the goals
which I want to achieve and explain where each of the components of the solution
will be presented in greater detail within the text. The chapter is structured as
follows. contains the main motivation behind the thesis work together
with the problem statement and the research questions. Based on the motivation I
present the goals of the thesis in and explain the structure of the thesis
in [section 1.3l

1.1 Motivation

Scientific discoveries have long become a community effort with sometimes hundreds
of researchers from different institutions collaborating on the solutions to increas-
ingly complex research problems. While problems and approaches in research have
evolved greatly over the years, scientific communication has still a lot of potential
to improve in the age of information. The standard process in scientific commu-
nication is to publish scientific articles which are archived and distributed as PDF
files [2]. This is a very basic approach for digitisation of research content and does
not leverage modern technologies which could pave the way to a computer-assisted
knowledge exchange. Instead, with the immense number of published articles, it
gets increasingly harder to keep an overview of the state-of-the-art in certain fields
while at the same time reproducibility of research [3, 4] and quality of peer reviews
have been stagnating continuously [5].

A modern innovation process begins by establishing the state-of-the-art in the
field and an awareness of the most recent advancements on the specific research
problem. Researchers have to find relevant work to build their research on, so they
can develop new solutions. Furthermore, they can compare or try to reproduce
the findings in these publications to gain new knowledge [6]. For this process it is
impossible to take into account all the relevant works which are published, instead
it is necessary to select certain articles based on keyword search or by skimming
through works of peer-researchers, conference proceedings or renowned journals.

The approach of manually selecting related works does not scale well with the ex-
plosion of published material and becomes increasingly ineffective. Keyword searches
might be too coarse and give thousands of results, or they might be too restrictive
and miss a big number of relevant results. For example due to variability of jargon
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and naming conventions at different institutions around the world, keyword searches
potentially fail to deliver the desired result [7] [§].

Another problem can arise in the form of so called filter bubbles [9, 10]. Through
the use of personalised profiles, search engines nowadays filter relevant information
that best fits the user’s profile. While this filtering was developed as a way to handle
an overabundance of irrelevant information, it is not guaranteed to work as intended.
For example, users may be overly presented with information stemming from their
geographic or cultural region based on their geolocation information. These filter
bubbles might become increasingly more relevant as large academic social networks
are emerging such as ResearchGatd| and Academia.edy?| [I1]. Apart from algo-
rithmic bias, bubbles can also form due to the search behaviour of individuals. If
researchers mainly consider publications from other research groups they know well
(for example from the same university or country) or journals of their choice to limit
their search space, they might inadvertently create an information bubble similar to
the algorithmic filter bubbles. In extreme cases this can lead to different research
groups working on the same or similar problems, being unaware of each other’s
progress and possibly producing redundant work. Filter bubbles can also lead to
biased results in meta-analyses where researchers overlook relevant articles outside
of their bubble.

Scientific knowledge graphs like the Open Research Knowledge Graph (ORKG)
(see can alleviate these problems by representing research content in a
semantically rich representation which allows more sophisticated methods of infor-
mation extraction [12]. A well curated knowledge graph allows to find publications
not just based on the choice of keywords which might or might not occur in the text.
In a knowledge graph, search programs can access networks of terms and concepts
which can be found in the articles’ text. Different than the raw text, these graph net-
works contain a semantic representation of the content which is more structured and
consistent. Knowledge graphs lay a solid foundation for a plethora of applications
which can exploit such semantically enriched graph structures. Among the possible
applications are enhanced document retrieval techniques [13], automated content
comparisons [14], reasoning engines, autonomous research systems [15], mathemat-
ical proof assistants [16] and paper recommendation systems [17, [18§].

For all of the stated problems and applications the widespread adoption of knowl-
edge graph technologies in the field of research publication is a desirable develop-
ment. To construct large-scale knowledge graphs of research contributions, one can
not exclusively rely on automated techniques like entity relation extraction [6l [12].
The creation of complex, high quality knowledge graphs requires domain and on-
tology experts to define concepts and relations of the graph. These concepts and
relations must be identified in research texts and then annotated so they can be
extracted into a knowledge graph.

A common strategy to achieve annotation on a large scale is through crowdsourc-

"https://www.researchgate.net/

’https://www.academia.edu/
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Figure 1.1: Different creation workflows of a knowledge graph of scholarly contribu-
tions

ing [19]. In the case of scientific knowledge graph creation crowdsourcing is realised
through an annotation tool which is provided for example on a web platform. Then,
the crowd i.e. anyone with access to the tool can submit annotations which are
quality checked before they can be integrated into the resource. The first scenario
in shows the current process as it can be found on the crowd annotation
platform of the ORKG. A paper gets created by the author and then an annotator
adds the semantic annotations with the help of a web platform. The web platform
then publishes the knowledge graph with an explorable and searchable interface. In
the case of the ORKG the platform directly features an analysis application which
accesses the resource, namely the paper comparison too]E|.

In this process it is possible that there is an arbitrary period of time between
the creation of the document and the annotation of contributions. This makes it
possible that documents which are older than the knowledge graph can be retroac-
tively added to the graph either by the authors or any other person who read and
understood the content. However, if the annotators are not the authors of the re-
sources, they introduce some bias into the information they are annotating as they
might not have the same understanding of the content as the authors. Additionally,
the first approach is more complex and requires more distinct steps compared to

3https://www.orkg.org/orkg/comparisons
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the second approach which is depicted in the lower part of [figure 1.1 In this ap-
proach annotations are directly added during the production of the content at the
time of document creation and the online annotation platform is omitted. Another
advantage of the second approach is that the annotations and resulting knowledge
graph can be directly attached to the metadata of the document when it is created
and saved. In the first approach where creation and annotation are distinct events
the knowledge graph is stored separately from the resources it is referring to. This
makes the process dependent on the institution which hosts the knowledge graph
data (i.e. the ORKG project in the ORKG example). In conclusion the first ap-
proach might be more flexible, but at the same time it is also more complex and
harder to adopt than the second approach. Of course, both of these approaches can
exist at the same time and give the users more choices for their preferred workflow.

In summary I motivate this work by the need for a new solution to annotate
contributions in scientific publications and create semantic metadata. The following
two research questions (RQs) will be underlying this work:

RQ 1: How can the process of manual semantic annotation of research contributions
in scientific articles be simplified?

RQ 2: How do researchers use SciKGTeX to semantically annotate research contri-
butions in scientific articles at the time of document creation?

The [first research question|is based at the projected simplifications of the process
as described above and depicted in The main outcome of this thesis will
be a software solution to implement this simplification which is further specified in
the next section. In ‘SciKGTeX’ is the name of the software solution which
is proposed to mitigate the problem sketched above. The question is concerned
with the usability of said software solution and whether the basic task of identifying
the main contributions of a scientific document for knowledge graphs is feasible
during the production of the document. The answer to [RQ 2| will be investigated
in the usability evaluation in where the usability from the standpoint of
the developed solution as well as the actual feasibility as a task is assessed. Both

research questions are answered in [chapter 7|

1.2 Goals

The overall goal of this thesis can be stated in a Goal Question Metric approach as
defined by Basili et al. [20] which can be formulated as such: I analyse annotation
of research contributions for the purpose of developing an approach to annotate re-
search contributions at the time of document creation with respect to a convenient
and easy solution to create semantically rich descriptions of research contributions
from the perspective of this researcher in the context of researchers writing
scientific publications.
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To achieve this goal I partition the work into two sequential parts:

1. The technical implementation of a tool for semantic annotation of research
contributions in scientific articles at the time of document creation (see ap-

proach 2 in [figure 1.1)).

2. An evaluation of the hypothesised usability and simplification benefits.

I further narrow the scope of my work to an environment where authors write their
documents with the WTEX type-setting system (see . In the evaluation
part, I will test the use case of a KIEX package called SciKGTeX with real users
and discuss the implications of the results. A user test evaluation will give insights
into the usability of the package and assess the potential of the approach. In the
end, I want to find out whether such a package is appreciated and convenient to use
for authors of research publications which are the targeted user group.

1.3 Structure

The thesis is structured as follows. establishes the minimal background
knowledge to understand the presented work. It explains the connection to the topic
of scientific knowledge graphs and gives the necessary concepts of the INTEX language
environment. Also the basic concepts of the Semantic Web and the Portable Doc-
ument Format (PDF) are briefly touched upon. I discuss the related work which
builds the base of this project in giving an overview on annotation soft-
ware for IXTEX, ontologies and crowdsourcing for semantic annotation. In
I explain the concepts and actual approach borrowed from the agile development
method which was used to build the different parts of the project. These include
user stories and the iterative development cycle. The implementation details of the
IXTEX package and documentation of the functionalities are specified in
presents the overall approach of the user evaluation as well as the metrics
used to measure the different variables. This chapter also details the results from
the user test which are further discussed in with a comprehensive review of
the strengths and weaknesses as revealed by the evaluation. This chapter also gives
final answers to the research questions posed in [section 1.1} The final conclusion

and future work can be found in [chapter §






2 Background

In this chapter I give a thorough introduction into the basic underlying concepts of
the presented work. Beginning with I explain what is understood by
FAIR data and data management. Then, in [section 2.2] T introduce the concepts
of knowledge graphs and the Semantic Web. Building on these concepts
will introduce the scientific knowledge graphs such as the Open Research Knowledge
Graph (ORKG) and other prominent attempts at the idea of semantically modeling
research publications, which is also the goal of SciKGTeX. In [section 2.4 I describe
what IXTEX is and what it is used for. This will help to understand the use case
which I introduce in and the implementation choices in [chapter 5 In
the PDF format will be further expanded on, as it is the format which
finally holds the annotations in the XMP metadata field.

2.1 FAIR Principles

The FAIR principles are at the core of the design background for this work. FAIR
is an acronym for Findability, Accessibility, Interoperability and Reusability in re-
lation to scientific data and metadata. The principles were stated first in a 2016
paper by a number of scientists and organisations [2I]. Their goal was to define
a set of principles which can be followed to increase the quality of published data.
While not suggesting any concrete implementation choices or standards the princi-
ples are intended to serve as a best practice checklist. They can be used to ensure
that an implementation choice produces data which can be found, accessed, inte-
grated and reused by human as well as machine actors. The data being machine
actionable is a specific requirement of the FAIR principles, specifically the principle
of interoperability. Wilkinson et al. [2I] define this as follows.

Definition 2.1.1 (machine actionable). The phrase machine actionable indicates
a continuum of possible states wherein a digital object provides increasingly more
detailed information to an autonomously-acting, computational data explorer. This
information enables the agent /../ to have the capacity, when faced with a digital
object never encountered before, to: a) identify the type of object (with respect
to both structure and intent), b) determine if it is useful within the context of the
agent’s current task by interrogating metadata and/or data elements, c¢) determine if
it is usable, with respect to license, consent, or other accessibility or use constraints,
and d) take appropriate action, in much the same manner that a human would.

The different FAIR principles may be adhered to in a best effort approach where
a solution should strive to fulfil as many of the principles as possible but is not
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Findability

F1:  (meta)data are assigned a globally unique and persistent identifier.

F2: data are described with rich metadata (defined by R1 below).

F3: metadata clearly and explicitly include the identifier of the data it describes.
F4:  (meta)data are registered or indexed in a searchable resource.

Accessibility

Al: (meta)data are retrievable by their identifier using a standardized commu-
nications protocol.

Al.1: the protocol is open, free, and universally implementable.

A1.2: the protocol allows for an authentication and authorization procedure,
where necessary.

A2: metadata are accessible, even when the data are no longer available.

Interoperability

I1: (meta)data use a formal, accessible, shared, and broadly applicable language
for knowledge representation.
12:  (meta)data use vocabularies that follow FAIR principles.

I3:  (meta)data include qualified references to other (meta)data.

Reusability

R1: meta(data) are richly described with a plurality of accurate and relevant
attributes.

RI1.1: (meta)data are released with a clear and accessible data usage license.
R1.2: (meta)data are associated with detailed provenance.
R1.3: (meta)data meet domain-relevant community standards.

Table 2.1: The FAIR principles

necessarily invalid if it does not accomplish all of them. FAIR principles are already
widely accepted as a standard and respected by many data repository initiatives
[22, 23, 24]. Onme technology which is very suitable for implementing the FAIR
guidelines are knowledge graphs. They are specifically designed to support machine
actionable data and can be used to realise the principles of interoperability and
reusability. How knowledge graphs work is explained in detail in the following
section.

2.2 Knowledge Graphs

The Semantic Web is a term coined by Sir Tim Berners Lee [25] to describe a version
of the internet which has a meaningful, common and standardised vocabulary to
denote real world objects or concepts and the relations between them. It should
enable autonomous agents, like computer programs to understand the network of
data much better by resolving ambiguities of natural language and providing a graph
structure for information encoding.
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Figure 2.1: A simple knowledge graph, describing a small portion of world knowl-
edge. The rounded rectangles contain concepts and labeled edges repre-
sent the relations between them.

2.2.1 Ontologies

Ontologies build the foundational model for the Semantic Web. Guarino et al. [26]
define them as follows.

Definition 2.2.1 (Ontology). An ontology is a formal, explicit specification of a
shared conceptualization.

Ontologies are used to formally define the common vocabulary of objects, concepts
and relations surrounding certain topics. The vocabulary is further turned into
a conceptualisation by modeling the semantics of a real world domain through a
network of terms and by specifying how the concepts denoted by these terms relate
in different ways. This might include relations like two concepts being part of
another, being similar to another, or any describable relation that the two concepts
can have. For example, a machine can understand the concept of earth as a type
of celestial body which has the shape of a sphere and further inhabits living things.
What is needed is a specification of this sentence in terms of the central concepts
and how they relate to each other (see [figure 2.1)). The network of concepts and
relations gives a much deeper and more flexible understanding than the natural
language sentence.

The connections between the concepts of earth, living thing, person, etc. are
called the relations of these concepts to each other. Relations can have properties
like transitivity or symmetry which allow inference operations on a knowledge graph.
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In the figure, the type relation (is_a) implies through its transitivity property that
the earth as an object inherits all the properties and relations from the Celestial
Body concept. The is_a relation allows to infer new knowledge by exploiting this
transitivity. In our example we can infer from the fact that a person is a
type of Living Thing that therefore a person lives on earth because Person inherits
the relations applied to Living Thing. Furthermore, the knowledge graph can be
easily extended by adding more concepts (for example Animal) and relating them
to the existing concepts.

The advantage of such interrelated conceptualisations over natural language is
that we can greatly reduce ambiguities which arise for example from using different
number strings for the same concept e.g.: 2011-08-01 or first of August, 2011 or
even just tomorrow. Apart from resolving ambiguities machines can get a limited
portion of world knowledge through networks of concepts and relations between
them, conceivably similar to the mental images in the human mind.

2.2.2 Data Specification

In the Semantic Web we usually conceive objects or concepts as nodes and relations
as edges in a graph called a knowledge graph [27]. A knowledge graph contains
an accumulation of knowledge about a certain topic or domain. The graph can be
expressed in RDF (Resource Description Framework) [28] which is a language to
specify directed graphs as triples of subject, predicate and object where subjects and
objects can be arbitrary objects or concepts and the predicates denote the relation
between them. For example the fact that the concept of earth and the concept of
the sphere are connected by the relation of has_shape can be modeled by the RDF

snippet in [listing 2.1|

Listing 2.1: RDF snippet modeling a simple fact.

@prefix ex:http://example_uri.net
ex:Earth ex:has_shape ex:Sphere

RDF graphs may be specified in multiple different syntax formats such as RD-
F /XML, TURTLEEI or JSON-LDﬂ An example of the TURTLE syntax is shown in
[isting 2.1

Defining new concepts will inevitably introduce inconsistencies with other con-
ceptualisations from different domains or different authors. For example, a newly
created knowledge graph might give earth the shape of a geoid instead of a sphere.
This might be a more accurate description depending on the context of the domain
that the graph was produced for. This example shows how there can exist knowledge
graphs with different, sometimes even conflicting world views. A knowledge graph
only ever models a domain-specific representation of concepts and can never claim
completeness as it models the real world which is always growing and can never be

"https://www.w3.org/TR/2014/REC-turtle-20140225/
’https://www.w3.org/TR/json-1d/
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described exhaustively. Technically domains are implemented with the help of so
called namespaces which ensure the uniqueness of a conceptualisation by attaching
its domain to it. In the first line specifies a namespace which is then used
to mark concepts belonging to the domain.

2.3 Scientific Knowledge Graphs

Scientific knowledge graphs are large collections of facts representing scientific infor-
mation such as metadata about people, documents, datasets, institutions, grants,
and also semantic descriptions of research contributions [29]. Auer et al. [5] re-
viewed existing scientific knowledge graphs and found that many existing solutions
were aiming at either organisation of bibliographic metadata or fully automated
knowledge extraction. In this section I will introduce the most notable solutions
which have components to represent research contributions in scientific knowledge
graphs in chronological order.

ScholOnto One of the first notable efforts at the attempt to construct a scien-
tific knowledge graph is described by Buckingham-Shum et al. [30] which 20 years
ago developed an infrastructure to represent archived documents with a semantic
network of concepts and discourse called ScholOnto, the Scholarly Ontology. The
implementation came in the form of a java applet server to create and visualise such
networks. Uren et al. [31] developed a variety of prototype tools in the ScholOnto
project. The goal of these tools was to facilitate a digitalised scientific discourse
through the use of Claim Networks which represent scientific contributions and al-
low computer assisted sense making.

ScienceWISE  Aberer et al. [32] developed the platform ScienceWISE| which fea-
tures a community-created encyclopedia of articles (mostly about physics) with an
ontological structure growing alongside it. Additionally the platform displays con-
nections from ontology entries to a collection of papers and provides an annotation
platform where scientists can add papers, link them and update the ontology. While
being similar in concept to the ORKG, ScienceWISE does not create a knowledge
graph of specific content contributions of publications. Meanwhile, the web appli-
cations are fairly outdated already.

ClaimsKG Tchechmedjiev et al. [33] present the ClaimsKG, a knowledge graph
of claims which were automatically crawled from fact-checking sites. The idea of
this graph is similar to that of the ORKG with the claims being the equivalent to
contributions. However, these claims comprise mainly political statements and they
are not limited to scientific publishing. Also, the resource is built fully automatically
with no manual curation.

3http://ScienceWISE. info
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Publishing Organisations Scientific knowledge graphs are also adopted by some
publishing organisations such as Elsevier’s Research Knowledge Graphlz_f] or Springer
with the Springer Nature SciGraph [34]. These graphs are however mainly concerned
with the publishing activities of the companies and not open-source, collaborative
platforms.

ORKG With all the presented solutions, an open-source knowledge base of research
contributions was still not realised on a large scale. This led to the conception of
the Open Research Knowledge Graph (ORKG) [35] which is a knowledge graph of
research contributions which are found in scientific publications across many disci-
plines. The project aims to bring the most essential findings of research publications
into a semantic format to construct a machine-actionable resource. The possible ap-
plications of such a resource are manifold as mentioned in [chapter 1}

Additional to the knowledge graph data itself, the ORKG project hosts a web
applicationE] for users to add the contributions of research papers to the knowledge
graph. The web application also features search and inspection tools as well as a
user interface to create systematic literature comparisons (see based on
the contribution triples [36].

In the ORKG, contributions are stored in a knowledge graph using a multitude of
custom classes and relations. However there exists a core ontologyf’ with the most
essential classes and relations to define the graph. Arguably the most important
notions are those of the ResearchContribution and the Paper. An instance of Paper
can have a number of ResearchContributions assigned to it. ResearchContributions
consist of subject, predicate and object, where the subject might be an instance of
class Paper, the predicate could then be a relation like addresses and the object an
instance of class ResearchProblem. However, this triple just describes one property
of the ResearchContribution. Many more predicates and objects can be defined
and assigned to the ResearchContribution. These predicates and objects are not
predefined and can be specified by the creator.

The creation of contributions for the ORKG is mainly done via crowd-sourcing.
Knowledgeable individuals annotate the triples for the ORKG via a web interface.
Automatic extraction techniques to populate the knowledge graph are also used
to some extent but are still in development phase [37]. Since the release of the
ORKG web interface in the beginning of 2020, over 300 contributors added research
contributions from publications to the knowledge graph. As of September 2021 the
ORKG counts 9713 contributions from 6926 papers.

The ORKG platform features a form based process where the users can manually
add information about a paper, about the research field and the explicit contri-
butions from the paper. Apart from data entry users also have the possibility to

“https://www.elsevier.com/connect/how%2Dai%2Dand%2Dknowledge%2Dgraphs%2Dcan,
2Dmake2Dyour2Dresearchi,2Deasier - May, 2022

Shttps://www.orkg.org/orkg/
Shttps://github.com/0ORKG/orkg-core-ontology
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Properties

Biogeographical region

Class (taxonomy - biology)

Dna sequencing method

Analyzing Mosquito (Diptera
Culicidae) Diversity in
Pakistan by DNA Barcoding
2014 - Analyzing mosquito
(Diptera: Culicidae) diversity in
Pakistan by DNA barcoding

Palearctic

Insecta

Sanger sequencing

A DNA barcode library for
5,200 German flies and
midges (Insecta: Diptera)
and its implications for
metabarcoding-based
biomonitoring

2019 - A DNA barcode library
for 5,200 German flies and
midges (Insecta: Diptera} and
its implications for
metabarcoding-based
biomonitoring

Palearctic

Insecta

Sanger sequencing

DNA barcoding of Northern &
Nearctic Muscidae (Diptera)
reveals high correspondence
between morphological and
molecular species limits
2012 - DNA barcoding of
Northern Nearctic Muscidae
(Diptera) reveals high
correspondence between
morphological and molecular
species limits

Nearctic

Insecta

Sanger sequencing

Geographic scale (km?) 300000 Km® 357000 Km® 650000 Km?

Has research problem Biodiversity inventories with Biodiversity inventories with Biodiversity inventories with Bic
DNA based-tools DNA based-tools DNA based-tools

Higher number estimated 32 5153 160

species

Higher number estimated BINs BINs current taxonomy

species (method)

Locus (genetics) Mitochondrial cytochrome C Mitochondrial cytochrome C Mitochondrial cytochrome C Mit

oxidase | (COI)

oxidase | (COI)

oxidase | (COI)

Figure 2.2: Example of a research contribution comparison on the ORKG website’s
user interface.

generate comparisons between research contributions on the ORKG web platform
(see for example [figure 2.2)). The comparisons can be created by selecting contribu-
tions in the knowledge graph and choosing the properties on which they should be
compared [36]. This allows to generate tables which review for example the results,
methods or research material of certain publications and contrast them against each
other. Paper comparisons are one example of the many possible applications of a
scientific knowledge graph like the ORKG.

Nanopublications Another interesting approach are so-called nanopublications [38,
139]. Nanopublications are knowledge graph representations of elements of research
communication such as articles or reviews. They are designed to be issued by re-
searchers as an alternative to classical publications and do not act only as additional
annotations to existing publications like most of the other approaches presented be-
fore. Similar to the contributions in the ORKG, nanopublications use certain prop-
erties to characterise scientific claims. Different from the ORKG approach, they use
exactly these 5 properties to describe a scientific claim: context class, subject class,
qualifier, relation type and object class. The objects of the qualifier and relation
type properties must be chosen from a predefined list and the others must be classes
from a linked open data knowledge graph. Nanopublications are very restrictive in
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the patterns which they allow, which makes them less flexible but more consistent
and exploitable for reasoning applications as demonstrated in [39].

2.4 BTEX

KTEX is an open-source type-setting system which can be used to create different
kinds of documents in a consistent style. It is based on the TEX type-setting system
developed by Donald Knuth [40]. KTEX is essentially a collection of macros to
simplify the usage of TEX to quickly build common document types. A typical
ITEX source file contains declarative statements (commands) alongside the raw
text content to mark special elements of the text such as the titles, sections, tables,
images, etc. On top of that there are predefined document types which are specified
through the use of document classes in ITEX code. The document classes contain
the necessary TEX code to structure and style the documents with just a minimal
set of commands (for example BTEX code see [figure 5.1). Commands can be very
powerful and set up a complete bibliography of references for example with just one
short expression. The 5 main document classes to choose from are article, report,
book, slides and letter with the possibility to derive new custom classes from them.

Documents specified in IXTEX can be compiled to device-independent presentation
formats such as DVI or PDF. By choosing predefined document classes the focus is
shifted away from styling and formatting documents — which is handled by TEX
— and more towards the actual content. Using IXTEX also eliminates the need for
complicated graphical user interfaces for the production of documents. Once the
basics are mastered, BTEX allows to save lots of time which would otherwise be
spent on repetitive tasks such as formatting bibliographies, positioning images or
setting styles.

It is due to the time savings and online collaboration platforms such as Overleaf]
that ITEX has become one of the most used tools to create scientific publications.
Overleaf is an online HTEX editor which provides in-cloud compilation, collaborative
editing and document management as its distinctive features. Overleaf massively
facilitates the use of IXTEX by making the technically demanding installation obsolete
and making it easier to share large documents. Overleaf reports over 8 million users
(Oct. 2021F) of their web interface. This number gives an indication of the size of
BTEXs user base while still excluding all the users who write ITEX in other editors
than the Overleaf platform. KTEX is one of the most used tools to produce scientific
publications and the de-facto standard in STEM areas of academia.

2.4.1 ATEX Packages

Working with IXTEX it is possible to define new commands and environments to
facilitate the reuse of large code fragments. To reuse code it is helpful to separate

"https://wuw.overleaf .com

8https://www.overleaf.com/about
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the reusable portions i.e. the command or environment definitions from the rest of
the source material, so the definitions can be imported by other projects, without
having to rewrite the code again. There are two different types of external IXTEX
dependencies: document classes and packages. A document class applies only to a
specific class of documents and can be an extension of the main document classes.
A package on the other hand contains more general code which can be used for all
kinds of documents [41]. Packages for \TEX are distributed online through CTANEI
(The Comprehensive TEX Archive Network) which contains thousands of packages
for different purposes.

2.4.2 LuaTgX

As explained before, WTEX defines a set of convenient macros for TEX. The TEX en-
gine then compiles the KTEX code to printable output. The original TEX engine only
produced DVT output and other engines like pdfTEX, XHIEX or LuaTEX have been
developed to compile PDF output directly. As a successor to pdfTEX, LuaTEX addi-
tionally features the embedded scripting language Lua and native Unicode support
[42]. The multi-paradigm programming language Lua’| incorporated into LuaTEX
provides a very convenient bridge to parts of the TEX engine which were previously
not accessible. LuaTEX offers helpful interfaces to the inner workings of TEX in the
form of callback hooks. Since TEX itself is a language with many peculiar idiosyn-
crasies, which make it hard to understand and modify it, the Lua interface makes
the engine much more flexible as developers can alter its behaviour without having
to study TEX in great detail. For packages involved with low-level functionalities
like PDF creation LuaTgX is a good way to implement such features evading the
cumbersome task of partly rewriting the TEX engine.

2.5 Portable Document Format

The Portable Document Format (PDF) is a file format developed by the software
company Adobe in 1993 [43]. It is designed to display documents including textual
content and images consistently across all devices and operating systems. PDF is
based on the PostScript language [44] which can be used to describe contents of
a printed page on a higher level than a raster graphic representation. A PDF file
contains a complete description of the document layout including text, fonts as well
as positions of embedded images and vector graphics.

In 2008 PDF was first standardised in ISO 32000 [45] and since then it has become
the de-facto standard for sharing documents on the web. The standard has been
updated several times with the latest edition being released in December 2020.
Alongside the ISO 32000 standard, more specialised standards such as the PDF/A
for archiving or PDF /X as a special exchange format have been established. These

9https://ctan.org
Yhttps://www.lua.org/
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standards are subsets of the original PDF standard and impose restrictions on the
PDF definition in order to make the documents compatible with their respective
use case. The PDF/A standard is gaining traction in the world of publishing as it
requires embedded fonts and embedded color profiles for consistent replication of
the document as well as embedded metadata to provide information on the archived
document.

Extensible Metadata Platform Metadata in PDF is data that is neither concerned
with the content nor the structure of the document itself. It contains information
like the title, author or modification dates of the document. Beginning with PDF
1.4, metadata can be stored either in metadata streams which contain XML data
or in a document information dictionary. While the document information dictio-
nary as a key-value store is rather restricted in terms of content flexibility, metadata
streams can contain arbitrary XML constructs. For metadata streams Adobe rec-
ommends the eXtensible Metadata Platform (XMP) standard [46]. XMP has been
developed as a general-purpose metadata specification standard. It can be used to
add metadata to almost all of the common media data types such as PDF, JPEG,
MOV, MP3 or SVG. XMP relies on serialised XML and specifically RDF to specify
metadata properties of resources. |Listing 2.2/ shows how a typical metadata stream
can be encoded in PDF. As an example the same information from the RDF turtle

syntax (see [listing 2.1)) is embedded.

Listing 2.2: An uncompressed metadata stream as it can be found in a PDF file.

1152 0 obj
<< /Type /Metadata /Subtype /XML /Length 1706 >>
stream<?xpacket begin='"' id='W5MOMpCehiHzreSzNTczkc9d '?>
<x:xmpmeta xmlns:x="adobe:ns:meta/">
<rdf :RDF xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-...">

<rdf:Description rdf:about="http://example_uri.net#Earth"
xmlns:ex="http://example_uri.net">
<ex:has_shape>
<ex:Sphere/>
</ex:has_shape>
</rdf :Description>
</rdf :RDF>
</x:xmpmeta>
<?xpacket end='w'?>
endstream
endobj
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3 Related Work

This work has several connection points with research that has been done in the past.
In this chapter I list the major developments that have been brought up in related
research problems. I also show where existing solutions differ from the one presented
in this thesis and justify the approach compared to the state of the art. The first
category of related works are the previous attempts at annotation in KTEX which
I give an overview on in [section 3.1l The annotation scheme for the BKTEX package
is largely based on the ORKG core ontology which relates the different concepts
surrounding research contributions. I take a look at existing ontologies in the field
of scientific documentation in [section 3.2} compare the different vocabularies which
are introduced and discuss the reuse of existing ontologies for the project. Finally,
gives an overview of crowd sourcing concepts and lists some crowdsourced
tasks in semantic annotation.

3.1 Annotation in BTEX

Annotating document elements directly in a IXTEX writing environment has the
advantage that annotation can happen concurrently while creating the document
content. It eliminates the need for a posteriori editing of documents and encourages
that authors themselves perform the necessary annotations. In 2007, Groza et al.
[47] published a framework to semantically annotate structural and content-related
text elements in IXTEX. The framework is called SALT (Semantically Annotated
IXTEX) and comprises a KTEX package with annotation commands and an annota-
tion schema consisting of three ontologies. Similar to the approach chosen in this
work, the annotations are stored in the PDF metadata field, whereas the use case is
different. They concentrate primarily on generation of HTML content from the an-
notated PDF to support automatic creation of online proceedings but do not explore
other use cases.

In SALT many annotation possibilities are provided through the KTEX commands
which facilitate the markup of different elements in the text like structural elements,
rhetorical elements and general metadata. For the creation of a scientific knowledge
graph of contributions like the ORKG many of the structural annotations are not
relevant. Only the rhetorical elements such as contributions or claims and the meta-
data annotations are useful to form triples in the knowledge graph. Moreover, SALT
as a software is not maintained anymore and can not be used at the time of writing
this thesis. The SALT approach can be adapted in some parts for the thesis solution
but overall the focus of SALT is quite different from the use case presented here,
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where the focus is mainly on extracting research contributions for knowledge graph
construction.

Semantic annotation through custom KBTEX commands has also been proposed
by Krieg and Briickner in 2006 [48]. They present commands and an ontology to
annotate semantic terms in documents, more specifically on the example of lecture
slides. The idea is to semantically interrelate terms between documents through
an ontology. Among the use cases they describe are a fine-grained version control
system, ontology-based search and resolution of ambiguities. In contrast, the focus
of this thesis” work is more on specific content contribution and not on document
structure and term hierarchies.

Moreau et al. [49] released a XTEX package which can be used to add provenance
information to a document. As provenance they define a record that describes how
entities, activities and agents have influenced a piece of data. For example it creates
unique identifiers (URIs) for different components of the document and links the
agents and organisations to websites or ORCID&E]. Their package generates RDF
statements for different types of provenance and saves them in a TURTLE file. It
also adds a link to the TURTLE file into the XMP metadata field of the PDF file.
They claim that it was not possible for them to add the information directly into the
XMP field. Contrary to this statement, the package developed in this thesis actually
makes it possible to embed any RDF data into the XMP field, so future releases
of the package might feature some mechanism to add provenance information along
with the contribution annotations.

Another semantic annotation markup was developed by Michael Kohlhase [50]
to turn BTEX into a document format for mathematical knowledge management
(MKM). He uses a collection of macros called sTEXP| which define many new com-
mands to specify mathematical statements and semantically describe whole theo-
rems and proofs building on that. The range of possibilities of sSTEX are impressive
and while it does not feature mechanisms to explicitly state research contributions
in a way that would be fitting for knowledge graph creation, its methodology is
an inspiration for mathematical annotation templates which might be added to the
package presented in this thesis in the future.

Furthermore, there exist several IXTEX packages to add XMP metadata to PDF
files like minim—xmlﬂ, xmpinc]E] or hyperxmpﬂ These are rather generic packages
which either only allow to embed bibliographic metadata or are too complicated
to use for users without the knowledge of XMP technology. A solution to embed
research contributions as RDF triples in XMP metadata does not exist to date.

1Open Researcher and Contributor IDs: https://info.orcid.org/what-is-orcid/
’https://ctan.org/pkg/stex

3https://ctan.org/pkg/minim-xmp

“https://ctan.org/pkg/xmpincl

Shttps://ctan.org/pkg/hyperxmp
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3.2 Ontologies

Literature review articles like [51] and [52] from 2014 and 2020 respectively, review
different ontologies for semantically describing scholarly and scientific documents.
Ruiz-Iniesta et al. [51] classify the ontologies into three groups. Ontologies for de-
scribing the document structure (sections, paragraphs, etc.), ontologies for describ-
ing the rhetorical elements (introduction, results, etc.) and ontologies for describing
bibliographies and citations. Since the ORKG deals with descriptions of concrete
research contributions, I will focus on ontologies describing rhetorical elements, es-
pecially if they provide means to capture content-related semantics. Nguyen et al.
[52] later compiled a list of 34 ontologies and investigated their role in the creation
of a hypothetical research knowledge graph. They mapped the concepts and rela-
tions found in these ontologies to different areas of research information gathering
which have the potential to be represented by a knowledge graphﬁ. They found
that in some areas there are overlaps between the topics that can be described by
certain knowledge graphs (e.g. publications and organisations). Other areas stayed
relatively untouched. For example there were no ontologies developed yet to model
topics like funding programs or start-ups. Another comprehensive comparison of
different scholarly ontologies can be found as a comparison on the ORKG pageﬂ

One of the most comprehensive ontologies to model documents and their content
is the Document Components Ontology (DoCO) [53]. Despite featuring a number
of different classes for structural and rhetorical elements of the text, DoCO does
not have a class for a contribution per se. The subset of the ontology specifying
rhetorical elements — the Discourse Elements Ontology (DEO) — does however have
some general content-related classes like background, methods and results which can
be used to describe some contributions for the ORKG.

Another ontology to describe rhetorical elements of scholarly documents is CISP
(Core Information about Scientific Papers) [54] which uses classes from EXPO [55]
which is a detailed ontology of experiments. EXPO has over 200 defined concepts
and provides a very fine-grained vocabulary to describe scientific experiments.

The Argument Model Ontology (AMO)E] provides classes and relations to model
argument discourse. Similar to that, CoreSC [56] defines a set of core scientific
concepts to automate access to the scientific discourse. CoreSC was developed in
the area of biomedical publications where also the SWAN (Semantic Web Applica-
tions in Neuromedicine) [57] ontology originates from. SWAN comprises classes for
people, discourse elements, bibliographic records, life science entities, vocabularies
and versioning. The discourse elements are grouped into the classes research state-
ment, research question and structured comment with a number of relations to link
instances of these together. In [table 3.1 I summarise the key classes and relations

introduced by each of these ontologies.

Shttps://github.com/nvbach91/iga-knerd/tree/master/coverage
"https://www.orkg.org/orkg/comparison/R8342
Shttps://sparontologies.github.io/amo/current/amo.html
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Classes Relations/Properties
Background
Contribution
Methods
ProblemStatement
DoCO/DEO | f1F :
onclusion
Model
Data
Reference
Goal of investigation
Motivation
Object of investigation
CISP Resea?ch method i
Experiment
Observation
Result
Conclusion
ScientificExperiment
ExperimentGoal
EXPO ExperimentTechnology | -
ExperiementResult
backs
Argument forces
Claim proves
Evidence involves
AMO Warrant leads to
Backing supports
Qualifier hasEvidence
Rebuttal hasClaim
alternativeTo
discusses
Research statement inconsistentWith
SWAN Research question consistent With
Structured comment contains
citesAsEvidence
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Background
Method old
Hypothesis
Goal
Object_new
Motivation
CoreSC Model -
Experiment
Method new
Conclusion
Result

Observation

Table 3.1: Ontologies to describe rhetorical elements in scholarly texts and some of
their key classes and relations

For the design of the ITEX package I used the findings of the literature research for
the development of the annotation scheme. The annotation scheme mainly relied on
the classes from the DEO which is further specified in on implementation.

3.3 Crowdsourced Semantic Annotation

Crowdsourcing is a problem-solving method where a group of human workers collab-
orates on task solution. Crowdsourcing has become increasingly popular in many
fields of research due to its speed and relative cost-efficiency. Tasks usually fall
into one of the following four categories established by Assis Neto et al. [58 in
their review article on crowdsourcing: Object production, object for solution, object
processing and object evaluation. A IXTRX package to semantically annotate contri-
butions of research publications falls into the object production category, meaning
that the crowdworker will produce new objects (e.g. annotations) by solving the
task. Just like in the case of this thesis’ work the majority of object production
projects reviewed by Assis Neto et al. used a specific crowd as opposed to an anony-
mous crowd. This means that the annotation is made by a specific group of people
(e.g. authors of research papers) which can also be identified as opposed to random
people from the internet for example.

Another aspect of crowdsourcing are the incentives which convince a worker to
invest time into a task. Hosseini et al. [59] differentiate between intrinsic (enter-
tainment, altruism, etc.) and extrinsic (money, access, etc.) incentives. The ORKG
project uses different types of both intrinsic and extrinsic incentives such as the
personal incentive to increase the accessibility of one’s work or also monetary com-
pensation to maximise the user base of their crowdsourcing platform [60]. The WTEX
package has similar incentives, since the annotations can be uploaded to the ORKG,
but may have a better potential for intrinsic motivation since the annotations enrich
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the document itself which is owned by the author and annotator.

Apart from the ORKG, there are a number of initiatives which used crowd sourc-
ing to produce semantic annotation for various applications. Svatek et al. [61]
discuss the idea of community tagging for scientific knowledge graphs and exper-
iment with relation annotation for 5 scholarly articles. Takis et al. [19] present
an approach to specify semantic annotation for PDF documents. Their SemAnn
approach lets users annotate PDF documents in a web application which provides
annotation suggestions. To incentivise participation in the annotation effort the
system recommends similar papers based on the annotations that have been done.
The tool also comes with the possibility to extract tables from PDF which is an
interesting feature.

A similar PDF annotation tool exists for the ORKG as well and is described by
Oelen et al. [62]. While this approach seems viable for already published papers, I
would argue that adding the annotations directly in IXTEX instead of first converting
to PDF is a better approach since it is simpler and less error-prone. For example,
tables are certainly easier extracted from KIEX source than from a PDF file.
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4 Approach

This chapter introduces the main ideas behind the developed solution to annotate
contributions in scientific publications at the time of document creation. I define
the requirements and functionalities of the sought-after solution and introduce the
methods which are used to develop it. My approach borrows elements from the
agile software development methodology [63], specifically the iterative cycles of de-
velopment and user story specification. The chapter is structured into the following
sections. presents a possible scenario to demonstrate a use case and
illustrate the various requirements to the solution. Based on the use case scenario
specific user stories are listed and explained in [section 4.2 Then, I derive the neces-
sary functionalities for the solution in with references to the user stories.
In I further illustrate the agile software development process employed
to build the solution.

4.1 Use Case Scenario

The use case scenario is a fictional story which is fabricated to illustrate different
requirements for the software solution which is presented in this work. Even though
the scenario is fictional, it should be noted that it is based on the true problems
and needs of the different user groups which have been established in conversational
exchange. The story connects the requirements in a realistic way, so that the context
and use case of the developed solution become clear. The following paragraph
describes the use case scenario.

Scenario 1. A team of medical researchers conducts a study on the effectiveness
of a certain drug treatment. After conducting the trial, the researchers want to
publish their results to a wide audience. They create a document to submit to the
publisher of a renowned journal. The researchers already know from past publica-
tions that individual papers can get lost under the enormous amounts of published
material especially if it does not end up in literature survey papers or other sorts of
meta-reviews. Consequently, they want to make sure that they prepare the paper
optimally to maximise their impact. For them it is important that their findings
reach the right audience and can be found easily by other researchers working on a
related topic. They also want to ensure reproducibility and comparability of their
work.

From colleagues they know that there exists a possibility to make their paper
stand out by enriching the document metadata. In the metadata they can add
useful information on their document which can be used by search engines to find
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it or recommend it to other users. They find out that an easy way to add such
information to the document metadata is using a certain annotation software. The
researchers download the software and study the documentation.

After a short introduction, they start to annotate metadata in their project. The
software allows them to mark the most important parts of their paper such as
the background, research problem, methods and the results directly in the text of
their publication document. Through the use of the annotation tool, they learn
about the Open Research Knowledge Graph (ORKG). They find that their research
problem already exists as an entity in the ORKG. So instead of just giving a natural
language string as a research problem, they add the link to the research problem
in the ORKG. They also realise that the antibiotic they are using can be found in
a knowledge graph of drugs. The knowledge graph yields a unique identifier (URI)
which they can embed into the document so that automatic systems can find it
without relying on a specific name (which can change over time) to identify the
mention of the drug.

All these steps make the document more complete and give the researchers confi-
dence that they crafted their document in the best possible way. When they finally
submit the paper, they make sure to upload it to the ORKG web platform as well
to increase their reach. They upload it on the web platform via the paper upload
feature which extracts the metadata from the PDF and saves it in the knowledge
graph. By uploading them to the ORKG the authors allow other researchers to
include their findings in paper comparisons created on the ORKG platform.

Months later the paper is incorporated into a comparison of antibiotic treatments
which is part of a meta-review of many similar studies. As the researchers have
clearly marked their results, it is easy for the review author to find them and compare
them with other approaches. It turns out that their results are very helpful in the
development of new treatment plans. Consequently, their study is widely cited and
referenced in many more articles.

The use case scenario ends here on a very positive note which highlights the
potential of the metadata annotation. In the best case the metadata contributes to
the discovery of the research content and helps the readers to better understand and
compare it. Even in the worst case, if the metadata is not used, it is still attached
to the document for the duration of its existence which makes it future proof for
downstream processing of the document content. Through the course of the story
different aspects of the sought-after solution are illuminated. The following section
lists the specific requirements which are addressed in the u