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Abstract 

In demand forecasting, which can depend on various internal and external factors, machine learning (ML) 
methods can capture complex patterns and enable precise forecasts. Accurate forecasts facilitate targeted, 
demand-oriented planning and control of production and underline the importance of this task. The 
implementation of ML-algorithms requires knowledge of the specific domain as well as knowledge of data 
science and involves an elaborate set up process. This often makes the application of ML to potential 
industrial problems economically unattractive. The major skills shortage in the field of data science further 
exacerbates this. Automation and better accessibility of ML methods is therefore a key prerequisite for 
widespread use. This is where the principle of automated ML (AutoML) comes in, automating large parts of 
a ML pipeline and thus leading to a reduction in human labour input. Therefore, the aim of the publication 
is to investigate the extent to which AutoML solutions can generate added value for demand planning in the 
context of production planning and control. For this purpose, publicly available datasets deriving from 
Walmart as well as an anonymised manufacturing company are used for short-term and long-term 
forecasting. The AutoML tools from Microsoft, Dataiku and Google conduct these forecasts. Statistical 
models serve as benchmarks. The results show that the forecasting quality varies depending on the software, 
the input data and their demand patterns. Overall, the prepared models from Microsoft show the most 
accurate results in average and the potential of AutoML becomes particularly clear in the short-term forecast. 
This paper enriches the research field through its broad application, giving valuable insights into the use of 
AutoML tools for demand planning. The resulting understanding of limitations and benefits of AutoML tools 
for the case studies presented fosters their suitable application in practice.  

Keywords 

AutoML; Demand Forecasting; Sales Forecast; Machine Learning; Manufacturing; Production Planning 

1. Introduction

ML-based demand forecasting offers the possibility to reflect various influencing parameters (e.g. currency
exchange rates, sales region) and use those to identify complex non-linear patterns for forecasting future
demand [1]. Accurate predictions enable an adequate planning of the production and procurement processes
leading to less waste of resources (material, labour, capital) [2]. To foster the widespread use of machine
learning (ML) in an industrial context, automated machine learning (AutoML) gains in importance as it aims
to reduce the required knowledge in data science and time spend to set up a ML model [3±5]. Thus, it presents
a possible solution for overcoming the skill shortage in the field of data science, which is currently one of
the major barriers for the application of ML [2,6,7]. In addition, the shorter development time achieved by
automating parts of a ML pipeline makes ML solutions more economically attractive [4,8]. Thus, researchers
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investigated the benefit of AutoML solutions in different case studies across various use cases (e.g. other 
production planning and control (PPC) tasks [9] or healthcare [10]). However, studies in regards to demand 
planning [11±13] in the context of PPC [14] remains a research gap. This paper aims at closing this gap by 
DQVZHULQJ� WKH� UHVHDUFK� TXHVWLRQ�� ³Can AutoML solutions support demand forecasting?´. The research 
question is embedded in the current state of research by highlighting the results of topic-related case studies. 
The third section presents the research methodology for achieving the objective of this paper. A generally 
valid answer to the research question is not the aim of this work, although it should be possible to make an 
assessment as broad as possible. To facilitate a comprehensive assessment, three AutoML tools in two 
production environments for forecasting demand of different product groups as well as for a short-term and 
long-term horizon are tested. Broad application enables a comprehensive evaluation of the prediction 
accuracy of the chosen AutoML tools and allows first conclusions for the use of AutoML solutions in 
demand forecasting. The fourth section presents the results of the research methodology used. The final 
section of the paper draws a conclusion and presents a future research agenda.  

In summary, this paper enhances the current research through its broad application and comprehensive 
evaluation and thus allows conclusions on the potential use of AutoML tools for demand planning. In 
particular, an automated approach is required for scaling ML [8], i.e. ML-based prediction across different 
levels of observation (e.g. total, product group, product) and on a horizontal axis (e.g. each product).   

2. Current state of research 

This section explains the concept of AutoML and presents existing case studies that deal with AutoML in 
demand planning.  

The herein used definition of AutoML was first introduced in 2014 and foresees an automation across the 
ML-pipeline [15]. The concept of AutoML has the objective to reduce the outlay of data scientists for ML 
projects and should instead enable domain experts to use ML methods without high level of statistical and 
ML knowledge [16]. More precisely, Yao et al. define AutoML as a combination of automation and ML and 
understand AutoML as an automated setup of a ML-pipeline with limited computing power and limited (or 
no) human support [17]. A common ML-pipeline consists of business and data understanding, data 
preparation, modelling, evaluation and deployment tasks, e.g. used in the industry-independent Cross 
Industry Standard Process for Data Mining (CRISP-DM) [18]. This framework is already used for demand 
forecasting [19±21]. The nature of the process involves feedback loops and continuous readjustments of 
assumptions, forming a life cycle process [18]. In particular, the processes of data understanding, data 
preparation, modelling and evaluation require the expertise of data scientists and could therefore be 
automated [5]: data preparation foresees to select features, clean and transform those as well as generate new 
features. The modelling process contains the choice of an algorithm and the optimization of its hyper-
parameters and for artificial neural networks (ANN) also the definition of the net architecture [18,5]. Various 
facets can be investigated during modelV¶ evaluation, whereby the prediction accuracy is usually the focus 
[22]. The evaluation can take place when the algorithm converges during training or in order to save time as 
well as computing power, for instance a predefined budget of computing resources can be used as stop 
criteria [5].   

For demand planning, AutoML has already been used in several studies. The focus of these studies is 
primarily in the sales and marketing environment [11±13]. The study by Gonçalves et al. is the only 
contribution that investigates AutoML for demand planning in the context of PPC [14]. Ford et al. apply a 
self-developed AutoML solution for the products of an alcoholic beverage distributor. For this purpose, they 
generate forecasts for three horizons, 1 month, 3 months and 12 months, and include autoregressive methods 
and the average for a comparison. They use two univariate datasets and mean squared error as a quality 
criterion. The AutoML models achieve worse results, which are below the forecasting quality of the 
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autoregressive methods. For one of the datasets, which is characterised by a high proportion of noise, the 
average method achieves the best results [12]. Henzel and Sikora use AutoML to create ANN and compare 
them with manually created XGBoost and ANN models. They use a dataset of everyday consumer goods 
and focus on the impact of promotions on sales. The models created with AutoML are superior to both 
manually created models in 2 of 12 cases (according to root mean squared error (RMSE) and mean absolute 
error (MAE)), and better than the manually created ANN in all cases [13]. Dai and Huang create a Long 
Short Term Memory (LSTM) model with a special loss function, which they optimise with hyper-parameter 
search. For comparison, they create six ML models with AutoML, which they use as benchmarks. They use 
a sparse consumer goods dataset that contains causal information of sales (e.g. holidays, promotions). The 
authors use weekly and monthly data to forecast cumulative sales at the store level. The LSTM model 
achieves better results (according to mean absolute percentage error (MAPE) and root mean squared 
percentage error) compared to the AutoML models, whereby the performance of the LSTM model decreases 
with increasing forecast horizon [11]. Gonçalves HW�DO��FRPSDUH�VWDWLVWLFDO��1DȧYH��H[SRQHQWLDO�VPRRWKLQJ��
ARIMA, ARIMAX) and ML models (feed-forward ANN, random forest, support vector regression, 
recurrent ANN), including a model with AutoML. They forecast the demand for electronic components of a 
manufacturer from the automotive supply sector and follow a multivariate approach with various leading 
indicators. In particular, they investigate whether and to what extent a multivariate approach is superior to a 
univariate approach in different phases of the product life cycle. In the quality criterion normalized MAE 
(nMAE) used, AutoML achieves the fourth best performance (out of 9) on average across all phases of the 
product life cycle, with a considerable gap between it and the following statistical methoGV�� 1DȧYH��
exponential smoothing and ARIMA [14]. 

The studies presented show that AutoML models tend to perform worse than manually created ML models 
and better than statistical models. This is particularly the case with multivariate forecasts. For univariate 
forecasts and one-step forecasts, statistical methods tend to perform better. With the few identified studies, 
the described area of research is still underrepresented. Thus, further investigations in the field of demand 
forecasting, and especially in the context of PPC are necessary. To add to this note, continuous progress in 
the field of AutoML makes results of past studies hard to interpret for assessing the potential of current 
AutoML solutions. In addition, existing studies on demand forecasting have not yet compared several 
AutoML solutions. Thus, this paper contributes to the existing research by conducting a comparison of 
several AutoML solutions with statistical methods for the area of demand forecasting in the context of PPC.   

3. Research methodology 

The research methodology of this paper is of empirical nature. A transparent setup of different experiments 
enables an in-depth understanding of the limitations and benefits when using the chosen AutoML tools and 
facilitates researchers to transfer this methodology to different case studies as well as AutoML tools.  

To begin, the authors identified 31 existing AutoML tools. The pool of potential tools reduces to eight tools 
as only those tools fulfil the following criteria: they offer a test version or academic licence, can handle time 
series data and offer at least partial automatic data preparation. Of these, three tools are chosen as examples 
for the investigations in this paper: the AutoML solutions Microsoft Azure Automated ML, Google Cloud 
AutoML Tables and Dataiku Data Science Studio. To emphasise again, a selection of more than one tool is 
of importance to understand possible deviations across the tools. An aspect that was so far not analysed. 
ARIMA and exponential smoothing are taken as benchmarks as these methods are most commonly used in 
practice and do not require extensive data science knowledge [23,24]. For the investigation of the chosen 
tools, the following assumptions are considered with the objective to facilitate a comparable set up as well 
as test the AutoML solutions in different settings. Figure 1 shows these specifications that are structured 
according to the CRISP-DM phases (grey boxes).   
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Figure 1: Specifications of examinations 

The demand forecasts take place for two different companies: the retail goods company Walmart (case 1) 
and an anonymized company that manufactures industrial goods (case 2). In order to compare the forecast 
quality at different forecast horizons, a yearly and monthly forecast will be prepared [25]. 28 days and 52 
weeks are chosen as prediction horizons to analyse whether there are performance differences between a 
short- and long-term perspective. The aim is to obtain the total demand per product group (label attribute) in 
order to support decision-making processes, e.g. the decision on long-term supplier contracts and the 
acquisition of a new production plant from a long-term perspective or the timing of the procurement of 
bought-in parts and production from a medium-term perspective. To investigate how robust the AutoML 
solutions predict, it is of importance to test the tools on different demand patterns. This is the case for the 
chosen product groups, seven product groups for case 1 from the food, hobby and household sectors and ten 
anonymized product groups for case 2. The datasets are publicly available [26,27]. As the PPC is the focus 
of this work, the public datasets have been modified to remove the store/ warehouse levels. The datasets 
consist of 13,783 elements (case 1) and 18,270 elements (case 2) of daily demand per product group for the 
prediction horizon of 28 days. For the prediction horizon of 52 weeks, case 1 has 1,967 elements and case 2 
counts 2,600 elements of weekly demand per product group. Table 1 gives an overview of the different 
groups of features. Three main differences exist regarding the features. First, the dataset of case 1 counts 
more features that are descriptive then case 2. It contains additional information on the occurrence of public 
events and governmental support schemes of three US states. The dataset of case 2 lacks these features and 
only consists of the label attribute and the date. To test the tools on a multivariate setting, further time 
information (e.g. weekday, calendar week, year) are added. Secondly, when transforming the datasets from 
daily to weekly data, some features are excluded (e.g. weekday), transformed (e.g. event features) or added 
(e.g. calendar week). Thirdly, depending on the AutoML tool, further features are added: the ML tools of 
Microsoft Azure and Dataiku add information on school and bank holidays. This addition is only made in 
case 1, as the region is known, whereas it is unknown in case 2. Besides, Microsoft Azure Automated ML is 
the only tool that generates features about the seasonal and trend component of the demand time series as 
well as lag features for public events. Thus, this tool generates most features in comparison to the other two 
tools.  
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Table 1: Overview of features 

Initial feature group Case 1 Case 2 

Demand per product group (label) x x 

Time information (e.g. date, week) x x 

Public events x  

Governmental support scheme x  

Additional AutoML feature group  Azure Dataiku Google Azure Dataiku Google 

Bank- and school holidays x x     

Lag features for public events x      

Seasonal and trend components x   x   

Number of reflected feature groups 7 5 4 3 2 2 

x = part of the dataset     Azure = AutoML tool by Microsoft Azure     Dataiku = AutoML tool by Dataiku     Google = AutoML tool by Google 

The dataset of case 2 contained missing values that were replaced by zero to enable a proper use of the tools. 
Besides that, the selected AutoML tools perform the remaining data preparation (e.g. feature selection, 
feature generation, data normalization). By means of this paper, the objective is to investigate the 
performance of the automated ML processes. Thus, no further manual preparation takes place. Modelling 
bases also on the automated decisions of the tools. However, for facilitating comparable results, the test split 
corresponds to the forecasting horizon, optimization bases on RMSE and on a constant computing power 
available for training across all tools. For evaluation of the models, first it is outlined whether AutoML tools 
are able to create predictions that are better than Naïve forecasts and secondly, if those models perform better 
than the benchmark of statistical methods. The evaluation metrics nMAE, nRMSE, sMAPE, and mean 
absolute scaled error (MASE) are selected. MAE is to be used because it is an absolute and scale-based 
measure that has been used before in similar research projects. RMSE is also frequently used [13,24,28]. 
This paper uses the normalised version of MAE and RMSE (nMAE and nRMSE) so that a comparison over 
several time series is possible. The mean of the actual values of the forecast horizon is chosen for 
normalisation. The symmetrical variant of the mean absolute percentage error sMAPE is used as a percentage 
quality measure. This is more robust than MAPE and allows the evaluation of zero values. Both quality 
measures are frequently used in the evaluation of time series [24,29]. Hyndman & Koehler argue that the 
value of sMAPE can be unstable and instead recommend the use of MASE [30]. Thus, the last measure used 
is the relative quality measure MASE, which has been applied in several studies [23,24,30,31]. The Naïve 
method functions as a benchmark model for MASE. If the calculated value is below 1 the forecast is better 
than a Naïve forecast and vice versa [30]. The final phase, the deployment of models, exceeds the scope of 
this paper. 

Overall, the research methodology enables a comprehensive analysis of the potential from AutoML tools 
with regard to the prediction accuracy for the chosen use cases. By looking at different datasets with various 
demand patterns and different input features as well as multiple evaluation metrics, this paper contributes to 
the research field. The results help to understand the limitations and potentials of the observed tools in the 
investigated environments and lead to hypotheses for future applications. 

4. Results 

This section presents the results of the applied research methodology. The results relate to the best 
performing and thus chosen model of each AutoML tool as well as ARIMA and exponential smoothing.  The 
training of the respective models took 42 minutes to 100.2 minutes. The first part of the analysis is to check 
whether the prediction accuracy of the best performing model according to MASE per product group of case 
1 and case 2 is above or below 1 for both prediction horizons. In case 1, the predictions of at least one model 
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across all product groups are better than a Naïve forecast. However, in case 2, the provided predictions for 
product group 001, 007 and 011 for the 52-weeks horizon do not show sufficient results as they are as good 
as a Naïve forecast. As second part of the analysis, Table 2 summarizes the average results of the best 
AutoML tool in comparison to the best statistical model. For the following comparison, the product groups 
001, 007 and 011 are disregarded as they would otherwise distort the picture.  

Table 2: Prediction accuracy of the best AutoML tool in comparison to best statistical model 

Case  Horizon Best AutoML tool Best statistical method nMAE nRMSE sMAPE MASE 

1 28 days Azure Exponential smoothing +17.87% +18.96% +17.62% +23.88% 

 52 weeks Dataiku ARIMA +2.92% +7.99% +2.11% -4.46% 

2 28 days Azure ARIMA +18.81% +17.81% +8.05% +7.11% 

 52 weeks Dataiku* / Azure** Exponential smoothing -10.71% -10.08% -6.51% -10.85% 

* according to nMAE & nRMSE ** according to sMAPE & MASE 

It shows that the prediction accuracy of AutoML across the different experiments is in average in particular 
beneficial for the short-term forecast. 7KH�EHVW�SHUIRUPLQJ�$XWR0/�WRRO�LQ�WKLV�FDVH�LV�0LFURVRIW�$]XUH¶V�
tool. Table 2 displays, depending on the evaluation metric, an average improvement of 17.62% to 23.88% 
for the first case study and 7.11% to 18.81% for the second case study in comparison to the best performing 
statistical model. The long-term forecasting reflects mixed results. For case 1, three of four evaluation 
metrics reflect an improved prediction of AutoML by 2.11% to 7.99% in comparison to a statistical method. 
However, the MASE value indicates a negative effect of -4.46%. The results of the best performing AutoML 
model in case 2 show worse results (-6.51% to -10.85%) in contrast to the best performing statistical model. 
To get a more detailed picture of the prediction accuracy of each AutoML tool as well as the benchmark of 
statistical models across the different product groups, the following figure illustrates the distribution through 
boxplots of each model according to MASE.  

 
Figure 2: Box plot diagram of prediction accuracies from all product groups per model 

It shows that the results of the AutoML tool by Google varies the most. In one case the tool receives the best 
prediction accuracy (case 1, product group Food 3, prediction horizon of 28 days with MASE of 0.127) and 
in another case the worst accuracy (case 2, product group Category_001, prediction horizon of 28 days with 
MASE of 33.885) in relation to all product groups. For the other tools, differences between the two prediction 
horizons exist. On the short-term horizon, the tool of Dataiku varies the least (MASE between 0.175-1.139), 
closely followed by exponential smoothing (MASE between 0.156-������� DQG� 0LFURVRIW� $]XUH¶V� WRRO�
(MASE between 0.152-1.246). ARIMA has the lowest median with a MASE value of 0.651, but the second 
most variation of all values. The tool of Microsoft Azure points out the second lowest median. On the long-
term prediction horizon, Figure 2 VKRZV�WKDW� WKH�SUHGLFWLRQ�DFFXUDF\¶V�YDULDWLRQ�RI� WKH�VWDWLVWLFDO�PRGHOV�
ARIMA and exponential smoothing is lower than the variation from the AutoML models. However, only 
the median of ARIMA (median MASE of 0.945) and Microsoft Azure (median MASE of 0.901) was lower 
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than one and is thus better than a Naïve forecast. Please refer to Table 3 for an overview of key statistics, 
also of the other evaluation metrics. When ranking the model according to prediction accuracy, in some 
cases the ranking differs when looking at different evaluation metrics. For example, the best performing 
model for the long-term horizon, thus the minimum value of considered metric, is in the case of MAE, 
nRMSE, sMAPE the ARIMA model and for MASE the tool by Google. However, when looking at the 
associated mean across all product groups of both case studies, ARIMA is the model in favour. 

Table 3: key statistics of investigated models across all product groups of both case studies 

 

Looking at the short-term prediction in most cases no big differences occur when comparing the average 
prediction accuracy of AutoML with the statistical benchmark. In 10 out of 17 product groups (58.8%) the 
average deviation equals to MASE of -0.02-0.18. The remaining seven product groups vary between -0.36 
and 11.08. The deviation is even lower when comparing the best performing model. There, only the product 
group Food 2 and 028 show a deviation of -0.53 and -0.76. Illustrative, the left side of Figure 3 presents the 
predicted demand of the best performing AutoML model (line-dotted line) and statistical model (circular-
dotted line) in relation to the actual demand of product group 028. The deviation of the remaining product 
groups is only -0.14-+0.14.  

 
Figure 3: Extract of predicted demand from selected models and actual demand 
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For the long-term prediction the average deviation between AutoML and the statistical benchmark is in 10 
out of 17 product groups between -0.31-+0.25. For the remaining seven product groups, five groups in favour 
of statistical models (in average 0.50-5.36 more precise than AutoML) and two groups in favour of AutoML 
(in average 0.68 and 0.85 more precise than the statistical benchmark). When looking at most precise model 
and not the average, the best performing model of six product groups deviates more than 0.5 between 
statistical and AutoML models: four in favour for AutoML (0.52-0.60 more precise than the best performing 
statistical model) and two in favour of the best performing statistical model (0.56 and 0.84 more precise than 
the best AutoML model). Product group 021, shown in Figure 3, corresponds to the biggest deviation in 
favour of the statistical benchmark, when looking at the MASE values. Thus, Figure 3 presents on the left 
side the biggest difference in favour of AutoML and the right side in favour of a statistical model.  

5. Conclusion and future research agenda 

The results show a mixed picture. On the one hand, some AutoML tools perform well in certain scenarios 
and far better than statistical models in a few cases. However, in other scenarios AutoML is less accurate 
than statistical models, even in certain scenarios by far. AutoML, namely the tools by Dataiku and Microsoft 
Azure, tend to predict more stable in short-term predictions, but ARIMA has a slightly lower median of 
MASE than Dataiku across all product groups. Especially for case 1, AutoML achieves for six of seven 
product groups the lowest MASE value. This could be due to the fact that descriptive features are part of the 
dataset. For case 2, where only additional time information exists, only in three out of ten product groups, 
an AutoML tool was prior to the rest. However, in average all models are performing worse than in case 1. 
The results of the long-term predictions for case 1 show that at least one AutoML tool performs best for four 
groups and that a statistical model is the preferred choice for the other three groups. The assumed advantage 
through more descriptive feature is not as clear as for the short-term prediction horizon. In case 2, at least 
one AutoML model predicts the demand of most product groups (6 out of 10) more precisely than a statistical 
model. However, the results of ARIMA and exponential smoothing deviate not as much as of the AutoML 
tools. The AutoML tool of Google seems to be most sensitive to the balance of data as some product groups 
were more frequently demanded than others. Especially in case 2, prediction accuracies for less demanded 
product groups (e.g. 001, 011, 015, 021, 024) are far above a MASE value of 1. Nevertheless, *RRJOH¶V�WRRO�
also trains the most accurate model with a MASE of 0.127 (product group Food 3). As this paper shows, 
AutoML can support on preparation tasks, modelling and the associated optimization of hyper-parameters 
as well as the evaluation of models. However, as this analysis expresses prediction results are not fully 
reliable yet. Further investigations should take place to understand the differences in performance. As a ML 
pipeline includes several assumptions, some aspects for further investigations are outlined: Firstly, modelling 
with more features should be conducted, to test the hypothesis that AutoML is in favour when predicting on 
a multivariate basis. The herein analysed datasets have only few features, which presumably explains why 
the models partially reach their limits when it comes to long-term forecasting. In addition, the test and 
training split should be varied to get further insights into an eventual over- or underfitting of a ML model. 
Also, to understand the sensitivity of AutoML tools further demand patterns, longer history of data, different 
settings of data preparation (e.g. keeping missing values), single and global models, prediction horizons and 
different case studies should be investigated. Moreover, further statistical models (e.g. ARIMAX), manually 
trained ML-models and fuzzy models could function as additional benchmarks that should be evaluated on 
prediction accuracy, running and implementation time. In summary, the results can help to find a sweet spot 
for the use of AutoML. This howsoever highly depends on the manufacturing setup, i.e. the required 
prediction horizon results e.g. from procurement time for materials, storage capacity and production lead 
times. It should be noted that the analyses are repeated regularly to examine the progress of AutoML/ ML 
over time.  
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Thus, in conclusion, the research question whether AutoML can support demand planning in PPC can be 
answered as following: this paper shows especially for short-term predictions good results for AutoML. 
However, for some demand patterns and less demanded product groups, the accuracy was not sufficient. 
Thus, AutoML can function for prototyping and can be part in business processes. When implementing into 
business processes the chosen AutoML tool should be regularly tested against a benchmark of different ML 
and statistical models. AutoML can significantly reduce the time spend to analyse the provided data as well 
as train and optimize different algorithms and can therefore be a first step for companies to test ML in their 
business environment. Therefore, it can help to ensure that domain expertise is effectively reflected in data-
driven models by enabling domain experts to use ML without having extensive data science knowledge. 
Nevertheless, ML and AutoML comes at the cost of models that are more complex and use more computing 
power in comparison to statistical models [32]. With the use of AutoML tools the understanding of the 
µHQJLQH¶�EHKLQG�WKH�PRGHOV��IRU�LQVWDQFH�KRZ�WKH�IHDWXUH�HQJLQHHULQJ�RU�RSWLPL]LQJ�RI�WKH�SDUDPHWHUV�IURP�
the algorithm take place, becomes less transparent as they are for most tools not visible in the user interface. 
In the future, aspects such as user-friendliness, transparency and trustworthiness of workflows should be 
considered QH[W�WR�WKH�WRROV¶�SUHGLFWLRQ�DFFXUDF\, running and implementation time as well as robustness.  
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