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Abstract

Modern manufacturing technologies offer multiple options to extend the service life of
expensive jet engine components through repairs. In this context, the repair processes
of blade-integrated disks (blisks) are of particular interest, as the complex design makes
replacement of this part very costly.
However, currently, repairs of blisks are mainly done manually and repair design decisions
still rely on the expertise of maintenance technicians. From a scientific perspective, these
subjective, experience-based decisions are a major drawback, as today’s computational
methods allow for systematic analysis and evaluation of design alternatives.
The present doctoral thesis contributes to the decision-making process related to the repair
of blisk blades by blending and patching by providing an engineering optimization framework
and simulation routines for structural assessment of different repair designs.
First, an object-oriented optimization framework is developed that is ideally suited to address
engineering optimization problems such as blisk repair optimization. The design of the
software architecture is chosen to achieve a high degree of flexibility and modularity. In
particular, the framework provides a unified interface for global and local derivative-free
optimization algorithms and custom engineering optimization problems. Thereby, optimiza-
tion of single- as well as multi-objective problems is supported. The broad applicability
of the framework in engineering optimization is demonstrated using examples from wind
energy research. Furthermore, the optimization framework forms a suitable environment for
structural multi-objective optimization of blend and patch repairs.
The second part of this thesis is devoted to the application of the optimization framework
to blend repairs of a compressor blisk. The geometry of the removed blade part and the
resulting blend is parameterized by three geometric design variables. The two objectives
of the optimization correspond to two modal criteria, because especially the vibration
behavior of blades is affected by this kind of geometric modification. To check if frequency
requirements are harmed by the repair the first objective reflects the deviation of the natural
frequencies of the repaired blade to the natural frequencies of the nominal blade. The second
objective considers resonance conditions by evaluating the proximity of natural frequencies
to excitation frequencies. Pareto optimal repair designs are found by solving the derived
optimization problem using appropriate structural mechanics models of a blade sector and
employing the developed optimization framework. By analyzing the optimal blend shapes
for two different damage patterns, it is shown that the characteristics of Pareto frontiers,
like the occurrence of discontinuities, are damage-specific. Therefore, it is concluded that
design decisions on blend repairs have to be made on a case-by-case basis.
The third part of this thesis is concerned with the multi-objective optimization of patch
repairs. While blend repairs change the blade geometry, patch repairs restore the original
blade contour. In terms of structural integrity, the most significant modification due to
patching is hence associated with the welding process to join patch and blade. The remaining
residual stresses, affect the strength of the repaired blade, are therefore the most critical
aspect of patch repairs. Utilizing the engineering optimization framework and the parametric



simulation model, a multi-objective optimization problem is solved considering the length
of the weld and the fatigue strength of the repaired blade. In addition to fatigue strength
properties, the weld length is selected as an optimization goal, since the manufacturing
effort of the high-tech repair is of practical importance. Pareto optimal repair designs are
presented for a damage pattern at the leading edge. The optimization results are further
complemented by subsequent thermal and mechanical simulations of the welding and heat
treatment process. Different patch geometries are classified from the Pareto optimal solutions.
Depending on the preferences in terms of weld length and the High-Cycle Fatigue strength of
different load cases, short or long patches are to be used. In addition, the results show that
some potential patch designs are not optimal in any case, and therefore can be completely
excluded.
Finally, the benefits of the unified interface of the engineering optimization framework are
emphasized. Different optimization settings of a patch repair optimization are presented
and compared utilizing the hypervolume metric. Concluding remarks on the potential of
computational methods for improved repair design and an outlook on future maintenance of
blisks complete this work.

Keywords: Blisk; Repair; Multi-Objective Optimization; Engineering Optimization; Com-
pressor Blade; Blending; Patching



Kurzfassung

Moderne Fertigungstechnologien bieten vielfältige Möglichkeiten, die Lebensdauer von teuren
Triebwerkskomponenten durch Reparaturen zu verlängern. In diesem Zusammenhang sind
die Reparaturprozesse von blade-integrated disks (Blisks) von besonderem Interesse, da das
komplexe Design einen Austausch dieses Bauteils sehr kostenintensiv macht.
Derzeit werden Reparaturen von Blisks jedoch hauptsächlich manuell durchgeführt, und
Entscheidungen über das Reparaturdesign hängen weiterhin von der Expertise des Instandhal-
tungstechnikers ab. Aus wissenschaftlicher Sicht sind diese subjektiven, erfahrungsbasierten
Entscheidungen ein großer Nachteil, da die heutigen rechnergestützten Methoden eine sys-
tematische Analyse und Bewertung von Designalternativen ermöglichen.
Die vorliegende Dissertation leistet einen Beitrag zur Entscheidungsfindung im Zusam-
menhang mit der Reparatur von Bliskschaufeln durch Blending und Patching, indem sie
ein ingenieurwissenschaftliches Optimierungsframework und Simulationsroutinen zur struk-
turellen Bewertung verschiedener Reparaturdesigns bereitstellt.
Zunächst wird ein objektorientiertes Optimierungsframework entwickelt, das ideal geeignet
ist, um ingenieurtechnische Optimierungsprobleme wie die Optimierung von Bliskreparaturen
anzugehen. Das Design der Softwarearchitektur ist so gewählt, dass ein hohes Maß an Flexi-
bilität und Modularität erreicht wird. Insbesondere bietet das Framework eine einheitliche
Schnittstelle für globale und lokale gradientenfreie Optimierungsalgorithmen und individuelle
ingenieurtechnische Optimierungsprobleme. Dabei wird sowohl die Optimierung von Einziel-
als auch von Mehrzielproblemen unterstützt. Die breite Anwendbarkeit des Frameworks
in der Ingenieursoptimierung wird anhand von Beispielen aus der Windenergieforschung
demonstriert. Darüber hinaus bildet das Optimierungsframework eine geeignete Umgebung
für die strukturmechanische Mehrzieloptimierung von Blend- und Patchreparaturen.
Der zweite Teil dieser Arbeit widmet sich der Anwendung des Optimierungsframeworks
auf Blendreparaturen einer Verdichterblisk. Die Geometrie des entfernten Schaufelteils
und der resultierenden Blendform wird durch drei geometrische Designvariablen parame-
triert. Die beiden Optimierungsziele entsprechen zwei Frequenzkriterien, da insbesondere
das Schwingungsverhalten von Schaufeln durch diese Art von geometrischen Veränderungen
beeinflusst wird. Um zu überprüfen, ob die Frequenzanforderungen durch die Reparatur
beeinträchtigt werden, berücksichtigt das erste Ziel die Abweichung der Eigenfrequenzen
der reparierten Schaufel von den Eigenfrequenzen der nominalen Schaufel. Das zweite Ziel
berücksichtigt Resonanzbedingungen, indem die Nähe der Eigenfrequenzen zu den Anre-
gungsfrequenzen bewertet wird. Pareto-optimale Reparaturdesigns werden gefunden, indem
das abgeleitete Optimierungsproblem mit Hilfe von entsprechenden strukturmechanischen
Modellen eines Schaufelsektors und unter Einsatz des entwickelten Optimierungsframe-
works gelöst wird. Durch die Analyse der optimalen Blendformen für zwei verschiedene
Schadensbilder wird gezeigt, dass die Eigenschaften der Paretofront, wie das Auftreten von
Diskontinuitäten, schadensspezifisch sind. Daraus wird gefolgert, dass Designentscheidungen
über Blendreparaturen abhängig vom Einzelfall getroffen werden müssen.



Der dritte Teil dieser Arbeit befasst sich mit der Mehrzieloptimierung von Patchrepara-
turen. Während sich bei der Blendreparatur die Schaufelgeometrie ändert, wird bei der
Patchreparatur die ursprüngliche Schaufelkontur wiederhergestellt. In Bezug auf die struk-
turelle Integrität ist die bedeutendste Veränderung durch das Patching daher mit dem
Schweißprozess zum Fügen von Patch und Schaufel verbunden. Verbleibende Eigenspannun-
gen, die sich auf die Festigkeit der reparierten Schaufel auswirken, sind daher der kritischste
Aspekt bei der Patchreparatur. Unter Verwendung des Optimierungsframeworks und des
parametrierten Simulationsmodells wird ein Mehrzieloptimierungsproblem unter Berücksich-
tigung der Schweißnahtlänge und der Ermüdungsfestigkeit der reparierten Schaufel gelöst.
Neben den Festigkeitseigenschaften ist auch die Schweißnahtlänge ein Optimierungsziel,
da der Fertigungsaufwand der Hightech-Reparatur von praktischer Bedeutung ist. Pareto-
optimale Reparaturdesigns werden für ein Schadensbild an der Vorderkante vorgestellt. Die
Optimierungsergebnisse werden außerdem durch anschließend durchgeführte thermische und
mechanische Simulationen des Schweiß- und Wärmebehandlungsprozesses ergänzt. Aus den
Pareto-optimalen Lösungen werden verschiedene Patchgeometrien klassifiziert. Abhängig
von den Präferenzen in Bezug auf die Schweißnahtlänge und die hochzyklische Ermüdungs-
festigkeit verschiedener Lastfälle sind kurze oder lange Patches zu bevorzugen. Darüber
hinaus zeigen die Ergebnisse, dass einige potenzielle Patchdesigns in keinem Fall optimal
sind und daher vollständig ausgeschlossen werden können.
Schließlich werden die Vorteile der einheitlichen Schnittstelle des ingenieurwissenschaftlichen
Optimierungsframeworks hervorgehoben. Es werden verschiedene Optimierungseinstel-
lungen für die Optimierung einer Patchreparatur vorgestellt und unter Verwendung der
Hypervolumen-Metrik verglichen. Eine abschließende Darstellung über das Potenzial von
Berechnungsmethoden für ein verbessertes Reparaturdesign und ein Ausblick auf die zukün-
ftige Instandhaltung von Blisks vervollständigen diese Arbeit.

Schlagworte: Blisk; Reparatur; Mehrzieloptimierung; Ingenieursoptimierung, Verdichter-
schaufel; Blending; Patching
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1 Introduction

1.1 Motivation
The maintenance, repair, and overhaul (MRO) of jet engines account for a significant amount
of the operating costs of civil airplanes. In terms of direct operating costs, up to ten percent
is related to engine maintenance [147]. With new engine designs, underlying maintenance
processes even get more important. Modern jet engines are designed to increase efficiency
and decrease fuel consumption. One main driver in the design process is the thrust-to-weight
ratio. Better performance is therefore gained by reducing the total weight of the engine.
This weight reduction is especially achieved by more complex part designs within the engine.
One example can be found in the jet engine of the Bombardier CRJ200. This short-track
airplane, which is depicted in Fig. 1-1 (a), is operated by two GE engines of type CF34.

(a) Bombardier CRJ200 [58] (b) Blisk

Figure 1-1: Airplane (a) with jet engine CF34 and compressor blisk (b).

The design of rotors in the first and second stages of the high-pressure compressor of the
CF34 engine differs from conventional approaches. In conventional design, the rotor consists
of a series of individual blades mounted on the central disk. In contrast, in the CF34 engine,
the blade and disk assemblage is replaced by one single part. The blade-integrated disk
(blisk) of the first compressor stage is shown in Fig. 1-1 (b). This kind of compressor blisk
enables a weight reduction up to 20 % relative to the conventional design concept [33], but
also leads to new challenges in maintenance processes.
While a single defective compressor blade in the conventional setup used to be simply
replaced by a new one, the blade-integrated design forces the maintenance technicians to
either repair the blisk blade or replace the entire blisk. To avoid scrapping and high spare
part costs of blisks, special high-tech repair procedures are developed to preserve compressor
blisks rather than replacing them.



2 1.1. Motivation

In the aviation industry, every component of a jet engine must meet strict criteria to ensure
safe flight operation. Just like the nominal components, repairs and repaired parts are hence
subjected to high safety requirements. Repairs of blisks must be designed and carried out in
such a way that structural integrity is maintained and the safe operation of repaired parts
in the engine is ensured.
To check these safety requirements, experiments and simulations are carried out. Especially
in the last decades, numerical simulations are increasingly used to verify crucial requirements
for the components and thus partially replace expensive and time-consuming experiments.
In the context of compressor blisks, the simulation models are mainly concerned with
predicting and evaluating the functionality of the repaired blades in terms of aerodynamics
and mechanics. Corresponding numerical simulations are already used in the initial design
phase of jet engines and design decisions are made based on the computational results.
However, unlike the initial simulation model, the models for repair assessment must also
reflect repair-specific changes. Recent research, therefore, aims to accompany the real repair
process with a virtual workflow and to improve repair decisions made in the real process [8].
When repairing compressor blisks, different repair procedures are used in accordance with the
individual damage characteristics of blades. Depending on the technique used to refurbish
the blade, this results in changes to the mechanical properties and strength of the jet engine
blade. One repair technique, so-called blending, involves the removal of blade material such
that the refurbished blade geometry always differs from the initial geometry. In the case of
blending, the remaining geometric variation of the blade then affects the vibration behavior
of the rotating blisk. Other repair procedures use welding processes, which locally impact the
initial stress state and material strength. The fatigue strength of the remanufactured blade
is hence affected. Consequently, all these repair-specific influences have to be represented
by the computational models, like Finite Element (FE) models. Results of FE simulations
provide insights into the blade’s mechanics and established evaluation metrics allow the
prediction of influences of repair parameters on design goals associated with vibration
behavior and service life.
Since the engineer’s motivation is to improve repair designs and find the best possible design
alternative the application of numerical optimization methods is straightforward. To enable
engineering optimization, the simulation models have to be embedded in an optimization
scheme. This way, iterative and often manual design processes are accelerated by linking
automated simulation with numerical optimization procedures. The design goals of the
optimization tasks then are formulated as the objectives of the mathematical optimization
and design alternatives are described by design variables of the repair.
In many cases, however, the optimal repair design is influenced by more than one single
design goal and has to meet multiple objectives. For example, the service life of the repaired
blisk blade is to be maximized while minimizing the machining effort of the repair. Reducing
multiple objectives to a single one by the prior weighting of objectives is commonly beyond
the intuition of engineers, especially when different disciplines are involved. Therefore, the
optimization of blisk repairs benefits from multi-objective optimization approaches. Design
goals are evaluated separately constituting one objective value each. The trade-off of design
alternatives is presented in form of a Pareto frontier instead of an a priori articulation of
preferences. The results of the multi-objective optimization supply an initial set of optimal
repair designs to the engineer and therewith support the repair design decisions. The final
decision on the repair design is taken by the engineer or maintenance technician according
to the optimization results and individual preferences as well as experience-based knowledge.
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Optimization results therewith complement the existing guidelines specified in the mainte-
nance manuals of jet engines.
In this sense, this doctoral thesis develops a computational scheme that allows evaluating
the influence of repair-specific changes on the blade structure and reveals optimal repair
designs utilizing multi-objective optimization.

1.2 State of the Art
The following sections refer to the state of the art in engineering optimization and its
application in turbomachinery design. In Sec. 1.2.1, state-of-the-art software for optimization
in engineering and science is discussed. Subsequently, repair technologies of compressor
blisks in jet engine applications are reviewed in Sec. 1.2.2. Special emphasis is placed on the
repair by blending and patching. The last section (Sec. 1.2.3) is related to the application of
optimization methods in the context of rotating turbomachinery components1.

1.2.1 Software for Engineering Optimization

The use of optimization methods2 in computational science, engineering, and research is
widespread. As a result, various software implementations of optimization algorithms have
been published in recent decades [101, 118, 4, 131]. These software implementations enable
the application of optimization algorithms to engineering real-world optimization problems.
In this context, the development of optimization software is often closely related to the
development of new algorithms [123] or specific applications [180]. The term optimization
algorithm refers to the scheme used to iterate to optimal solutions [102]. In contrast, software
implementation denotes the realization of algorithms as a program. This section focuses on
different levels of implementation of state-of-the-art optimization algorithms and considers
the associated intentions. Current optimization software is presented in the context of
algorithm-specific functions, collections of algorithm-specific functions, and optimization
frameworks. Mathematical concepts and classification approaches of algorithms are covered
in Sec. 2.1.

Implementation of Algorithm-Specific Functions

According to the target of the respective optimization software, optimization algorithms are
implemented at different levels of complexity. At the lowest level, the optimization algorithm
is implemented as a function or a set of functions respectively. For example, the C code
of one of the most famous multi-objective algorithms, known as Non-dominated Sorting
Genetic Algorithm-II (NSGA-II) [45, 46], is accessible via the developers’ website [94]. The
programming syntax of such functions is derived from the algorithm-specific parameters and
is unique for the particular algorithm. Therefore, the programming syntax of the function
(e.g. number and meaning of input arguments) can not be reused for the implementation of
other state-of-the-art algorithms.

1In this thesis, the term blade is used for compressor or turbine blades of conventional design as well as to
describe blisk geometries. When the term blade is used in the context of blisks, it refers to the portion of
the blisk that corresponds to a single blade in the conventional design.

2The terms optimization methods and algorithms are used synonymously in this thesis.
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However, the functions containing the initial software implementation of NSGA-II or
executable versions of this functions are still used by other optimization software, e.g.,
PyOpt [134]. In addition, several potentially slightly different implementations such as
[154] may exist. For reasons of comparability, the original function is therefore often used
in benchmark studies. Similarly, e.g., the initial implementation of whale search [123] is
published as a function [122].

Collection of Algorithm-Specific Functions

On the next level, the code of multiple algorithms is implemented and collected in universal
packages. These software packages bundle different algorithm-specific implementations and
make them available to the user at once. Since the optimization algorithms are iterative
schemes, which are in the first place independent from their specific application, optimization
packages are equally applicable in various disciplines. One prominent open-source package
for mathematics, science, and engineering is the SciPy package [167]. It has been developed
over around 20 years and includes well-tested methods for general scientific computing.
The optimization capabilities are bundled in the scipy.optimize subpackage. The algorithm
implementations of this subpackage further provide the basis for packages with more spe-
cialized applications. For example, the packages named PyGMO and PyKEP [91] are based
on SciPy routines. They were developed at the European Space Agency (ESA) to allow for
parallel multi-objective optimization in the field of astrodynamical computation. SciPy also
supports the Python-based optimization software Pyomo [79, 78], which aims to facilitate
optimization through using a syntax similar to the mathematical notation of optimization
problems (Sec. 2.1.1).
Software implementations of optimization algorithms are also part of the frequently used
Matlab programming environment developed by MathWorks. The standard Matlab pro-
gramming environment can be extended by two optimization-related packages. The Matlab
Optimization Toolbox [121] provides some basic optimization functionality and the Matlab
Global Optimization Toolbox [120] is targeted to solve global and multi-objective optimiza-
tion problems. Further, the toolbox Tomlab [88] is an optimization package developed for
the Matlab environment. It aims to facilitate optimization for practitioners and is also
compatible with the MathWorks Optimization Toolbox. Moreover, a Matlab toolbox, named
YALMIP, targeted to application in the field of systems and control theory is published by
Löfberg et al. [109].

Optimization Frameworks

From the software engineering point of view, the most elaborate designs of optimization
software are frameworks. Optimization frameworks, unlike packages, provide an entire
scaffold for implementing algorithms and optimization problems. This additional structure
enables to organize processes and facilitates the application of numerical optimization.
The design of frameworks, in general, is closely linked to the object-oriented design paradigm.
According to Gamma et al. [61], an object-oriented framework consists of cooperating classes
and "provides architectural guidance by partitioning the design into abstract classes and
defining their responsibilities and collaborations". Therefore, an optimization framework
offers a standard way to build e.g. optimization algorithm classes. Recurring routines are
centralized and customized routines are implemented in associated subclasses. One of the
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early software contributions to engineering optimization is DAKOTA [56], the Design Anal-
ysis Kit for OpTimizAtion. The C++ framework includes object-oriented design patterns
and provides e.g. an optimizer class for the algorithm. Recent journal publications in totally
different scientific fields such as composites [6], turbomachinery [2] or chemical kinetics [60]
indicate that DAKOTA is still in use and is thus a notable optimization software. More
elaborated object-oriented approaches towards state-of-the-art framework design could be
found in more recent publications e.g. [134, 52].
In addition, the choice of programming language significantly influences the readability and
usability of source code of optimization frameworks. High-level programming languages
facilitate coding and make debugging of source code easier. Extensive optimization frame-
works, therefore, benefit from the appropriate choice of programming language. The C++
programming language, which is the basis of DAKOTA, used to be considered as a high-level
language. With the appearance of programming languages like Python, Java, and Matlab,
however, this classification is debatable. Optimization frameworks implemented in high-level
languages are Python-based implementations like PyOpt [134], ParadisEO-MO [90], and
OpenMDAO [70, 69] or Matlab-based frameworks like UQLab [113], COSSAN [133] or
PolyTop [163].
A further aspect, which is tackled by state-of-the-art optimization software is parallelization
capabilities. Parallel computing of objective function values is of great importance since for
many real-world problems extensive numerical simulations have to be performed. Especially
in the case of structural or aerostructural optimization, the running times of simulations are
too long that objective functions values can be computed sequentially within manageable
time [97]. The Python-based framework FOM [130] for example misses this feature, while
the architecture of PyOpt [134] supports parallel computation.
Finally, the design of most optimization frameworks is driven by a particular application.
Depending on the field of engineering optimization different categories of optimization
methods (Sec. 2.1.3) are used. Usually, the architecture of the optimization framework is
specifically targeted to a certain group of optimization algorithms. For example, Opt4J [110],
is designed for evolutionary optimization algorithms only, and therefore the architecture
implements classes related to genetic representations. The interface definitions are hence not
compatible to implement optimization algorithms like pattern search approaches. Equally,
for multi-objective optimization problems, the architecture of the framework has to enable
processing multiple objectives. This feature is found in frameworks like jMetal [52] but not
in Easylocal [50], which focus on local single-objective optimizers. Optimization frameworks
designed for uncertainty quantification and related methods like sampling approaches are
UQLab [113] and COSSAN [133].
Overall, the current developments of optimization software take place in all three software
categories presented in this section. The programming concept depends on the respective
purpose and intention of the software. For the development of new logic of optimization algo-
rithms, simple functions are often sufficient. However, for application-oriented optimization,
as is common in engineering optimization, frameworks prove to be advantageous. Major
design criteria of engineering optimization frameworks refer to object-oriented programming,
high-level programming languages, parallelization techniques, and implementations of opti-
mization algorithms.
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1.2.2 Repair Technologies of Blisk Blades

During flight operation, the components of jet engines are subjected to wear and may be
damaged. In particular, the stationary and rotating blades in the compressor and turbine
are susceptible to so-called foreign object damage (FOD) [64]. FOD is caused by small to
large particles entering the engine with the airflow. These objects hit the blade and leave
damage to the blade material. The objects or particles can be e.g. small sand particles,
garbage at the runway, or even bird strikes. Depending on the size of the object that passes
through the jet engine, slight or severe damage is caused to the blades [75]. In Fig. 1-2 some
typical damage patterns of compressor blisks are shown.

(a) Small and medium damage [150] (b) Large damage [10]

Figure 1-2: Compressor blisks with different scales of blade damages.

The foreign object usually hits the blades from the upstream direction and therefore FOD
mainly occurs at the leading edges as illustrated in Fig. 1-2 (a). As depicted in Fig. 1-2 (b),
blade defects can become large, such that they even lead to the complete destruction of
blades. To be able to reuse damaged blades in jet engines different repair concepts are
developed for compressor blisks [35, 33]. Fig. 1-3 gives an overview of state-of-the-art
concepts and their usage in the maintenance of compressor blisks.

(a) Repair concepts [34] (b) Repair application [55]

Figure 1-3: Different repair concepts of blades (a) and their relative number of use (b).
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In Fig. 1-3 (a), according to Bussmann et al. [34] four repair technologies are ranked by
the level of technology and their work scope. The most frequently used, but also simplest
repair is the repair by blending. A blend repair is the removal of damaged areas of the blade
via a grinding process. Since blending can be carried out with little effort, it is applied to
compressor and turbine blades of the conventional blade-disk assemblage as well.
The second repair concept refers to the restoration of the leading edge (LE), the trailing edge
(TE), or the tip region of the blade. Initially, the damaged portion is removed and the missing
part is rebuilt using a cladding process. The surface of the additive manufactured part is
restored via a milling process. Due to this multi-step procedure, the repair is significantly
more elaborated than blending. For economic reasons, restoration of blades is only of interest
for components with high spare part costs such as blisk or single crystalline turbine blades.
The third concept is patching. This repair also involves the removal of the defect. However,
after the removal of the damaged blade portion a new material, the so-called patch, is
attached using a welding process. A final milling process recovers the aerodynamic shape
of the blade. In contrast to the two repair concepts introduced previously patching is only
applied to blisk blades, because it is inappropriate for single crystalline turbine blades and
is not commercially viable for conventional compressor blades.
Finally, the most extensive repair designed exclusively for blisks is a blade replacement.
Instead of removing damaged regions only, the whole blade is removed. The new blade
and the blisk are joined by a welding process such that the new blade replaces the missing
damaged one. According to the impact of the repair, the technology level of the repair
process increases for the mentioned concepts. Especially, the welding processes involved in
the last three repairs described here lead to further challenges from a manufacturing point
of view.
The aforementioned work scope of the four repair concepts is also reflected in the statistics,
which is shown in Fig. 1-3(b). According to Eberlein et al. [55], about 80 % of overhauled
blisks are repaired by blending and patching. At two percent, blade replacements are very
rare. Since this doctoral thesis focuses on repairs of blisks by blending and patching, in the
following the two repair processes are elaborated in more detail. For further information on
other repair concepts it is referred to [178, 177, 164, 145, 47].
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Blending
Blending is a repair procedure, which is applied to turbomachinery blades with small defects.
During a blend repair, the defect area is blended out by grinding as it is shown in Fig. 1-4.

Figure 1-4: Blending tool used to manually grind down irregularities of a single compressor
blade. [162]

The high-speed grinding tool is used to get the final contour. The tool can also be applied
in a boroscope blending procedure [65]. In this case, there is no need to disassemble the
engine, and the blending tool and optical instruments are inserted into the engine using
inspections ports. Regardless of the specific process, the general idea of blending is to remove
stress concentrations caused by dents, nicks, or cracks and therewith prevent further crack
propagation. In Fig. 1-5, a defect at a blade edge is documented before and after the repair
process by blending.

(a) Before (b) After

Figure 1-5: Damaged blade portion (a) before and (b) after blending. [3]

Comparing the blade before and after repair, it can be seen that the repaired blade signifi-
cantly differs from its original contour At the same time, the shape of the removed portion
is smooth and has a reduced risk of crack formation. In this context, it should be noted
that the modification of the blade profile also impacts the flow around the blade. As shown
by Keller et al. [96], the aerodynamic performance of blended blades thus decreases with
blends. The influence of blend repairs on blade frequencies is studied by Beck et al. [14].
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They analyze the scatter of frequencies of blisk blades due to a blend in two different sizes.
The main focus of their work is further on the amplification of vibration amplitudes resulting
from blade-to-blade variations known as mistuning. The paper published by Schwerdt et
al. [152] is about the influence of repairs and further scattering material parameters on
natural blade frequencies. In addition, the flutter tendency of different blend repairs is
considered. Further investigations on mistuning caused by blend repairs and the accuracy of
associated reduced-order models are presented in [151].
Although there are scientific contributions about geometric modifications due to blends [96,
152, 14] as well as unintended geometric variances [62, 30, 28, 29, 84, 57] current maintenance
guidelines are very limited. Guidelines ensure the aerodynamic and structural functionality
of repaired blades by restricting repairs to certain blade areas and blend sizes. These engine-
and blade-specific repair limits are documented in the confidential engine manufacturer’s
service and overhaul instruction manuals.

Patching
Patching is a more complex repair concept than blending. A patch repair is carried out
for greater damages, where the blend size would exceed allowable limits and is hence not
applicable anymore. In the case of a patch repair, the defect is initially removed via a milling
process and prepared for the welding procedure. Subsequently, a plate is joint to the blade
via a welding process as it is shown in Fig. 1-6.

Figure 1-6: Joining patch and blade in a welding process. [124]

The new part (patch) is typically made out of the same material as the blade, which is a
titanium alloy for most compressor applications. The patch, as it is illustrated in Fig. 1-7,
is initially lager and thicker than the replaced blade portion. The excessive material allows
for later machining to nominal geometry. In the final step, the aerodynamic contour of the
blade is recovered in a milling process, named recontouring [49] or reprofiling [25]. The final
repaired blade is also shown in Fig. 1-7.
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Figure 1-7: Fan blade with a) defect, b) applied patch, and c) final shape. [12]

Furthermore, the joint between blade and patch has to meet high quality standards. Con-
ventional welding methods like tungsten-inert gas are not capable of manufacturing a precise
weld and lead to unfavorable microstructural changes [23]. Only high-tech welding processes
like electron beam welding [11] or plasma arc welding [48] ensure high-quality welds and
are suitable to manufacture these joints. Nevertheless, all kinds of welding processes induce
residual stresses into the material and hence may lower the fatigue strength of the repaired
blade. To minimize remaining stresses in the blade, heat treatment is carried out in a final
step [17].
Since the patch repair process involves significantly more processing and manufacturing
effort than blending, the repair concept is applied to blisk blades only. If the rotor is designed
the conventional way as a blade and disk assemblage, the exchange of single blades is more
cost-efficient than the time-consuming patch repair. At the moment, the repair by patchig is
so demanding that only some MRO companies like MTU have certified the repair technology
and offer patch repairs to their costumers [41].

1.2.3 Structural Optimization of Rotating Turbomachinery Components

In the last decades, researchers are increasingly using optimization approaches to improve the
design of rotating turbomachinery components such as blades [99], disks [170], or blisks [59].
However, according to the definition of structural optimization stated in Sec. 2.1.2, these
optimization approaches can rarely be assigned to the field of pure structural optimiza-
tion [51]. Most approaches primarily target aerodynamic performance rather than structural
integrity [108]. Nevertheless, many aspects, e.g. the parameterization of blade geometries,
are relevant for structural as well as for aerodynamical optimization. The literature presented
in the following paragraphs, therefore, also includes optimization tasks from other disciplines.
The focus remains on aspects of structural modeling and optimization.
The following section is divided into three parts. The first part summarizes existing optimiza-
tion approaches for blades, disks, or blisks from a design (variable) perspective. It deals with
the choice of design variables and automated numerical modeling of design alternatives in
recent scientific contributions. The second part, on the contrary, focuses on the optimization
goals and the formulation of optimization problems associated with the design of blades,
disks, or blisks. Objective functions and constraints corresponding to structural criteria are
highlighted.
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While these first two paragraphs refer to optimization during the initial design phase only,
the third paragraph is concerned with design variables, models, objectives, and constraints
related to the structural optimization of repair procedures. Differences and similarities
between optimization of repair designs and optimization of initial designs are emphasized.

Design Variables and Models for Design Optimization
Size optimization, as the simplest form of structural optimization, is rarely found in recent
optimization approaches of rotating turbomachinery components. The geometries of disks,
blades, and blisks are usually too complex to be described by a set of simple quantities
such as lengths and diameters. An early work that can be considered as an example of size
optimization was published by Brown et al. [27]. The authors optimized a cross-section of
a turbine disk. Five geometric design variables, e.g., the thickness of the rim of the disk,
were used to model the turbine disk. A coarse FE mesh was adjusted in a mesh morphing
procedure to allow for an automated evaluation process.
Both size and shape optimization was performed by Wagner et al. [169] aiming for the
optimal geometry of a fir-tree root3. The main focus of their work was on the parameter-
ization of the fir-tree geometry rather than the optimization process. In particular, they
compared three models with a different number of design variables and found that the
optimization is strongly influenced by the selected approach. In the study, only the most
extensive shape optimization approach captured the required features and therefore led to
the best results. A similar approach was presented by Song et al. [160, 161]. The authors
modeled the geometry of the fir-tree using a rule-based computer-aided design system and
applied a Non-Uniform Rational Basis-Spline (NURBS) definition for local notch profiles.
The optimization problem was formulated based on six geometric design variables. Wagner
et al. [169], as well as Song et al. [160, 161], further used automated meshing for their
structural simulation models.
The majority of shape optimization approaches in the field of rotating turbomachinery
components, though, do relate to the design of an aerodynamically effective blade contour.
Modern jet engine blades (i.e. turbine blades, compressor blades, and blisk blades) have
complex three-dimensional geometries to reach optimal fluid mechanical properties. As
a result, it is difficult to describe their geometries with a few design variables. In the
past, mainly two parameterization concepts have been used in industrial applications and
academic research.
The first one refers to the specification of aerodynamic contours introduced by the National
Advisory Committee for Aeronautics (NACA). Developed in the mid of the 20th century
the NACA profiles provide a standardized description for cross-sections of aerodynamic
structures like airfoils or turbomachinery blades [1]. The particular shape is defined accord-
ing to a single-digit number of variables like the maximum thickness of the profile. For
today’s curved blade design, however, the two-dimensional profile description enabled by
NACA is no longer adequate. Nevertheless, for example, the method developed by Lange
et al. [105] is still based on the fundamental ideas of the NACA system. The specification
of the meanline and the thickness of the NACA profile was modified by Lange et al. and
the three-dimensional blade was reconstructed combining multiple cross-sections. According
to the proposed method, one two-dimensional profile was defined by 14 design variables

3The fir-tree root attachment is named after its contour, which is reminiscent of a fir-tree. It is a design
concept used for highly loaded rotating turbine blades.
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such as chord length or thickness of LE or TE. The discretization of the blade for CFD
simulations was maintained and updated according to the particular design via a mesh
morphing procedure. An optimization approach for turbine blades, which is also based on
multiple NACA profiles, was published by Gezork et al. [63]. The authors used 19 profiles
to describe the blade geometry, which results in more than a hundred design variables. In
contrast to Lange et al. [105], in this study, a new mesh was generated for each blade design.
Further, equivalent approaches were applied by Heinze [83] or Backhaus et al. [13]. Both
authors did not use the blade model for optimization purposes but performed sensitivity
studies concerning scattering blade parameters. In the latter publication, the whole blade
model comprised a large number of 686 parameters.
The second concept widely used in recent blade design is based on parametric curves [148].
In this case, the contour of the blade profile is described by polynomials like Bézier curves
or Basis-splines (B-splines). The actual shape of these curves depends on the positions of
so-called control points. Keskin [100], as well as Öksüz and Akmandor [127], implemented
Bézier curves for their geometric modeling approaches. While Keskin directly used the
coordinates of control points as design variables, Öksüz and Akmandor reshaped the Bézier
curve of the two-dimensional profile according to aerodynamic parameters like the wedge
angle of the LE. Considering six layers per turbine blade the latter optimization problem
consisted of 36 geometric design variables. Automatic meshing was employed for the eval-
uation of design alternatives. To account for three-dimensional blade design, Dutta [53]
utilized a Bézier surface to describe the camber-line angle distribution as a function of blade
chord and blade height.
Accordingly, there are several approaches that model blade profiles using B-splines. The
works of Gräsel et al. [71], Keskin [99], and Otto [127] were all based on the software
Parablading, which is a tool for blade design developed by Rolls-Royce. The blade geometry
was modeled using B-splines and exported as a CAD model, which has to be meshed for
further numerical simulation. In the study carried out by Gräsel et al. [71] 14 design variables
were needed to describe one two-dimensional profile.
A similar parametric modeling tool, named Bladegenerator, was also employed by [168].
The software Bladegenerator, which was developed at Deutsches Zentrum für Luft- und
Raumfahrt (DLR), manipulates the control points of four B-splines to generate the shape of
the LE, TE, suction as well as pressure side. In Buske et al. [32] this approach was combined
with an automated meshing procedure to optimize a three-dimensional turbine blade geome-
try. According to a large number of design variables of 154 involved in the optimization, a
surrogate-based optimization procedure was proposed. More recently, Adjej et al. [2] applied
B-splines for fan blade optimization. They combined this geometric parameterization with a
free-form-deformation, which is a method originating from computer graphics, to morph the
simulation mesh.
The last type of structural optimization, which is not yet widely used in the context of
turbomachines, refers to the concept of topology optimization. In topology optimization
with continuous variables, the structure is specified using a material distribution function
instead of geometry parameters (see Sec. 2.1.2). Such a topology optimization approach was
presented by Boccini et al. [21, 22] finding optimal structural designs of disks and blisks.
The density method, typical for structural topology optimizations, was used to achieve a
weight reduction and avoid resonances. A more recent contribution of Wang et al. [170]
addressed the compressor disk geometry as well. A special interest FE code, T-Axi Disk [72],
was utilized to evaluate structural stresses. Turbine blades were considered by Amedei et
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al. [5] and Pinelli et al. [135], investigating aerostructural aspects. In general, all of these
approaches differ from size and shape optimization, because they leave substantial more
freedom to the topology. With regard to additive manufacturing technologies, which allow
for more complex geometries, this category of structural optimization may become more
important in the future.

State-of-the-art approaches towards a parameter-based description of blades were mainly
targeted to aerodynamical optimization and derive the three-dimensional blade geometry
from two-dimensional blade profiles. Since multiple cross-sections were needed to construct
the whole blade, the number of design variables increased rapidly. This significantly harmed
the numerical efficiency of associated optimization processes. To avoid unmanageable
computation times the optimization was either carried out with a reduced set of design
variables or on a surrogate derived from the full model. To simulate different design
alternatives and implement an automated simulation chain remeshing or mesh morphing
was applied.

Objectives and Constraints for Design Optimization

As stated at the beginning of this section, the geometry of blades is rarely considered in
terms of pure structural optimization. In most cases, aerodynamic functionality is part of
the optimization formulation. When structural and aerodynamic aspects are addressed in
the same optimization, it is referred to as aerostructural or more general multidisciplinary
design optimization (MDO)[118]. In the following, contributions to the state of the art
are analyzed with special attention to structural design goals and types of optimization
problems.
A pure structural optimization approach was applied by Frischbier [59], who utilized optimiza-
tion techniques for a redesign process. The redesign was necessary because a conventional
blade-disk assemblage of a compressor was planned to be replaced by a blisk. Since the
change in mechanical conditions at the blade root led to increased natural frequencies and
resonance occurred, the blade design of the blisk had to be adjusted. The objective of
the single-objective formulation was thus to minimize the first blade bending frequency.
Inequality constraints limited the frequencies corresponding to the second bending and first
torsional blade mode to an allowable range. Further, constraints ensured that the blade
thickness decreased from root to tip and that the blade mass did not exceed the allowable
limit. The maximum mass was previously calculated in a rotor dynamics analysis for the
case of blade loss. Frequency constraints were also part of the structural optimization
problems discussed by Grandhi [68]. In his work, he reported on the minimization of the
mass of blades or disks with frequency constraints. However, he pointed out that in more
practical optimization additional constraints are necessary to account for stress distributions
and potential mode-switching phenomena.
In 2009, Hecker and Mücke [81] utilized a two-objective structural optimization to improve
the geometry of a compressor blade root. The first objective was to minimize the first
blade bending frequency, and the second objective was the reduction of von Mises stress
in the most loaded part of the root. Later, Hecker et al. [80] extended their idea of an
automated design process by optimizing a whole compressor blade of a stationary gas
turbine. In the latter case, they evaluated the distances between natural frequencies and
harmonic excitation frequencies for the first twelve vibration modes at different operating
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speeds. A single-objective function was formulated summing up the frequency values and
weighting them with penalty values. The penalty values were determined according to
the mode-specific risk of increased vibration amplitudes of blades. Additionally, due to
the practical experience of the authors, the minimum allowable first eigenfrequency was
constrained. Hecker et al. achieved improved blade designs but pointed out that a good
understanding of the physical meaning of penalty values is necessary to obtain appropriate
results.
In addition to the vibration frequencies, static and alternating stresses are central counter-
parts of the structural objective functions. A structural and an aerodynamic objective were
pursued by Luo et al. [111], who implemented a two-objective MDO approach for a NASA
transonic compressor blade. While the first objective optimized aerodynamic properties in
terms of isentropic efficiency, the second objective function resulted from the maximum static
von Mises stress under centrifugal loading. Natural blade frequencies of four vibration modes
were additionally restricted using inequality constraints. In a later publication [112], the
authors compared the optimization results of the MDO with a single-objective aerodynamical
approach. They found that purely single-objective aerodynamic optimization led to infeasible
blade designs and therefore concluded that a multi-objective formulation was required to
make progress in the design procedure.
The consideration of maximum static stresses by means of constraint values was further
presented in the works of Brown and Grandhi [27] and Roos et al. [143]. Both contributions
combined optimization with uncertainty quantification methods. Instead of static stresses,
the probability of failure calculated based on scattering stresses was evaluated. Furthermore,
an approach towards the structural optimization of a blisk geometry under uncertainty was
published by Song et al. [159]. In their multi-objective formulation, the mean values of
maximum stress and maximum blade deformation served as the two optimization objectives.
Blade design optimization, which includes criteria from blade dynamics and service life
evaluation, was proposed by Martin et al. [116, 115, 117]. The first publication [116] was
concerned with the automated evaluation of blade dynamics. In this case, a mode-recognition
technique based on the Modal Assurance Criterion (MAC) was tested in order to check,
if the first ten vibration modes could be differentiated automatically. In their work, the
authors found that the MAC, in general, was suitable to identify modes and only failed, if
completely new mode forms compared to the reference blade were triggered. Later [115, 117]
the authors used a three-objective formulation tackling aerodynamic and manufacturing
design goals. Structural requirements were guaranteed by imposing constraints. Low-Cycle
Fatigue (LCF) behavior was ensured by limiting maximum von Mises stresses below the
Yield strength, crack initiation was prevented restricting local static von Mises stresses
at the TE and LE, and High-Cycle Fatigue (HCF) strength was maintained by limiting
alternating von Mises stresses to the endurance limit of the material. Resonance conditions
were checked according to constraint equations proposed earlier by Hecker et al. [80] and
geometric constraints on the shape of the LE and TE accounted for manufacturing processes.
In addition, the aeroelastic behavior was considered using a flutter criterion [7], which is the
ratio between blade vibration frequency and flow excitation frequency.
A similar selection of design goals can be found in the doctoral thesis of Otto [128]. The
author optimized the aerodynamic loss and flutter of compressor blades in a two-objective
optimization task. Frequency criteria related to the relative distances of natural frequencies
to excitation frequencies and HCF requirements were imposed as inequality constraints.
The amplitude frequency value [83] was chosen as an indicator of HCF strength. Moreover,
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structural optimization of a blisk aiming for improved HCF strength was carried out by
Simpson et al. [155]. They optimized the fatigue properties according to the Goodman
relation. To assess the alternating and mean stress level during operation FE simulations
were performed and the most critical resonance point was identified via the Campbell
diagram. The pressure loading of the blades was taken from CFD simulations.

In recent optimization tasks dealing with the design of disks, blades, and blisks, aspects from
structural mechanics were present either as constraints or as objective functions. In addition
to the basic structural properties, such as volume, mass, and size, frequency conditions were
formulated very frequently. Objectives aimed at the service life of blades mainly referred to
static stresses in the sense of LCF strength. In some works, however, the HCF behavior was
also considered by taking alternating vibratory stresses or the amplitude frequency strength
into account. When the design tasks involved conflicting goals, which were initially of similar
importance, the calculation of Pareto optimal solutions provided additional insides.

Design Variables, Models, Objectives, and Constraints for Repair Optimization

Up to now, the majority of scientific publications focus on the initial design of turboma-
chinery components during the preliminary design phase and only a few approaches exist,
that emphasize repair procedures. When applying optimization methods to repair processes,
both similarities and differences to design optimization arise.
With regard to blend repairs, one of the most important contributions to repair optimiza-
tion can be found in the work of Karger and Bestle [95]. The authors performed shape
optimization of a blend repair using a D-shaped cut-out. The dimensions of the blend
were specified with five geometric parameters which served as design variables in the opti-
mization. Blisk blades with different blends were meshed in an automated procedure and
static stresses caused by centrifugal loading are determined in a FE analysis. Alternating
stresses and frequencies were further calculated in modal analysis. The optimization task
involved two structural objectives and ten inequality constraints. The first objective was
the mass ratio between the nominal and the repaired blade because the cut-out size had to
be minimized. The second objective resulted from multiple amplitude frequency strengths.
Relative af-values associated with six relevant vibration modes were calculated by dividing
the repair-specific values by corresponding nominal values. The final objective value was
formed averaging the six relative af-strength. Moreover, the constraint equations were
imposed to control the flutter stability (for the first flap and torsion mode), maximum
von Mises stress (for nominal and surge conditions), and relative af-values (for six modes
shapes). Selected designs corresponding to Pareto optimal solutions showed a variety of
potential blend shapes. The subsequent analysis of individual fatigue strength values of
modes showed that some values could even be improved relative to the reference design.
Finally, the authors, however, pointed out that aerodynamics have to be considered before
selecting a final solution out of the presented Pareto optimal set.
Fundamental considerations modeling blend repairs were further described by Day et al. [44].
In their work, they proposed a parametric model of blends using a cylindrical volume such
that the resulting cut-out is C-shaped. The blend geometry was defined via three geometric
design variables. Vibratory and centrifugal stresses were evaluated for individual designs
using different FE meshes for each blend design. HCF was evaluated exemplary for the first
bending mode visualizing the stresses using a constant life diagram (Sec. 2.2.5). Although
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numerical optimization was not part of the paper, the automated workflow developed can
be considered as the first step towards an optimization scheme for blend repairs.
Both works on blend repairs demonstrated that blend repair design benefits from structural
optimization schemes. Even though, blend designs are geometric in nature, the parameters
greatly differ from geometric parameters associated with the initial blade design. In the past,
several researchers [62, 104, 106] analyzed the geometry of worn blades, also including blades
with blend repairs in their geometric data set. They used blade profile parameters common
for initial blade design processes. It should be noted that the classical parameterization of
blade profiles reaches its limits when it comes to blend repairs. For smaller blend shapes,
sticking to the two-dimensional profile representation may be reasonable, but becomes
inaccurate for larger geometric modifications [96].
Concerning other repair processes such as patching or blade replacement, there have been
no notable approaches towards repair design optimization. Conceptual considerations on
blisk repairs were presented by Eberlein et al. [55]. They showed blisk blades repaired by
patching and discussed the significance of patch designs on vibratory (HCF) strength. In
particular, residual stresses in the proximity of the joint between blisk blade and patch
were measured. However, the publication contained only normalized values to protect the
industrial knowledge.
Work with a focus on numerical analysis of patch repairs was conducted by Schönenborn
and Reile [150]. They computed the remaining residual stresses in the repaired blade using
uncoupled thermomechanical FEM. The numerical model was prepared manually and no
attempt was made to parameterize or automate the simulation, e.g. for optimization or
probabilistic analysis. Simulation results were validated with corresponding measurements.
The analytic approach and measurements were in good agreement and residual stresses
deviated less than 2 %. A very similar approach was followed by Azar et al. [11, 12], who
analyzed fan blade repairs. In their work, the authors concentrated on patching using an
electron beam welding procedure and investigated HCF and LCF strength of repaired blades
and proved that the patch repair meets the strict aerospace requirements.

Overall, it can be concluded that optimization applications are state of the art in the
design process of new blade designs [129, 59], but rarely used to improve associated repair
processes. Concurrently, an increased interest in automated repair processes [25] and repair-
specific numerical simulation [8] is evident. The objectives and evaluation metrics for repair
optimization partly equal the design goals of initial design optimization. Nevertheless,
objectives and constraints regarding deviations to nominal designs (e.g. mass deviations)
were also added to formulations of optimization problems.

1.3 Challenges and Research Gaps

The previous sections reveal that automated design and numerical optimization offer several
advantages for many technical applications in the field of turbomachinery. However, the
initial prerequisite for the use of optimization methods is to establish a suitable link between
the engineering optimization task and mathematical optimization algorithms.
The first challenge in the structural optimization of repairs of blisk blades is therefore to
create an environment in which all the required routines can be organized with little effort.
This scaffold for structured implementation of optimization algorithms and support for
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solving optimization problems can only be provided within the scope of an optimization
framework. The particular challenge in designing such a framework is to include all required
functionalities for engineering optimization while maintaining the necessary flexibility. For
this purpose, aspects related to an object-oriented programming scheme, a high-level program-
ming language, parallelization capabilities, implementation of derivative-free optimization
algorithms, code complexity, and visualization options for results have to be addressed
with no compromise. To the author’s knowledge, existing engineering optimization
software [120, 141] only partly satisfies these requirements.
Moreover, repairs conducted at blades of compressor blisks rarely received attention in
scientific publications, because researchers mainly focus on the improved nominal three-
dimensional design of blades and their aerodynamic performance [108]. Nevertheless, main-
tenance processes are of particular interest for compressor blisks, which are already installed
and currently operating in jet engines. Since blisk repairs are not part of the preliminary
design phase, there is a lack of unified or parameterized modeling thereof.
In the case of a blend repair, this means that the local change of the blade geometry has
to be described in relation to the nominal geometry of the blade. The design variables hence
have to capture the geometric features of the blend. When aerodynamic blade shapes are
described for the purpose of design optimization, there is some consensus on parameterization.
Three-dimensional blades are engineered using cross-sections and parametric curves [92, 1].
Applying this approach to repair designs and using a fully parameterized blade geometry
would however result in a high number (>100) of design variables. For the optimization of
blending shape, where most of the nominal blade geometry is maintained, many of these
variables would not even be required to describe the local modification. Furthermore, when
the cross-section of repaired blades significantly deviates from standard two-dimensional
profiles, these conventional approaches are no longer applicable. The models developed
specifically for cut-out shapes [95, 44] showed promising initial results, but still need to be
tested with other blisks and extended to other blend geometries.
Further, in the context of blisks more elaborated repair concepts such as patching have to
be analyzed. Considering patch repairs, the geometric description of the patched blade is
trivial at first, since the patch has a triangular shape and the original blade geometry is
reconstructed entirely. Geometrically more challenging at this point is the description of the
actual weld path, which is required for welding simulation. The path along with the interface
between blade and patch material has to follow the curved surface of the three-dimensional
blade.
In terms of engineering optimization of blisk repairs, the formulations of objectives and
constraints are at first equivalent to the formulations from the process of blade design, since
the same structural requirements also apply to repaired blades. Design criteria related to the
structural integrity of blades commonly relate to natural frequencies and stresses [59, 115].
In repair design optimization, the challenge is to recheck these criteria and simultaneously
keep differences small with respect to the nominal design. The objective functions for repair
optimization must consequently be selected in such a way, that individual structural design
criteria, that could be particularly endangered by the repair, are rechecked and optimized.
For blend repairs, especially the tuning of frequencies has to be considered [152, 14], whereas
residual stresses in the joint decrease the HCF strength of patched blades [150]. Furthermore,
objectives referring to relative deviations to the nominal reference design and manufacturing
effort are of practical interest. Combining these structural requirements on repair designs in
one optimization task is difficult and has not been addressed yet. However, multi-objective



18 1.4. Objectives

approaches applied, e.g. to aerostructural design optimization [2], already showed great
potential to find Pareto optimal design alternatives.
Additionally, the parametric evaluation and numerical optimization of blade repair
designs necessitate fully automated simulation and analysis of design alternatives. Recent
automated processes [81, 83] were mainly based on remeshing procedures, which had the
major drawback that simulation results of different designs had different discretizations and
hence could not be compared directly. Moreover, with more extensive structural analysis,
like thermomechanical analysis of welding processes, automated simulation without manual
adjustment is hard. Since the FE analyses and computations are part of the optimization,
special attention has to be paid first to the accuracy of required structural responses and
secondly to the run time of involved simulations. To complete the optimization in a rea-
sonable time, the numerical effort has to be reduced to an acceptable extent using feasible
model simplifications [169] or surrogate-based optimization [137].

1.4 Objectives

To fill the research gap illustrated in the previous section, this doctoral thesis identifies
two key aspects of optimized blisk blade repairs. The first one is related to engineering
optimization and the development of an object-oriented optimization framework for multi-
objective structural optimization. The second aspect is targeted to two distinct repair
processes of blades of blisks. The derived objective of this thesis and the central aspects
contributing to this work are shown in Fig. 1-8.

Figure 1-8: Concept developed for multi-objective optimization of blisk blades repaired by
blending and patching.

According to the size of their defects, blisk blades can be repaired in different repair proce-
dures, namely blending or patching. However, the best out of multiple design alternatives is
initially unknown. The goal of this thesis is to develop a scheme that allows optimization of
repairs either by blending or patching by embedding relevant structural models and analysis
in a customized optimization framework.
To this end, structural modeling of repair alternatives first requires the specification of
design variables that uniquely describe the repair design. Secondly, the structural models
corresponding to design alternatives are created automatically on the basis of this repair-
specific representation and are prepared for FE analysis. The analyses, like static, modal,
or thermomechanical simulations, are used to calculate relevant structural responses. In
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the case of blending, the analysis focuses on changes in vibration of blades, because blade
frequencies are relevant to the design and are strongly influenced by geometric changes. On
the other hand, the structural property that is most affected by patching is local residual
stress formation and decreased material properties in the weld. Therefore, FE analysis is
used to predict the HCF strength of the welded regions. The pure natural blade frequencies,
fatigue strength values (af-values), or normalized values thereof form the basis for objective
functions. Imposed constraints ensure, that the repair determined removes the damaged
portion completely. Since more than one objective drives the structural design of blade
repairs multiple objectives are formulated and multi-objective optimization methods are
utilized to reach the outlined goal. The outcome, as illustrated in the right part of Fig. 1-8,
are Pareto optimal repair designs, which represent the trade-off between design alternatives
according to objectives. The final design decision is supported by the optimization results
and can be taken based on the Pareto frontier according to further preferences.

In this sense, the main objectives of this doctoral thesis are
• the design of an engineering optimization framework,

• the parametric modeling of blend repairs,

• the parametric modeling of patch repairs,

• the automated evaluation of vibration and fatigue properties,

• and finding Pareto optimal designs for blisk repairs.
Addressing these objectives, this work is a step towards a more profound understanding of
repair design alternatives in the context of blade repairs of compressor blisks.

1.5 Outline
The objectives of this doctoral thesis are reflected by three scientific publications. The
first one in Sec. 3 is dedicated to engineering optimization. An engineering optimization
framework named EngiO is developed, which subsequently enables the numerical optimization
of optimization tasks derived. This first part, therefore, is seen as the basis for all further
contributions.
The second and third publications of this thesis are built upon the introduced optimization
framework. The papers, which are presented in Sec. 4 and 5, focus on two different repair
technologies, respectively. Since the repairs lead to process-specific changes, the parametric
description of the repair design, FE modeling, and the evaluation of results in terms of
vibration behavior and fatigue strength are of major concern.
Moreover, the theoretical basis of the scientific contributions is described in Sec. 2. Firstly,
a brief summary of engineering optimization is provided in Sec. 2.1. Secondly, important
aspects in the context of jet engine blades are reviewed in Sec. 2.2. Special emphasis is on
the vibration of blisk blades and the failure of blades associated with fatigue.
The scientific publications in Sec. 3, 4 and 5 are further followed by Sec. 6, which considers
the application of the developed optimization framework and settings selected for the
optimization of blade repairs in more detail. Finally, the thesis is enclosed with a summary
of findings and a discussion of further aspects the developed concept can be extended to in
the future (Sec. 7).





2 Theoretical Background

2.1 Introduction to Engineering Optimization
In this section, basic definitions related to numerical optimization are provided. In the first
part (Sec. 2.1.1), the generalized formulation of optimization problems is introduced. The
mathematical problem formulation is followed by the definition of structural optimization
in Sec. 2.1.2. An overview of optimization algorithms and their classification is presented
in Sec. 2.1.3. Finally, the concept of Pareto dominance, which is a central definition in
multi-objective optimization, is presented in Sec. 2.1.4.

2.1.1 Optimization Problem Formulation
The general aim of optimization is to find the best or the best set of solutions to a given
problem. The individual optimization task may vary, but all optimization problems can
be reduced to a common form. In a mathematical sense, all optimization problems are
expressed by

minimize
x

f (x)

subject to g (x) ≤ 0

h(x) = 0

for f ∈ Rm, g ∈ Rp, h ∈ Rq, x ∈ Rn,

(2.1)

where f (x) is the objective function, g (x) the inequality constraint equation, h(x) the
equality constraint equation, x the design variables. The integers m, p, q, and n denote the
dimension of the respective expressions. In the single-objective case (n = 1), the vector-
valued objective function f (x) simplifies to a scalar function. The objectives are formulated
such that minimal values are favorable and the optimal design corresponds to minimal values
of f (x). In the optimization process, the design variables are varied by the optimization
algorithm to determine the best design. The range of possible design variables is given by

xlb ≤ x ≤ xub (2.2)

where xlb and xub are the lower and upper bounding vectors, respectively.
Further, equality as well as inequality constraints limit the feasible search space of the
optimization. In Eq. (2.1), the notation implies that all solutions leading to negative values
of the constraint equation g (x) are feasible solutions. However, since there is no consensus
on the notation of inequality constraints (g (x) ≤ 0 or g (x) ≥ 0) the sign convention of the
particular software has to be followed.

21
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The notation in Eq. (2.1) suggests that the objective function f (x) and the constraints
g (x) and h (x) are analytical functions. In the field of engineering optimization, these
relations are typically not known in an analytic form and thus are determined by numerical
simulation. Further, for engineering problems, some design variables might be restricted
to take on integer values only. This type of optimization is referred to as mixed integer
optimization.
Finally, it should be noted that the formulation of the optimization problem as presented here
is initially independent of the optimization approach or optimization algorithm used. In some
cases, the formulation of the optimization problem is modified prior to numerical optimization.
An example is the transformation of the constrained problem into an unconstrained one by
extending the objective function with a penalty value instead [39].

2.1.2 Structural Optimization

A subset of engineering optimization is structural optimization. In structural optimization,
the design of a load-carrying mechanical structure or component is optimized concerning its
mechanical properties [38]. In the pure sense of this definition, in structural optimization,
the objective functions, constraint equations, and design variables (Eq. (2.1)) correspond to
structural aspects only.
Objective functions and constraints of structural optimization problems, therefore, refer to
the structural performance of the optimized component. Typical measures for structural
performance are weight, stiffness, maximal forces, stresses, or displacements of the structure.
Design variables of structural optimization tasks define the properties of the component in
terms of its geometry or material parameters like Young’s Modulus or density. In this context,
three levels of structural optimization, namely size, shape, and topology optimization, are
differentiated. This classification, which is illustrated in Fig. 2-1, is derived from the physical
meaning and choice of design variables.

Figure 2-1: Levels of structural optimization. [19]

In size optimization, design variables refer to predefined geometric or material measures
e.g. the diameter or density of a bar in a truss. The connectivity between bars remains
untouched. In shape optimization, the design variables are chosen such that the shape of the
structure can be manipulated. One approach common for shape optimization is to use the



Chapter 2. Theoretical Background 23

position of control points of parametric curves. Finally, topology optimization is the most
general form of structural optimization, where only the initial domain of the structure is
predefined. Concerning the truss shown in Fig. 2-1, in a discrete approach (bottom picture),
this allows changing the connectivity by completely removing some bars. In a continuous
topology method (top picture) the geometric design is described with density-like variables,
which can take values between zero and one. This approach allows very different topologies,
which also could contain holes or cavities.

2.1.3 Classification of Optimization Algorithms

Due to the diversity of optimization methods, a uniform and unambiguous grouping of all
optimization algorithms is not possible [119]. Attributes suitable to classify established
optimization algorithms are shown in Fig. 2-2. All attributes listed are initially independent
of each other but may interfere at some point.

Figure 2-2: Attributes for classification of state-of-the-art optimization methods [119].

The first attribute is related to the order of information processed by the algorithm. The
minimal information, which has to be provided to the algorithm are objective and constraint
values, so-called zeroth-order information. Algorithms that use purely zeroth-order informa-
tion are classified as derivative-free algorithms [40]. Algorithms of this class frequently used
in simulation-based engineering are e.g. variants of the Genetic Algorithm [66] or Particle
Swarm Optimization [98]. Although many of the zeroth-order approaches are related to
evolutionary methods also deterministic methods like Pattern Search [89] are part of this
class. The performance of state-of-the-art derivative-free algorithms is reviewed by Rios
and Sahinidis [141] and Schälte et al. [149]. Gradient-based optimization algorithms use
the gradients of objective functions to iterate to the optimum. Since first- or higher-order
derivatives provide richer information about the objective function, gradient-based optimiza-
tion needs less iterations to converge to the optimum than derivative-free optimization [9].
Secondly, algorithms are classified as local or global search approaches. Global optimiza-
tion algorithms seek to find the best solution in the entire search space, even if there are
multiple local optima. Global methods are therefore required when objective functions are
multimodal4. If multiple local minima exist, local search approaches are often combined
with a multi-start approach to explore the whole design space [149].
The third attribute distinguishes between mathematical and heuristic algorithms. This
attribute refers to the principles the algorithm logic is based on. Heuristic algorithms are
based on stochastic processes and do not rely on pure mathematical principles. Hence,
their convergence is not proven for some heuristic approaches [175], but nevertheless have a
huge practical relevance. Gradient-based approaches as denoted by the name rely on local

4"A function with multiple peaks or valleys is a multimodal function, and its landscape is multimodal"[176]
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gradients of objectives and are classified as mathematical methods. Moreover, optimization
algorithms are classified by the way of objective function evaluation. In engineering opti-
mization, the objective function values are mostly computed using a numerical simulation
model. If the simulations are too time-consuming to be carried out in each iteration of the
optimization, the initial simulation model is approximated by a surrogate model. Surrogates,
as discussed by Wang et al. [171], are used instead of direct model evaluation.
The fourth attribute shown in Fig. 2-2 refers to the stochasticity of optimization algorithms.
As mentioned previously, heuristic or metaheuristic approaches use random numbers during
the iteration and decisions rely on certain probabilities. The stochasticity leads to different
spreading of samples for each optimization run and thus to potentially different results. In
contrast, pattern search approaches [107] have a deterministic nature.
One additional attribute, which is of particular importance for this thesis, refers to the
distinction between single- and multi-objective approaches. If more than one objective has
to be optimized at the same time, further approaches to handle contradicting objectives
are necessary. A survey about current multi-objective methods is provided by Marler and
Arora [114]. They define basic terms and present different methods for the articulation of
preferences. Unlike single-objective optimization, in the multi-objective case, there is not a
single solution, which solves the problem. Instead, the result is a set of optimal solutions.
Algorithms, which are able to find the whole set of solutions, the so-called Pareto optimal
set. For example, the Non-dominated Sorting Genetic Algorithm (NSGA-II) [45] is based
on its single-objective counterpart, but includes a further sorting and ranking schemes to
extract the whole solution set. More detailed information on multi-objective approaches is
presented in the following section.
As implied by the illustration in Fig. 2-2 there are several other categories or attributes for
the classification of optimization algorithms. Therefore, the presented selection does not
claim to be exhaustive. For further attempts to classify optimization algorithms, the reader
is referred, for example, to Roy et al. [146].

2.1.4 Concept of Pareto Dominance

Multi-objective optimization refers to the optimization of problems where the optimization
goal is not limited to one single objective. As indicated by the vector-valued notation f ∈ Rm

in Eq. (2.1), the objective function includes m different objectives. These kinds of objective
functions are frequently used in engineering design, if there is a conflict between two or more
optimization objectives and not all objectives can be achieved equally. In contrast to the
single-objective case, the result of a multi-objective optimization hence presents a trade-off
between different solutions.
The selection of optimal candidates with respect to contradicting objectives is based on the
definition of Pareto dominance [132] and plays a central role in multi-objective approaches.
Pareto dominance is a concept to compare solutions according to their relative position to
other solutions in objective value space. According to Marler et al. [114] Pareto optimality,
which is also referred to as Pareto dominance, it is defined as follows:

Definition. Pareto Optimality: A point, x̂ ∈ X, is non-dominated if there does not ex-
ist another point, x ∈ X, such that f(x) ≤ f(x̂), and fi(x) < fi(x̂) for at least one function.
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This dependency between design points x ∈ X is graphically shown in Fig. 2-3. For
visualization purposes, six samples corresponding to a two-objective optimization are shown
in the two-dimensional objective value space.

Figure 2-3: Two-dimensional visualization of Pareto dominance.

The three points in Fig 2-3, which are highlighted in gray, correspond to non-dominated
solutions, while the other three points (white) are dominated solutions. The definition
of dominance is further visualized for the non-dominated candidate x̂. This solution x̂
dominates all solutions located in the area highlighted in green. The two samples (gray and
white) in the lower right area are in contrast indifferent to x̂. A further candidate (white),
which is dominated by x̂, has the same first objective value as x̂ and is therefore located at
the boundary to the indifferent area. Since x̂ improves the second objective value compared
to this solution, the candidate on the boundary is still dominated by x̂.
As also shown in Fig. 2-3, all non-dominated solutions together form some kind of front or
frontier. The set of non-dominated solutions is therefore referred to as the Pareto frontier.
The solutions being non-dominated are also called Pareto optimal set.
The shape of the Pareto frontier can have a lot of different appearances and is specific for
each optimization task. In some case, like it is shown in Fig. 2-3, the Pareto frontier has
a continuous course. However, in the optimization of real engineering problems, it is also
common that there are several disconnected parts. These result from concavities of solution
sets or separated feasible regions in the objective value space. An example of a Pareto
frontier with four parts is the solution related to the Kursawe test problem [103].
Since the Pareto frontier represents a set of solutions, the weighting of design alternatives
and the final design decision could be taken subsequent to the optimization procedure
without restarting the optimization. The slope of the frontier in the objective value space
additionally visualizes the dependencies and correlations of objectives involved. This is
a significant advantage compared to single-objective optimization formulation, where the
weighting of objectives is specified prior to optimization.
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2.2 Fundamentals of Blade Mechanics
In the following, the design of rotating turbomachinery blades is reviewed with emphasis on
the blade mechanics. The first sections (Sec. 2.2.1 and 2.2.2) are concerned with the flight
operation of jet engines and the resulting load spectrum. Blade and blisk vibrations are
considered in Sec. 2.2.3. The design criteria and graphical concepts related to resonance
detection are presented in Sec. 2.2.4. A summary of established fatigue assessment is part
of Sec. 2.2.5.

2.2.1 Operating Conditions of Jet Engines
The operating conditions of turbomachinery blades strongly depend on the type of engine
considered. In the following, the focus is on the operating conditions of jet engines, because
compressor blisks are only installed in jet engines and not in stationary gas turbines.
Nevertheless, the fundamental aspects can be found similar in other turbomachines like
stationary gas turbines or steam turbines as well.
First, the operation of jet engines is clearly linked to the flight mission of airplanes. The
particular flight missions may differ in type of airplanes (e.g. military, civil airplane),
application (e.g. long-haul, short-haul), and other environmental conditions. However, all
flight missions comprise the same flight phases. In Fig. 2-4, relevant key data of one flight
mission are visualized for this purpose. The diagram (Fig. 2-4) shows the rotational speed of
the turboshaft (blue) and the turbine inlet temperature (orange) during a short-haul route
of a civil airplane. The qualitative altitude profile of the flight mission is emphasized in the
diagram with a black dotted line.

Figure 2-4: Relative shaft speed and high-pressure turbine inlet temperature during a
short-haul flight mission according to Hanumanthan et al. [76].
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One regular flight mission begins with the start-up of the jet engines about 10 min before
the flight. In this time period, the shaft rotates at about 80 % of the nominal speed and
the turbine inlet temperature5 is increased. The engine and its components are warmed up
until a stabilized temperature distribution is reached in order that the spacing between the
assembled components meets the required standards. The airplane is taxiing-out and awaits
the final take-off.
During take-off, the highest shaft speeds and temperatures are temporarily reached. The
take-off operation is followed by a climb phase in which the airplane further increases altitude
up to its cruising altitude. During the climb phase, which makes about one-third of the
actual short-haul flight, the engine operates at a constant speed at nominal operating point.
Due to the stationary operation of the engine, the temperature is approximately constant.
The second actual flight phase, which is typically the longest time interval, is the cruise
phase. The shaft speed is still about 100 %, but the temperature level is slightly lower
compared to climb, because the maximum travel altitude of the airplane is reached.
After cruise, the flight is terminated by descent, approach and landing phases in which the
altitude gradually decreases up to ground level. At ground level, the use of reverse thrust
enables the deceleration of the airplane. The effect of the transient operations are also
visible in the graphs of shaft speed and temperature. At the end of the flight mission, the
airplane taxis to a parking position and finally the jet engines are cooled and shut down.

2.2.2 Loading of Rotating Blades

The loads acting on the jet engine components, such as blisk blades, directly result from the
flight mission presented in the previous section. Blades and blade repairs have to be designed
to withstand these operating loads. The corresponding loads thus have to be addressed in
the lifetime assessment (see Sec 2.2.5). In terms of rotating blades, the significant loads
mainly fall into the three categories of

• rotational forces,

• fluid forces of the working fluid,

• and thermal loading [165].

The rotation of the shaft and blisk lead to centrifugal forces in the blades, which increase
quadratically with the rotational speed. As the rotational speed remains almost constant
during the climb, cruise, and descent (Fig. 2-4), the blade loading has a steady nature in
the related flight intervals.
The second category refers to fluid forces caused by the combustion airflow or combustion
gas flow, respectively. The forces acting on the blades correspond to the flow field and have a
static and fluctuating component. The pressure difference between the pressure and suction
side implies a steady bending moment on the blade. Variations and disturbances of the flow
passing the blades, on the other hand, lead to alternating loading on the blade.

5The turbine inlet temperature is the temperature of exhaust gases measured at the exit of combustion
chamber before entering the high-pressure turbine of the engine. Although it is not significant for the
temperature in the compressor, it is considered here, because it is known as a key performance indicator
for jet engines.
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Finally, the last category concerns thermal effects in the jet engine. This load case is primarily
associated with blades operating at the hot end of the engine. Hot combustion gases in a
transient operation (see turbine inlet temperature in Fig. 2-4) lead to thermal gradients e.g.
in turbine blades. Especially in combination with centrifugal forces, temperature-dependent
creep processes can be of importance for the life of turbine blades. For components upstream
to the combustion chamber, such as blisk blades, the thermal effects are not as significant
as in the high-pressure turbine.
In addition to the three categories mentioned, loads on the blades can be caused, for example,
by deposits or by chemical interactions with the blade material. However, these load cases
are not considered in this work, as they describe physical phenomena that are not directly
associated with blade mechanics.

2.2.3 Blade and Blisk Modes
The vibration modes of one single compressor blade or of one blisk sector have a similar
appearance as the eigenmodes known for beams or rectangular plates. For illustration, three
typical vibration modes of blades are exemplarily shown in Fig. 2-5. The depicted mode
shapes are computed for one sector of a blisk, where the two cyclic faces to neighboring
sectors are clamped.

Figure 2-5: Bending (mode 1), torsional (mode 3) and higher mode shape of a clamped blisk
blade.

As depicted in Fig. 2-5, the first mode shape is commonly a bending mode, while the third
mode corresponds to a torsional movement. In general, blade modes can be classified as
bending modes, torsional modes, or a combination thereof. Since the higher mode shapes are
more complex, a distinct classification is not possible. Each of the mode shapes corresponds
to a certain natural frequency, which is referred to as a blade-alone frequency. The rest of
the cyclic structure is not considered.
However, due to the cyclic symmetry of blade assemblies and blisks, they exhibit special
modal dynamics [126]. When considering the whole cyclic structure, different vibration
patterns so-called cyclic symmetry modes (CSM) occur. Three CSMs are shown in Fig. 2-6.
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Figure 2-6: Cyclic symmetry modes of a blisk for different nodal diameters (ND).

All blades depicted vibrate in the first bending mode, but the phase angles between the
blades are different for each pattern. This phase shift between the blades leads to geometric
areas with low vibration amplitude, named nodal lines. The occurrence of these nodal lines
is characteristic of the CSM and the number of nodal lines is referred to with the term
nodal diameter (ND). In the first picture of Fig. 2-5 the blades all move synchronously. No
nodal line exists and the ND is zero. Due to the association of the blade movement with
a closing and opening umbrella, this mode is also named umbrella mode. The maximum
number cyclic symmetry modes CSMmax is calculated as follows

CSMmax = N
2 + 1 for even N

and CSMmax = N+1
2 for odd N,

(2.3)

where N refers to the number of blades. If, for example, a blisk comprises four blades (N = 4)
the maximum number of CSM calculates to three (CSMmax = 3). This is reasonable,
because the blades can either vibrate in umbrella mode (ND=0) or in CSMs with one or
two nodal lines.

2.2.4 Vibrations and Resonance Conditions
During the operation of the jet engine, the blades tend to vibrate at high frequencies. In
general, there can be multiple reasons for the blade vibrations. Major excitation sources,
which may cause the vibration of the jet engine blades, are the gas flow around the blades,
mechanical vibrations of other engine parts, imbalances of rotating structures, combustion
vibrations, and tooth forces from gears [7, 42, 125, 144]. These excitations become critical
to jet engine operation when they have the potential to cause resonant vibrations e.g. of
blisk blades. Two conditions have to be met to cause resonance with a cyclic symmetric
structure [156]:

1. The frequency of the exciting forces coincides with the natural frequency of the cyclic
symmetric structure.
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2. The profile6 of the exciting force equals the shape of the cyclic symmetry mode
corresponding to the natural frequency.

Only, if both conditions are satisfied the structure enters resonance. According to these two
criteria, there are two common evaluation concepts.

Campbell Diagram

The first concept for the evaluation of matching frequencies was developed by Wilfried
Campbell [36]. The so-called Campbell diagram, which is schematically shown in Fig. 2-7,
presents the natural frequencies of the blade and possible excitation frequencies over the
rotational speed of the operating range of the engine.

Figure 2-7: Schematic Campbell diagram showing the frequencies of the first two blade
modes and the first three engine order (EO) lines).

The red and blue curves in the diagram correspond to the natural frequencies of the first
and second modes. As indicated by the nonlinear slope, the natural frequencies depend on
the rotational speed of the shaft. In most cases, stiffening effects act on the blades, so that
the natural frequency during operation is higher than at standstill. In rare cases, e.g., with
torsional modes, a frequency reduction can also be observed. The dashed lines are engine
order (EO) lines representing harmonic excitations at operating speed. They show multiples
of the rotating frequency of the engine.
The crossings between EO lines and natural frequency lines denote possible resonances.
Since the engine should not operate at resonance conditions, this intersection of lines has
to be avoided in the main operating range and especially for nominal shaft speed. In the
case depicted, two crossings are located within the operating range of the engine. To judge,
whether the excitation due to the particular harmonic leads to critical states, the excitation
force related to the EO has to be considered. Not all EO are equally important and so
they lead to far different blade vibration amplitudes. In this context, special attention has
to be paid to a certain EO, which is referred to as nozzle passing frequency. The nozzle
passing excitation results from disturbances in the fluid flow. Upstream obstacles, i.e. stator

6The term refers to the harmonic pressure distribution resulting from the fluid flow. It can be thought of as
a circumferential wave.
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blades, lead to fluctuation in the fluid flow. Each time the rotating blade passes the spacing
between upstream stator blades (vanes) the pressure changes and causes blade vibration.
The frequency of this excitation results from the rotational frequency multiplied by the
number of spacing between the upstream vanes. The disturbed fluid flow commonly results
in relatively high excitation forces and thus high magnification of blade vibrations.

Interference Diagram

The second condition for resonances refers to the shape of the vibration mode and profile of
the excitation. To check, if these two shapes match, a diagram as shown in Fig. 2-8 is used.

Figure 2-8: Schematic SAFE diagram showing the frequencies of the first two blade modes
and the excitation line.

Similar to the Campbell diagram, the y-axis refers to the natural frequency. However, the
frequencies are shown for a constant operating speed but different NDs. The courses of
the blue and red lines indicate the influence of the cyclic symmetry mode on the natural
frequencies. Further, the black dashed line is the (zig-zag) excitation line associated with
the second criterion for resonance (see page 29).
The condition can also be expressed as

ωn = (kN ∓ n) · Ω with k = 0, 1, 2..., (2.4)

where ωn is the natural frequency, k the counter, n the number of NDs and Ω the exciting
frequency [126]. As previously in the Campbell diagram, in Fig. 2-8 the intersections of
both lines denote possible resonances. In the presented example, two resonance points are
identified.
This visualization of natural frequencies and excitation lines in Fig. 2-8 is referred to as
Interference diagram, SAFE (Singh’s Advanced Frequency Evaluation) [157], or ZZENF
(Zig Zag Excitation line in Nodal diameter vs. Frequency) [173] diagram. Together with the
Campbell diagram, the SAFE diagram is widely used during the design process of blades to
prevent the occurrence of resonances in the final design.
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2.2.5 Blade Fatigue

As with any component, jet engine blades and blisks have a finite life expectancy. The failure
of turbomachinery blades is strongly influenced by the aforementioned operating conditions
(Sec. 2.2.1) and loads (Sec. 2.2.2) and can be caused by various failure mechanisms. In
particular, failure due to fatigue, creep, corrosion, foreign object damage, and oxidation are
the most important mechanisms in a jet engine [179].
Since fatigue is one of the major damage mechanisms [42], the fundamentals of blade
failure due to fatigue are considered in the following. First of all, the damage mechanism
known as fatigue denotes the progressive deterioration of material that occurs under cyclic
loading [125]. In this context, commonly two ranges of the fatigue regime are distinguished.
The first, known as Low-Cycle Fatigue (LCF), corresponds to fatigue due to repetitive loads
with relatively high amplitude. The cyclic loads result in stresses that exceed the yield point
of the material, so that plastic deformation occurs. In contrast, fatigue due to a lower load
level is classified as High-Cycle Fatigue (HCF). No appreciable plastic deformation occurs in
the structures and the load cycles (the structure can withstand) increase compared to the
LCF case. The distinction between LCF and HCF is primarily based on the number of load
cycles to failure. The transition between the two regimes is usually considered to be around
104 to 105 cycles [139].
In the context of blades, operating in a jet engine, the two fatigue classes are directly
associated with the load conditions during a flight mission (Sec. 2.2.1). A generalized load
spectrum [179], which simplifies one ground-air-ground cycle, is shown in Fig. 2-9.

Figure 2-9: Simplified load spectrum according to one flight mission.

During each flight mission, those blade stresses, which are mainly caused by the shaft
rotation, increase rapidly, stay at a certain stress level σm and decrease subsequently. Since
the induced stresses have a high amplitude but low frequency, this load cycle is also referred
to as the LCF cycle.
In addition to this start-stop operation, the blade is subjected to in-flight vibrations. In
Fig. 2-9, these vibratory stresses are indicated by the gray curve.7 The large amplitude of
the LCF cycle is superimposed with small stress amplitude σa but high-frequency vibrations.
These n load cycles associated with blade vibrations, therefore, contribute to the HCF failure
of blades.

7As Fig. 2-9 shows a schematic diagram, the proportion between different stress levels and cycles does not
correspond to real conditions.
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In the design process, the failure of blades due to fatigue is estimated by well-established
evaluation concepts. These concepts are based on fatigue testing data, which is determined
in fatigue experiments under cyclic loading. The relation between the number of cycles to
failure and the applied stress amplitude is reported in S-N curves [139]. Together with the
measured or predicted stresses in the structure the service life is assessed. When the load
spectrum is available, often a damage accumulation theory is used to calculate the lifetime
to failure [140, 37].
The relation reported in S-N curves is further influenced by the mean stress level of the
load cycles. The effect of mean stresses, is especially important for the evaluation of HCF
considering the in-flight vibrations. The degradation of fatigue strength due to increased
mean stresses is shown in so-called constant life curves. The decrease in allowable stress
amplitudes at higher mean stresses using a constant life curve is schematically illustrated in
Fig. 2-10.

Figure 2-10: Schematic constant life diagram.

In Fig. 2-10, according to the mean stress σm and alternating stress σa two regions are
distinguished. If the alternating and mean stresses in the structure lead to a point within the
safe region (highlighted in green), the structure withstands the required cycles. Otherwise,
if the combination of stresses refers to a state in the failure region, the structure is likely
to break before hitting the required cycles. There are various ways to draw the boundary
between the safe and failure region [139]. In particular, in Fig. 2-10, a linear relation using
the yield strength σy and endurance limit σe is illustrated.

In turbomachinery design, based on the representation in the diagram of Fig. 2-10, the
strength of the blade is often measured using the definition of amplitude frequency strength [83].
The amplitude frequency strength is defined as

af = σe
σa

(
1− σm

σy

)
, (2.5)

where σe is the endurance limit of the material, σa the stress amplitude, σm the mean
stress and σy the yield strength. The af-strength is a standardized measure to qualitatively
compare the strength of blades. It basically states the ratio between allowable loading and
actual loading. Large values of the amplitude frequency strength therefore indicate long
lifetimes.





3 Engineering Optimization Framework

3.1 Research Context
As described in Sec. 2.1, there is a variety of optimization software used in the scientific
and technical community. Each of the codes developed is more or less targeted to a specific
application. Thus, the design of the optimization framework EngiO, which is presented in
paper A, is precisely oriented to the application of optimization in the field of blade repairs
and to the requirements resulting from engineering research. In this sense, five aspects
have driven the development of EngiO and make the framework unique compared to other
established optimization software.
The first aspect refers to the basic architecture of the framework, which is the key to the
modularity and functionality of all further implementations. The core of EngiO is built
according to an object-oriented programming scheme, which has also provided the basis
for other recent developments [52, 134]. Furthermore, the structure of EngiO leads to a
separation of algorithm and optimization problem. The strict separation of the optimization
algorithm and the optimization problems is the central idea of the PISA interface [20], where
the link between both is established by exchanging text files. The architecture of EngiO is
also built on this separation premise, but in contrast, realizes the separation via its class
definitions.
The second aspect relates to the programming language. EngiO is programmed in Mat-
lab/Octave syntax, which has great benefits in terms of code readability. Thus, EngiO
achieves simple handling of optimization problems due to the high-level language. This
distinguishes EngiO from historically grown projects like DAKOTA [56], where the main
part is programmed in C. At the same time, the choice of programming language makes
EngiO competitive with respect to the ease of use offered by commercial Matlab optimization
toolboxes [121, 120].
The third aspect refers to the optimization algorithms included in EngiO and the implemen-
tation of further algorithms. Due to its application in engineering, the interface is designed
for gradient-free global optimization. The majority of algorithms included in EngiO are
hence metaheuristics and have a similar application range as the frameworks reviewed by
Parejo et al. [131]. Moreover, implementations of algorithms can be modified and tested
using EngiO. This transparency contrasts EngiO from commercial software [54], where the
implementation is often not accessible for the user.
The fourth aspect, which is considered in the design of EngiO, is code complexity. Since
the code is also intended to be used by students, a clear structure of the code is essential.
The centralization of routines in the base class increases the clarity and significantly reduces
the number of lines of code implemented. This idea of a comprehensible structure and a
reduced code can also be found in other approaches [78, 24].
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The last aspect deals with the visualization of optimization results. By the choice of the
programming language, many visualization possibilities are available in EngiO. Several
functions, which are included in EngiO, enable to display the results in objective and design
variable space. From the literature known behaviors of algorithms and characteristics of
optimization problems [67, 93] become visible to the user.
Finally, it should be noted that EngiO is not only the basis for the results published in
papers B and C of this thesis. It is also used in other recent publications written by the
author of this thesis [15, 16] and other researchers [74, 31, 87, 166, 73].

3.2 Methods
The focus of paper A is on the development of an architecture for engineering optimization.
The object-oriented approach presented here is in the first place a design concept to
organize optimization problems and optimization algorithms in a concise fashion. The basic
functionality is provided by an optimization class, which contains the main optimization
loop and abstract class definitions for algorithm implementations. The interface definition is
further designed such that it is suitable to implement zeroth-order optimization algorithms.
To enable constrained optimization a penalty handling concept is implemented in an object-
oriented manner as well.
The optimization problems addressed in paper A are used exclusively for demonstration
purposes of the framework. The methods behind the problem formulations are therefore not
the main innovation of this paper. All simulations and methods are the result of extensive
research activities at the Institute of Structural Analysis and are accordingly the core of
other scientific publications.

3.3 Results and Outlook
Since the key aspect of paper A lies in the particular design of the framework and the
parent class definition, the functionality and flexibility provided by the code is the most
important outcome. Thus, with the resulting framework, all the requirements imposed
on the optimization environment for optimization in papers B and C are met. A special
feature of this work is the open-source code made publicly accessible in the sense of the
open science idea. All versions of the code are hence available in the ISD github repository
(https://github.com/isd-luh/EngiO).
Since the benefits and advantages of the developed code only become apparent when
the framework is applied to optimization problems several exemplary computations are
presented. Utilizing three engineering optimization tasks the applicability of the framework
is demonstrated. All three examples are taken from wind energy research but greatly differ
in optimization goals and type of optimization problem.
As the initial version of EngiO only includes a limited number of state-of-the-art optimization
algorithms, more algorithms should be implemented in the future to extend the range of
optimization possibilities. In doing so, the interface provided by the framework can be
exploited.

https://github.com/isd-luh/EngiO
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3.4 Paper A: EngiO – Object-Oriented Framework for
Engineering Optimization

The following paper is published in Advances in Engineering Software Volume 153, March
2021, pages 102959 (https://doi.org/10.1016/j.advengsoft.2020.102959).

Author Contribution
The main work was done by the author of this thesis. Marlene Bruns provided the software
for the engineering problem on damage localization presented in Sec. 5.1 of paper A.
Andreas Ehrmann gave technical and editorial suggestions for the improvement of the entire
publication. Ayan Haldar provided the simulation model of bistable laminates, which is
optimized in Sec. 5.3 of paper A. Jan Häfele supported the development of the framework in
the initial phase and provided the example on jacket substructure optimization in Sec. 5.2
of paper A. Benedikt Hofmeister contributed to the implementation of the framework and
provided the Global Pattern Search algorithm. Clemens Hübler contributed with advisory
work and technical suggestions during the writing and review process of paper A. Raimund
Rolfes gave technical and editorial suggestions for the improvement of the entire publication
and performed the final proofreading.

https://doi.org/10.1016/j.advengsoft.2020.102959
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This paper presents an object-oriented optimization framework for engineering optimization using the Matlab 
programming syntax. The novelty of the developed framework lies in its approach to remove redundancies by 
providing an interface for central routines of the optimization processes. Object-oriented programming is used to 
implement an abstract optimizer class, which controls the optimization process and provides unified interfaces 
for optimization. The software architecture reduces code complexity and allows concise implementation of 
derivative-free algorithms and optimization tasks. Therefore, it is ideal for students and researchers to improve 
and develop algorithms or to solve optimization problems. The proposed framework features parallel evaluation 
of objective functions and handles global optimization including single-objective, multi-objective and con
strained problems. In this paper, the versatility of the framework is demonstrated by using analytic test problems 
as well as practical engineering problems.   

1. Introduction 

Through mathematical models and numerical simulation, re
searchers and engineers are able to predict the behavior of physical 
systems. Although numerical simulations provide a good prediction of 
properties of the physical systems, the best design of many alternatives is 
initially unknown. Aiming to find designs with improved properties, 
they ultimately enter the field of engineering optimization. It is intuitive 
to formulate an optimization goal – the objective – since it results from 
technical requirements or costs. When searching for the optimal solu
tion, one is then confronted with a countless number of optimization 
methods. However, it is proven by the no free lunch theorem [1] that 
there is no universal optimization algorithm performing best for all 
optimization problems. Hence, as newcomers in the field of optimiza
tion, scientists and engineers make use of optimization frameworks to 
find the optimal solution of their specific problem. 

To date, a multitude of optimization libraries and frameworks has 
been published to facilitate the optimization of practical engineering 
problems. Each of the frameworks targets different communities and a 
wide variety of programming languages are used [2,3]. One of the first 
notable contributions in engineering design optimization was DAKOTA 
[4], the Design Analysis Kit for OpTimizAtion. The framework is pro
grammed in C++ and follows an object-oriented design approach 
providing an iterator and an optimizer class. Optimization capabilities 

are included by linking third-party libraries of global derivative-free 
optimizers like NCSUOpt, SCOLIB and JEGA. Another C++ framework 
for academic and industrial application is ParadisEO-MO [5], which 
presents a unified interface exclusively targeted at single-objective 
metaheuristic approaches. The platform PISA [6] particularly ad
dresses the strict separation of the optimization problem and the algo
rithm. This concept enables maximum flexibility and independence of 
both parts. The text-based interface links the C-based optimizer, denoted 
as selector, with the problem-specific part, called variator. Tauzowski 
et al. [7] developed a programming concept for finite element topology 
optimization which makes use of functors. Implementing this pro
gramming concept creates advantages in code simplicity and mainte
nance. Frameworks programmed in low-level languages like C/C++

may provide a broad spectrum of optimization capabilities, but are hard 
to cope with for computer science beginners. 

More prevalent are tools that are available in higher scripting lan
guages like Python. A very prominent engineering optimization frame
work programmed in Python is OpenMDAO [8,9], which was developed 
by NASA. OpenMDAO implements several local gradient-based opti
mizers as well as a Genetic Algorithm. The framework concept mainly 
addresses multidisciplinary optimization tasks, splitting the analysis 
into so-called components for each discipline. Several high-dimensional 
aerodynamics and spacecraft problems, like satellite or wing design 
optimization, were solved using this framework. One optimization tool 
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originating from the same research field is PyGMO [10], which was part 
of an ESA project. It features the strong parallelization of algorithms to 
speed up global single- and multi-objective optimization of computa
tionally costly models. It implements several metaheuristic approaches 
like Differential Evolution or Particle Swarm Optimization. The package 
pyOpt [11], which follows an object-oriented programming scheme, 
further demonstrates that optimization frameworks benefit significantly 
from advanced software design. It comes with a strict separation of 
problem and optimizer and therewith simplifies the handling for the 
developer as well as for the practical user. Just like the Python library 
SciPy [12], the optimizers of pyOpt are also used by OpenMDAO. 
Another approach is Pyomo [13], a freely available optimization pack
age, that allows the formulation of the optimization problem based on a 
syntax common for Algebraic Modeling Languages. DEAP [14], an 
optimization tool for evolutionary optimization, further improves the 
handling of the optimization process by a lean implementation of its 
core with less than 2000 lines of Python code. 

In addition to the Python frameworks, similar approaches can also be 
found in Java. The Java-based framework jMetal [15] is designed to 
solve multi-objective optimization problems using metaheuristics. In 
jMetal, no parallelization effort is made, which is a major drawback in 
terms of computing time. Another Java tool is Opt4J [16], which aims at 
the decomposition of the optimization problem into subtasks. 

Due to its ease of use, a large community prefers the programming 
language Matlab. Matlab itself already contains two optimization tool
boxes [17,18], which provide multiple functionalities for optimization 
purposes. The optimization under uncertainties was addressed by the 
Matlab tool UQLab [19], which is available under academic as well as 
commercial license. UQLab is used to study uncertainties in various 
engineering disciplines. 

Frameworks are also developed in the area of topology optimization, 
which is of particular interest to aerospace and automotive applications. 
The structural design of a body-in-white model is considered by Zuo 
[20] and Qin et al. [21], where the latter has implemented his ideas in a 
Matlab toolbox. 

Moreover, software environments like COSSAN [22] or YALMIP [23] 
facilitate virtual prototyping in engineering design. The Matlab frame
work TOMLAB [24] was initially developed for research and teaching 
purposes and is currently available under commercial license. It ad
dresses usability aspects by incorporating a graphical user interface. A 
further Matlab code is GODLIKE [25], which includes four basic 
implementations of evolutionary algorithms. Multi- and single-objective 
problems are solved running a combination of metaheuristic optimizers. 
Therewith, the robustness of the optimization is improved. 

As discussed, various optimization frameworks have been introduced 
for solving engineering optimization problems. However, for specific 
applications, it can be beneficial to implement a specialized framework. 
In teaching and as an introduction to the field of optimization, it is 
particularly important that the framework is easy to understand. By 
introducing EngiO – an Engenieering Optimization framework – we aim 
to lower the barrier for practical engineering optimization by a high 
level of usability. 

As Matlab is widely used in academia as well as in engineering, all 
functions of EngiO are implemented in Matlab. In the spirit of the open 
source idea and to reach a large community, EngiO is licensed under 
GNU General Public License version 3 (GPLv3) and also compatible with 
GNU Ocatve. The use of GNU Ocatve and Matlab increases usability and 
enables multiplatform compatibility. The object-oriented architecture of 
the framework allows the user to quickly customize EngiO to his or her 
own individual needs and focus on the optimization rather than on the 
framework. External research codes (e.g. FAST [26]) or commercial 
solvers (e.g. ABAQUS [27]) can be easily integrated in the optimization 
process. Single- and multi-objective optimization including constraints 
are supported. EngiO is thus suitable for research as well as for taking 
first steps into optimization. 

Students, researchers and engineers predominantly interested in the 

development of user-defined algorithms are further supported by a 
unified interface that follows the premise of strict separation between 
algorithm and problem. Like other frameworks, EngiO comes with 
multiple analytic test functions and includes implementations of local 
and global derivative-free state-of-the-art optimizers. The comparison of 
different implementations of algorithms is thus possible. In the context 
of numerically costly simulations, users of EngiO benefit from paralle
lization of objective function evaluations and restart capabilities. 
Finally, EngiO strikes a balance between ease of use and numerical 
efficient optimization of engineering problems. 

In the first part of the paper, the unique architecture and related 
features of EngiO are presented. The basic features are demonstrated 
using well-established test functions and state-of-the-art algorithms. 
Subsequently, the framework is applied to three engineering optimiza
tion problems related to current research topics. 

2. Engineering optimization framework 

The framework is specifically intended for teaching purposes and 
tailored to engineering optimization. To this end, trade-off decisions in 
the design process are resolved favoring readability as well as usability. 
The software design of the framework and the associated advantages are 
presented in the following sections. 

2.1. Architecture of the optimization interface 

One of the main design requirements of the framework is the strict 
separation between algorithm and problem formulation. The optimiza
tion framework is therefore subdivided into problem-specific objective 
functions and optimizers. The link between both parts is established by 
the unified optimization interface, which is realized using class inheri
tance. Since all optimization processes follow a similar pattern, the main 
iteration loop can be implemented in a common way. The optimization 
process hence is controlled by an abstract class, which provides the 
interface definition and basic functionalites. 

Parallel computing capabilities are centralized within the parent 
class. It therefore handles the parallelization of the objective function 
evaluation and the associated thread pools. Parallel evaluation of 
generated samples is possible without loss of generality, because all 
samples of an iteration can be computed separately. As the evaluation of 
the objective function by far makes up the largest part of the processing 
time in engineering problems, the parallel evaluation enables full utili
zation of the available processing power. While parallelization of the 
objective evaluation leads to a significant performance gain, the opti
mization algorithm’s logic itself runs sequentially, since it makes up for 
an insignificant amount of run-time. Additionally, the framework can 
store the current state of the optimization process. Thus, the optimiza
tion can be restarted based on a previously computed optimization 
result. 

According to abstract methods of the parent class the specific algo
rithm’s logic is split into three steps. These steps are similar for all al
gorithms and include the initialization, sample generation and 
processing of results. By leaving basic functionalities to the parent class, 
the algorithm routines can be written in a clear and concise fashion. This 
speeds up the implementation process of new algorithms while also 
minimizing the potential for programming errors. 

Both single- and multi-objective optimization problems can be 
solved with the framework. Therefore, the architecture is capable of 
handling multi-objective optimization by design. 

To prevent errors associated with a mismatched number of objec
tives, the calling convention for unconstrained single- and multi- 
objective functions is the same. The number of objectives is signalled 
by the objective function when it is called with an empty set of design 
variables. The architecture of EngiO is visualised in Fig. 1 using the 
Unified Modelling Language (UML). 

As shown in the UML class diagram, the core of the framework is 
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formed by the Optimizer class, which controls the optimization process 
and connects the algorithm to the objective function. General optimi
zation settings are specified via the options property of the Optimizer. 
Termination conditions or settings for parallel evaluation are part of the 
options property. The default options can be overwritten when calling 
the optimize method. Parameters can also be provided, which are 
defined individually for each optimization algorithm. They encompass 
population size, mutation rate and the like. Internal states of algorithms 
are passed using a shared state variable. 

The Optimizer acts as a parent class for each algorithm and includes 
concrete as well as abstract methods. As outlined above, the parent class 
has three abstract methods which have to be overloaded by the derived 
algorithm class, e.g. the CoordinateDescent class. These methods 
constitute the optimization interface between algorithm and Optimizer 
class and necessitate splitting the optimization algorithm logic into 
several parts. As most engineering optimization problems are not convex 
and derivatives of the objective function are not available, the archi
tecture focuses on derivative-free algorithms. Hence, the handling of 
derivatives is not supported by the framework. 

Moreover, the Optimizer class contains public methods to start the 
optimization, to sort the evaluated multiple objectives according to the 
concept of Pareto dominance and to calculate the hypervolume metric. 
The Optimizer treats all problems as multi-objective formulations by 
default. To increase performance, efficient Pareto sorting is imple
mented in variants for single-, two- and many-objective cases. For the 
single-objective case, the sorting reduces to finding the minimum 
objective value. After the final iteration loop, the Pareto frontier is 
extracted from all prior objective function evaluations, providing the 
final result of the optimization. For comparisons between multi- 
objective algorithms, the optimization parent class includes the calcu
lation of the hypervolume metric [28]. This metric measures the volume 
enclosed between a reference point and the Pareto frontier. It is influ
enced by both convergence and distribution of the Pareto-optimal set. 

The user of the framework implements a main routine on a global 
level, which uses and creates an instance of the algorithm class. The 
objective function (ObjectiveFunction) is passed as a named or anon
ymous function handle. It can thus be either a global function or a 
method of an object. Information on boundaries of the design variables, 
options and parameter properties are passed using parameters when 
calling the optimize function. A collection of analytic test functions 
(TestFunctions) is also part of the framework. User-provided objective 
functions as well as the analytic test functions can be supplied when 
calling the optimize function. Optimization results are visualized using 
centralized plot functions, which are included in EngiO. 

2.2. Architecture of the constraint interface 

Following the modular and object-oriented approach taken for the 
optimization algorithm interface, the constraint interface is designed in 
a similar way. However, the constraint interface is implemented sepa
rately and is not part of the optimization class itself. This design decision 
achieves maximum modularity of the framework and allows for a fast 
implementation of handling approaches. The constraint handling 
considered in the constraint interface are so-called penalty methods 
only, because these techniques can be used independently of the opti
mization algorithm [29]. In particular, the framework does not consider 
constraint handling that involves a modification of the processes within 
optimization algorithms. Further, the interface is designed for static 
penalty methods. Static penalty methods are not influenced by internal 
states of the algorithm, such as the number of iterations. This property is 
necessary when optimization approaches are applied, which take the 
whole sampling history into account. 

The additional classes forming the constraint handling interface are 
shown in Fig. 2. As previously, the optimization procedure is driven by 
the Optimizer. But instead of an objective function a penalized objec
tive function is evaluated by the optimizer. 

The penalization of objectives is implemented using the Penal
izedObjectiveFunction class. The properties of this class therefore 
include handles of the objective function and equality as well as 
inequality constraint equations. To allow for multi-objective cases, the 
number of objectives is stored in the object properties of the Penal
izedObjectiveFunction. In addition to the constructor, the class im
plements a concrete method to evaluate constraints. In this method, 
penalty values are added to objective values according to the constraint 
violation. The method individually handles the different penalization of 
each inequality and equality constraint. This design of the class scheme 
allows to select the penalty technique for each constraint separately. The 
framework provides several well-established penalty formulations like 
death penalty or quadratic penalty. 

The techniques for the calculation of penalty values are implemented 
in related classes. Due to the architecture, specific implementations 
contain only a few lines of code, which greatly reduces redundancy. The 
specific penalty values are calculated upon calling the penalty function 
method. An example for a penalty function is given in Section 3.3. The 
weighting factors, which parameterize the penalty function, are defined 
in the global main routine and are passed to the penalty object via a 
vector during initialization. 

To perform constrained optimization, the user of the framework 
implements a main routine, which creates instances of the 

Fig. 1. UML class diagram of the basic framework.  

Fig. 2. UML class diagram of the static constraint handling framework.  
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PenalizedObjectiveFunction and penalty class in addition to the 
optimizer object. The evaluate method of the Penal
izedObjectiveFunction class is then used as the objective function. In 
order to be compatible with the constraint interface, objective functions 
need to provide constraint equation values in addition to the objective 
value vector. Upon initialization, the number of objectives as well as the 
number of inequality and equality constraints are communicated to the 
PenalizedObjectiveFunction. The optimization scheme illustrated in 
Fig. 1 in Section 2.1 thus remains untouched. 

2.3. Comparison with other optimization software 

The properties of EngiO are illustrated by an exemplary comparison 
with three established optimization software codes. The software codes 
are compared objectively in terms of architecture, programming lan
guage, available optimization algorithms, complexity, result visualiza
tion and software license. The advantages of EngiO, which become clear 
through the differentiation from the other optimization software, are 
addressed in Section 2.4. 

The Matlab Global Optimization Toolbox [18] is part of the Matlab 
product family and provides the functionality to solve global optimiza
tion problems. As it is a toolbox rather than a framework, the methods 
are implemented separately and have no common interface. Thus, the 
toolbox provides a collection of various algorithms, but the code has 
many redundancies. In contrast, EngiO is designed using unified in
terfaces for optimization and penalization. 

Since the Global Optimization Toolbox belongs to the Matlab prod
uct family, it is completely programmed using the Matlab programming 
language. EngiO is written with the same language but is additionally 
compatible with GNU Octave. 

The methods included in the Global Optimization Toolbox comprise 
global derivative-free algorithms as well as a gradient-based multi-start 
solver. EngiO considers global and local derivative-free methods, 
because gradients are not available in most complex engineering opti
mization problems. The collection of derivative-free methods in EngiO is 
similar to the algorithms provided by the toolbox. Multi-objective 
optimization is supported by both software codes. 

The main script of the Global Optimization Toolbox, which starts the 
optimization process, has a comprehensible structure and usually con
tains about 20 lines of code. Main scripts of EngiO are of comparable 
length, as shown in Section 2.4. Unlike the toolbox, the unified interface 
of EngiO leads to very concise implementations of each algorithm. For 
instance, the Genetic algorithm implementation included in EngiO has 
about 200 lines of code. The corresponding implementation of the 
Global Optimization Toolbox comprises of 600 lines. Most of this extra 
complexity is caused by features like parallelization or argument 
checking, which are centralized in the optimization class of EngiO. 

In both optimization software codes, optimization results are re
ported to the user via the command window. Visualisation of results via 
plot functions is supported by the Matlab Optimization Toolbox as well 
as by EngiO. The creation of publication-grade diagrams is facilitated by 
the broad range of graphical output options integrated in Matlab. 

Finally, the Matlab Global Optimization Toolbox is an extension of a 
commercial software and requires the purchase of both the toolbox and 
the standard Matlab programming environment. EngiO is an open- 
source research code under GPLv3 license, freely downloadable, and 
can be run in GNU Octave. 

An optimization software sharing the free and open source code 
approach is pyOpt [11]. PyOpt, like EngiO, is an optimization frame
work with an object-oriented architecture. In pyOpt, the optimization 
problem as well as the optimizer are implemented using classes. EngiO 
does not enforce a class-based definition of the objective function, 
allowing for more flexibility. Boundaries of the optimization problem 
are specified in the main script and objective functions and constraint 
equations are implemented using custom functions. In pyOpt, the opti
mization loop itself is implemented separately for each algorithm. In the 

architecture of EngiO, such redundancies are avoided, since the opti
mization loop is implemented as a concrete method of the optimizer 
class. 

PyOpt is a mainly Python-based framework, but also includes rou
tines written in C, C++ as well as Fortran. The source code of pyOpt 
therefore is a mix of different languages, while EngiO is consistently 
programmed using one syntax. 

The algorithms integrated in the pyOpt framework are gradient- 
based as well as derivative-free methods for single- and multi- 
objective optimization. In terms of derivative-free methods, pyOpt 
provides a similar range of algorithms as EngiO. 

The python-based glue code of the pyOpt framework is structured in 
a clear way due to its object-oriented design. However, pyOpt uses the 
original implementations of many algorithms, which are mostly not 
object-oriented and written in low-level programming languages. Thus, 
the majority of the source code of PyOpt consists of functions that have a 
less understandable syntax. Due to the uniform programming language 
used in EngiO, the source code is much shorter. For example, the 
interface class implementation of NSGA-II in pyOpt contains about 400 
lines of code written in Python, in addition several thousand lines of C 
code for the algorithm implementation itself. The whole algorithm is 
implemented in EngiO in about 350 lines of Matlab code. The main 
scripts used by pyOpt and EngiO are of comparable length and design. 

The visualization of optimization results is not covered by the core of 
pyOpt. Contrary to pyOpt, EngiO supports the creation of graphics using 
a collection of plot functions. 

The source code of pyOpt is freely available under GNU Lesser 
General Public License (LGPL). EngiO is also freely available under 
GPLv3. 

Another well known optimization software is the DAKOTA toolkit 
[4]. DAKOTA is a vast collection of optimization-related tools and de
fines a unified interface between simulation codes and the DAKOTA 
components. In contrast to EngiO, DAKOTA follows the idea of 
exchanging data between the simulation model and the optimizer by 
writing and reading text files. Only for some applications, direct solvers 
are available. 

DAKOTA is written in C and features interfaces to Python and Matlab 
code. However, the DAKOTA source code has to be adapted and 
recompiled for this purpose. In EngiO, it is assumed that the engineering 
optimization task can be triggered using the Matlab syntax, including 
calls to any external program. 

In the choice of optimization software discussed here, DAKOTA has 
the broadest spectrum of functionalities. Beside pure optimization tasks, 
DAKOTA enables parameter studies, uncertainty quantification or 
sensitivity analysis. In contrast, EngiO is a special-purpose framework 
for complex engineering optimization tasks, so its functionality is 
limited to gradient-free optimization. 

The quantity of code reflects this broad scope of DAKOTA. Even the 
executable version of DAKOTA (6.12.0) contains more than 6500 files. 
The complete source code of EngiO is contained in about 60 files. 

For visualization of optimization results, DAKOTA features a GUI 
with various graphical options. The code base of the GUI contains over 
2000 files. EngiO does not include a GUI in favor of a lean code and uses 
the Matlab plotting capabilities for graphical output. 

The components of DAKOTA are mainly released under LGPL and are 
distributed via the DAKOTA homepage. EngiO is publicly accessible at 
Github. 

2.4. Advantages of the framework in teaching and research 

At university, students of computer-aided and engineering subjects 
learn the foundations for solving engineering tasks on their own. Espe
cially during their bachelor or master thesis, they are encouraged to 
develop solutions for challenging simulation problems. These problems 
often include a numerical optimization component. With EngiO we aim 
to provide a framework, which can be used by students. Thus, we 
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address the aspects of code complexity, readability and visualization. 
First, the code complexity, with regard to the quantity of source code 

lines, is an decisive aspect in teaching. The architecture of EngiO allows 
a clear and lean source code, which lowers the barriers for students and 
allows a quick familiarization even for inexperienced users, such as 
undergraduate students. User-defined optimization problems and algo
rithms can be implemented quickly and good programming practices are 
encouraged by the interface design. 

Second, the utility of the framework is closely linked to the pro
gramming language used. For teaching purposes, the comprehensible 
Matlab syntax is advantageous, because of its good readability and 
debugging capabilities. The limitation of EngiO to this single language 
facilitates its usage for users with little programming experience. The 
usage is demonstrated by the main script in Listing 1, which starts the 
optimization of the analytic Himmelbau test function (see Appendix A 
Eq. (A.1)) using the Genetic algorithm. 

The optimization problem is defined in lines 5-9 followed by the 
selection of algorithm and optimization settings. The optimization is 
started in line 19 calling the optimization method. The advantages of the 
underlying architecture become apparent, when the user wants to select 
an alternative optimization algorithm. Due to the architecture, only the 
instantiation of the optimization object in line 12 and the algorithm- 
specific parameters in line 15 have to be adjusted. However, the rest 
of the routine remains untouched. Changes in the function calls are not 
necessary, which demonstrates the flexible usage of EngiO. In our 
experience, this accessibility of the code encourages students and re
searchers to focus on creative approaches rather than being frustrated by 
programming bugs. Moreover, due to its ease of use, Matlab is part of 
many engineering courses and often introduced in undergraduate 

programs of universities. Therefore, students are familiar with the syn
tax and environment used for EngiO. 

Finally, the visualization of optimization processes is of great 
importance to impart knowledge to students. Differences between al
gorithms and influence of optimizations settings are more easily un
derstood, if they are shown graphically. Hence, analyzing the design 
space is encouraged, instead of treating the optimal value as the result of 
a black-box process. Due to the plotting capabilities of Matlab and easy 
handling of figures, a GUI is not required. With the plot functions pro
vided by EngiO, students can display their results with a single line of 
code like it is done in line 23 of Listing 1. The sampling pattern in Fig. 3 
corresponds to this example. In the displayed run, an optimal value of 
fopt = 1.64625⋅10− 11 is found at xopt = [ − 2.805119 3.131312 ]

⊺
, which 

corresponds to results reported in literature (see Appendix A). 
In addition to teaching, EngiO is used by doctoral and postdoctoral 

researchers to find optimal solutions for engineering problems or 
benchmarking their own algorithms. Hence, implementation effort, 
parallelization capabilities and open sourcing were the three main as
pects considered in the design of EngiO with respect to the scientific 
community. 

First, the object-oriented architecture of EngiO provides a clear 
structure for the implementation of newly developed algorithms. The 
user benefits from the central implementation of the main iteration loop 
in the parent class and can focus on the algorithm-specific routines for 
initialization, sample generation and processing of results. Splitting the 
algorithmic logic into this three steps and leaving basic functionalities to 
the parent class, greatly reduces the implementation effort and elimi
nates potential for programming bugs. Furthermore, running all algo
rithms within the same framework facilitates benchmarking and 

Listing 1. Main script of EngiO runing the optimization process.  
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scientists benefit from the algorithms already implemented in EngiO. 
Second, engineering simulations typically need a significant amount 

of computation time. To speed up the process, parallel evaluation of 
objectives is of great interest. The architecture of EngiO has the 
advantage that parallel treatment of objective functions is handled by 
the optimizer class. The parallel evaluation of simulation models is 
therefore possible without any additional code development in the al
gorithm implementation. Further, the restart capability enables the 
efficient use of computing time in case of stoppages in the optimization 
run. 

The third advantage refers to the idea of open source code. EngiO as a 
research code is freely accessible via its Github repository. All changes 
and implementations are visible for the worldwide scientific 
community. 

3. Optimization formulation and algorithms 

Depending on the engineering application at hand, the optimization 
problem comprises one or more objectives and may involve constraint 
equations. In the following section, the single- and multi-objective for
mulations are introduced and constrained handling strategies are 
discussed. 

3.1. Single-objective optimization 

Numerous basic engineering optimization problems fall in the cate
gory of scalar, bounded, unconstrained, nonlinear and derivative-free 
optimization problems 

minimize f (x) for f ∈ R, x ∈ Rn, (1)  

where f is the scalar objective function and x is the n-dimensional vector 
of design variables. The space of the design variables is bounded to the 
volume of a hypercube 

xlb ≤ x ≤ xub, (2)  

where xlb and xub are the lower and upper bounding vectors, respec
tively. The optimization framework includes several state-of-the-art al
gorithms suitable for derivative-free single-objective optimization. 
Table 1 lists the implemented algorithms in the order of the year of 

publication. 
Coordinate Descent is one of the oldest and simplest local, derivative- 

free, deterministic optimization algorithms. It employs a round-robin 
variation of each variable around a base point in the design variable 
space. An overview including extensions of Coordinate Descent is given 
by Wright [30]. In addition to this well-known local optimizer, the 
framework includes a second deterministic derivative-free algorithm 
called Global Pattern Search [36]. This is a global deterministic opti
mizer and represents a generalization of the local derivative-free Pattern 
Search [37]. 

Metaheuristics are the most commonly used global derivative-free 
algorithms. They rely on pseudo-random numbers to stochastically 
explore the design variable space of the underlying problem. Many 
metaheuristic optimization algorithms are inspired by natural processes 
like biological phenomena or swarm intelligence [38]. The earliest 
metaheuristic optimizers belong to the class of evolutionary algorithms, 
whereby our framework includes Evolution Strategy [31] and Genetic 
Algorithm [32]. The essence of both algorithms is the abstraction of the 
Darwinian evolution as well as natural selection of biological systems. 
The natural process “survival of the fittest” is represented in terms of 
mathematical operators like crossover, recombination, mutation or 
fitness evaluation. More recent examples of metaheuristic algorithms 
are Simulated Annealing [33], inspired by the annealing process of 
metals, Particle Swarm Optimization [34], inspired by swarm intelli
gence of fish and bird behavior, and Harmony Search [35], inspired by 
arrangement of musical harmonies. 

3.2. Multi-objective optimization 

In multi-objective optimization, the bounded, unconstrained, 
nonlinear and derivative-free optimization problem is solved 

minimize f(x) for f ∈ Rm, x ∈ Rn, (3)  

where f , in contrast to Eq. (2), is the m-dimensional objective function. 
In the case of multi-objective optimization, the concept of Pareto 
dominance is followed. This means that a point x̂ is on the Pareto 
frontier, if there exists no point x such that f(x)⪯f (x̂) [39]. This means 
that the solutions on the frontier are better than others at least in one 
objective. As stated in Section 1, an efficient Pareto sorting code is part 
of the driver class and thus accessible from all algorithm implementa
tions. Currently, the two multi-objective algorithms listed in Table 2 are 
implemented. 

Non-dominated Sorting Genetic Algorithm-II (NSGA-II) [40,41] is an 
expansion of the evolution-inspired Genetic Algorithm and known to 
perform well on most problems [42]. Solutions are ranked by the 
computation of non-dominated sets and a crowding distance is assigned 
to find members of the new population. Additionally, the 

Fig. 3. Screenshot of two-dimensional sampling pattern plot in Matlab with the 
best sampled solution highlighted in red. 

Table 1 
Algorithms implemented for single-objective optimization.  

Optimization algorithm  

Coordinate Descent [30] 
Evolution Strategy [31] 
Genetic Algorithm [32] 
Simulated Annealing [33] 
Particle Swarm Optimization [34] 
Harmony Search [35] 
Global Pattern Search [36]  

Table 2 
Algorithms implemented for multi-objective optimization.  

Optimization algorithm  

Non-dominated Sorting Genetic Algorithm-II (NSGA-II) [40] 
Multi-Objective Global Pattern Search (MOGPS) [36]  
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single-objective Global Pattern Search is extended to a multi-objective 
version. The so-called Multi-Objective Global Pattern Search (MOGPS) 
optimizes problems in a deterministic manner. 

3.3. Constrained optimization 

Some engineering problems require the use of constraints, which 
define a feasible region inside the bounded design space. The con
strained optimization problem can be stated similar to Eqs. (2) and (3) as 

minimize f(x) s. t. g(x) ≥ 0
h(x) = 0

for f ∈ Rm, g ∈ Rp, h ∈ Rq, x ∈ Rn,

(4)  

where g(x) is a one-sided inequality and h(x) an equality constraint 
equation comprising p and q constraint equations, respectively. In gen
eral, static penalty techniques expand the objective function such that 
the constrained optimization problem is defined as 

minimize f(x) + Φ(g(x),h(x))
for f ,Φ ∈ Rm, g ∈ Rp, h ∈ Rq, x ∈ Rn,

(5)  

where Φ is the vector-valued penalty function. The implemented static 
penalty constraint handling techniques are listed in Table 3. 

According to Coello Coello [29], the techniques are divided into 
interior and exterior approaches. Interior methods restrict the design 
space to feasible solutions only. On the one hand, if there is only a very 
small feasible region, an application of these approaches can result in 
entirely missing the feasible region. On the other hand, in case of success 
they will definitively provide feasible solutions only. In contrast, exte
rior methods do not restrict the design space and thus are suited for 
problems with small or even non-existent feasible regions. However, the 
optimal solution obtained using an exterior approach will often not be 
inside the feasible region. 

As an example, using the linear penalty technique, the violation of an 
inequality constraint g(x) is penalized by 

Φg
i =

{
− rg

i ⋅g(x) g(x) < 0
0 g(x) ≥ 0,

(6)  

where rg
i are the corresponding penalty vector entries and i denotes the 

objective function index. In the case of one equality constraint g(x), the 
linear penalty function 

Φh
i = rh

i ⋅|h(x)| (7)  

evaluates the constraint violation weighted by penalties rh
i specified for 

each objective i. This vector formulation of the penalty functions enables 
imposing constraints on multi-objective optimization problems as well. 
The final penalty added to the objective function is expressed by the sum 
over all equality as well as inequality penalty values 

Φi =
∑

g
Φg

i +
∑

h
Φh

i . (8)  

4. Optimization of analytic test functions 

Several single- and multi-objective analytic test functions are 
implemented in the framework. This way, newly implemented or 

modified optimization algorithms can be easily tested and compared to 
each other as well as to established methods. In the following sub
sections, optimization algorithms are exemplarily applied to different 
analytic test functions and optimization results are presented. A single- 
objective unconstrained, a single-objective constrained and a two- 
objective unconstrained problem are considered. 

4.1. Single-objective optimization without constraints 

Firstly, the unconstrained Himmelblau test function (see Appendix A 
Eq. (A.1)) is chosen to illustrate the optimization process using two 
different optimization methods. This multimodal test function posses 
four local minima, which are also global minima. As the implemented 
optimization algorithms are based on several different, mostly nature- 
inspired approaches, the sampling patterns shown in Figs. 4 and 5 are 
stochastic. 

All samples are displayed as black dots and the red circle represents 
the best value found after reaching the limit of 1000 evaluations. The 
sampling patterns of Evolution Strategy and Harmony Search are quite 
different. Evolution Strategy samples in a cloud-like structure around 
the initial set of samples, whereas Harmony Search explores the design 
variable space in a crosswise pattern. 

As indicated by the contour plot, the Himmelblau function has four 
optimal, equally valued solutions fopt = 0. For the displayed runs, sig
nificant differences emerge during convergence. While Evolution 
Strategy converges to the optimum in the lower right corner, Harmony 
Search finds the optimal solution in the upper left corner of the design 
value space. As the applied algorithms are metaheuristic, they will reach 
a different optimum with every run and the four solutions will only 
become apparent to the user when a sufficient number of runs is con
ducted. The minimum objective function values for the displayed run 
are fopt = 1.72⋅10− 7 for Evolution Strategy and fopt = 1.60⋅10− 6 for 
Harmony Search. 

4.2. Single-objective optimization with constraints 

As many engineering optimization problems have constraints 
attached to them, the framework provides several different static pen
alty constraint handling techniques. To give an example of a single- 
objective test problem with one inequality constraint, the two- 
dimensional Simionescu function (see Appendix A Eq. (A.2)) is used. 
This multimodal test function features a geometrically complex 
constraint definition. For this example, the constraint equation is solved 
using the exterior linear penalty method. Particle Swarm Optimization 
and Genetic Algorithm are applied to this analytic test function with the 
maximum number of evaluations limited to 2000. 

Table 3 
Static penalty constraint handling techniques provided by the 
framework.  

Exterior Interior 

Linear penalty Logarithmic penalty 
Quadratic penalty Reciprocal penalty  

Death penalty  Fig. 4. Sampling pattern of Evolution Strategy on Himmelblau function.  
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Figs. 6 and 7 show the history of objective function evaluations for 
both optimization runs. The objective values determined for 2000 
samples are represented by black dots. The best constraint-satisfying 
objective function values found in the optimization are highlighted in 
red. All samples located below the red line violate the constraint. 

Regarding the convergence of the best objective function value, it is 
apparent that both algorithms reach the optimal solution fopt = − 0.072 
after approximately 250 objective function evaluations. However, the 
spread of the samples in the objective value space differs. There are only 
few samples of Genetic Algorithm that scatter in the objective value 
space, whereas the samples of Particle Swarm Optimization are 
widespread. 

Figs. 8 and 9 display the convergence of the related constraint 
equation value itself. According to the problem definition in Eq. (4), 
negative constraint values denote infeasible designs. In general, the 
evolution of constraint values shows the same tendency as discussed for 
the constrained objective value space. The constraint value calculated 
when applying Genetic Algorithm clearly converges to zero after 
approximately 300 objective function evaluations. On the contrary, a 
convergence of the constraint value calculated when applying Particle 
Swarm Optimization is only visible after approximately 1000 
evaluations. 

4.3. Multi-objective optimization without constraints 

Engineering applications often have more than one goal and the 
objectives are contradictory. This is where multi-objective optimization 
can be of great importance, as it can calculate Pareto-optimal solutions. 

Of course, it is the user’s decision to pick a suitable solution out of the 
(possibly infinite) set of optimal solutions to the problem at hand. 

Figs. 10 and 11 show the optimization results of the two imple
mented multi-objective optimization algorithms on the three- 
dimensional, two-objective, unconstrained test function Kursawe (see 
Appendix A Eq. (A.3)). The Kursawe test function has Pareto-optimal 
regions which are volumetric, flat, linear as well as point-like. In each 
case, the number of objective function evaluations is set to 1000. 

Both algorithms find the four separated Pareto-optimal regions in the 
objective value space, which are three S-shaped sections and one iso
lated point close to a second objective value of zero. Still, the difference 
in the resolution and thus the clarity of the Pareto-optimal regions is 
apparent. In this case, the Pareto frontier calculated with deterministic 

Fig. 5. Sampling pattern of Harmony Search on Himmelblau function.  

Fig. 6. Objective values of Particle Swarm Optimization on Sim
ionescu function. 

Fig. 7. Objective values of Genetic Algorithm on Simionescu function.  

Fig. 8. Constraint values of Particle Swarm Optimization on Sim
ionescu function. 

Fig. 9. Constraint values of Genetic Algorithm on Simionescu function.  

R. Berger et al.                                                                                                                                                                                                                                  



MOGPS is more evenly sampled than the Pareto frontier calculated with 
NSGA-II. 

5. Application to engineering problems 

Subsequent to the optimization of test functions, this section shows 
three engineering problems in the field of wind energy. As before, a 
single-objective unconstrained, a single-objective constrained and a 
two-objective unconstrained problem are considered. 

5.1. Damage localization using finite element model updating 

Finite element (FE) model updating is based on the assumption that 
differing mechanical properties cause detectable changes in the struc
tural behavior [43]. In terms of damage assessment, this means that 
damage-induced variations in the mechanical properties can be detected 
by updating specific parameters of the FE model to the structural 
behavior [44]. Thus, FE model updating can be employed as a 
vibration-based, non-destructive damage assessment method. In this 
contribution, changes in the structural behavior are to be found in terms 
of stiffness deviations. 

As a practical engineering problem, the FE model updating of the 
offshore wind turbine rotor blade shown in Fig. 12 is conducted. Here, 
only a brief summary of the approach is given to understand the 
resulting optimization task. For more detailed information, it is referred 
to Bruns et al. [45]. Specifications of the NREL offshore 5-MW baseline 
wind turbine [46] are used to create the FE model of the 63 m long 

blade. 
The FE model with nominal properties represents the healthy state of 

the rotor blade and is therefore referred to as reference model. Addi
tionally, a model with a fictitious damage is created by reducing the 
edgewise bending stiffness of certain elements by two percent. This 
model of the damaged blade is named the target state. The position of 
the damage of the target state is illustrated in Fig. 13, where EI0

i cor
responds to elements with nominal and EIθ

i elements with reduced 
stiffness. 

The goal of the model updating procedure is to iteratively change the 
properties of the reference model to meet the target state, where the 
stiffness deviation along the blade is described by a set of design vari
ables. In favor of a minimal set of design variables and FE mesh inde
pendence, a stiffness distribution function is introduced for the 
considered beam model as it is shown in Fig. 14. 

The respective design variable vector is 

x = [μ,D, σ]⊺, (9)  

where μ represents the spanwise position, D represents the intensity of 
the damage, and σ represents the width of the normal distribution. As 
the FE model is meshed with a discrete amount of beam elements, ele
mentwise stiffness scaling factors 

θi = 1 −

(

D⋅F(si, μ, σ) −
∑i− 1

j=1
1 − θj

)

(10)  

are calculated, where F(si, μ, σ) is the cumulative distribution function, si 
the spanwise position and θj the stiffness scaling factors of previous el
ements. 

To match the structural properties of the target state, the objective 
function compares the mode shapes of the current model to the mode 
shapes of the target state. The objective function 

f (x) =
∑N

i=1
(1 − MACi(x))2 (11)  

is formulated using the Modal Assurance Criterion (MAC) defined by 
Allemang and Brown [47] for a number of N = 10 mode shapes. This 
objective function contains multiple local minima, which result from the 
mode shape geometry [36]. The optimization problem is solved using 
Genetic Algorithm. The convergence behavior is shown in Fig. 15, where 
the history of the design variables is illustrated for 1000 objective 
function evaluations. 

Although Genetic Algorithm generates samples broadly along the 
defined design bounds, featuring a scattering sampling pattern, it finally 
converges to an optimal design. 

The design variables corresponding to the computed optimum 
localize the damage position with a good accuracy. The computed 

Fig. 10. Pareto frontier of NSGA-II on Kursawe function.  

Fig. 11. Pareto frontier of MOGPS on Kursawe function.  

Fig. 12. CAD model of a wind turbine rotor blade.  

Fig. 13. Spanwise position of the fictitious damage on the 63 m long blade.  
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damage position μ = 15 m is close to the true position of the defect, 
which is at 15.7 m (Fig. 13). The obtained damage intensity D = 7.7% 
quantifies the artificially induced damage of 8% correctly. The design 
variable σ is determined to be close to 1. According to the 2σ interval, 
this means that about a region of ±2 m of the blade is damaged. 
Compared with Fig. 13, it turns out that the optimization results fit the 
target state. 

5.2. Jacket substructure design optimization 

Support structures of offshore wind turbines in water depths of more 
than 40 m are often constructed using jacket substructures (Fig. 16). The 
design of jacket substructures includes a series of decisions with regard 
to the topology and the dimensions. In many cases, these decisions are 
based on experience and expert knowledge. However, current research 
results [48,49] show that state-of-the-art jackets can still be improved by 
incorporating numerical optimization. 

The optimization of jacket substructures is challenging in two re
spects. Firstly, jacket substructures are complex structures that differ in 
topology as well as in size of the assembled parts. For the accurate 
description of the structure, a relatively large set of parameters is 
necessary. In the context of optimization, this is disadvantageous, 
because the dimension subsequently determines the number of objective 
function evaluations and thus the numerical effort. Based on the work of 
Häfele et al. [49], the jacket model comprises ten design variables 

x =
[
Rfoot, ξ, q,DL, βb, βt, γb, γt, τb, τt

]⊺
, (12)  

where Rfoot is the foot radius of the jacket, ξ is the ratio between head 
and foot diameter, q is the ratio of two consecutive bays, DL is the leg 
diameter, βb and βt are the brace-to-leg diameter ratios, γb and γt are the 
leg radius-to-thickness ratios and τb and τt are the brace-to-leg thickness 
ratios at bottom and top. For details and visualizations of the design 
variables, it is referred to Häfele et al. [50]. The number of legs is set to 
three and the number of braces layers (bays) is set to four. 

Secondly, jacket designs have to be evaluated according to the en
gineering requirements. Time-domain simulations are needed for 
various load cases to assess the fatigue life and the ultimate limit state of 
the jacket. To improve the efficiency, the fatigue and ultimate limit state 
assessments are approximated a priori by surrogate models (Gaussian 
Process Regression) [51]. Further, an analytic cost model calculates the 
total expenses due to material, fabrication, coating, transport, connec
tors and installation. Based on the engineering problem statement, we 
formulate the optimization problem 

minimize Ctotal(x),
s.t. g1(x) ≥ 0 and

g2(x) ≥ 0,
(13)  

where the objective function Ctotal(x) represents the jacket costs, while 
the imposed constraints refer to fatigue g1(x) and ultimate limit state 
g2(x) assessments [52,53]. For detailed information on application of 
guidelines it is referred to Häfele et al. [49]. The constrained problem 
formulation is optimized using Particle Swarm Optimization and a linear 
exterior penalty expression. Figs. 17 and 18 show the constraint values 
for 40000 objective function evaluations. 

In both cases, a clear convergence of constraint values towards zero 
is noticeable after approximately 35000 evaluations. The optimization 

Fig. 14. Parameterization of the stiffness distribution function by design vari
ables (μ,D, σ) along the blade span. 

Fig. 15. Convergence of the design variables using Genetic Algorithm.  

Fig. 16. Schematic design of jacket substructures.  
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history with regard to the objective values reflects this tendency and is 
shown in Fig. 19. The optimal design 

xopt =
[
Rfoot, ξ, q,DL, βb, βt, γb, γt, τb, τt

]⊺

= [12.73, 0.53, 0.87, 1.04, 0.80, 0.80, 12.04, 18.00, 0.50, 0.46]⊺
(14)  

determined after 40000 objective function evaluations is depicted in 
Fig. 20. It has a foot radius of Rfoot = 12.7 m, a head radius of Rhead =

6.8 m and a leg diameter of DL = 1.0 m. The costs for one jacket sub
structure are Ctotal = 2922400$ in the optimal case with the two con
straints satisfied. In this example, the jacket substructure is optimized 
according to a lifetime of 30 years. 

5.3. Analysis of morphing trailing edge flap with integrated multistable 
laminates 

Morphing trailing edge flaps are promising candidates for alleviating 
loads in large wind turbine rotor blades. In this concept, the inflexible 
trailing edge of rotor blades is replaced by a flexible flap. This flap 
shown in Fig. 21 can be actuated dependent on variable wind conditions 
and improves the efficiency of the wind turbine. The morphing of the 
flexible flap can be achieved using multistable laminates and piezo ac
tuators [54]. For background information regarding morphing trailing 
edge flaps with integrated multistable laminates, it is referred to Haldar 
et al. [55]. 

The multistable laminate considered has two stable states that are 
depicted in Figs. 22 and 23. The changes between the curved and 
straight shape are called snap-through and snap-back. They are trig
gered by a set of actuators placed on both sides of the bistable laminate. 
The bistability enables the flap to remain in one stable state, unless the 
actuators are triggered. 

As the location of the actuators plays a crucial role in triggering the 
snap-through and snap-back process, the optimization is an apparent 
need to achieve an optimal design. Since the simultaneous optimization 
of all actuator locations would result in a high-dimensional design 
variable space, which is computationally prohibitive, only two actuators 
are considered. In this case, the snap-through actuators, which are 
placed on the bottom surface, are optimized. The actuator positions at 
the top surface are therefore fixed during the optimization. 

As shown in Fig. 24, the snap-through actuators should be placed 
symmetrically on the plate, and their position can be specified by two 
coordinates a and b. Therefore, the two-dimensional design variable 
vector 

Fig. 17. First constraint values of Particle Swarm related to fatigue.  

Fig. 18. Second constraint values of Particle Swarm related to ultimate 
limit state. 

Fig. 19. Objective values of Particle Swarm on jacket cost function.  

Fig. 20. Topology of optimal jacket design.  

Fig. 21. FE model of a flap with bistable laminates.  
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x = [a, b]⊺ (15)  

includes the horizontal and vertical coordinate of the geometrical center 
of one actuator. The second snap-through actuator is placed symmetri
cally to the first one. 

To find the best location of the actuators, two conflicting objectives 
have to be considered. Firstly, it is favorable to increase the maximum 
out-of-plane displacement of the curved shape |uo| to maximize 
morphing movements of the flap. Secondly, the snap-through force, 
exerted by application of voltage Vsnap to the sctuators, should remain 
small. 

Thereby, the two-objective optimization problem 

minimize f(x) =
(
− |uo(x)|
Vsnap(x)

)

(16)  

is formulated. A detailed FE model is used to carry out the analysis of the 
morphing action of respective designs. Out-of-plane displacements and 
snapping voltages are calculated. MOGPS is applied to carry out the 
optimization. 

The results determined for the optimal location of snap-through ac
tuators are illustrated in Figs. 25 and 26. Sampled solutions are dis
played as black dots, whereby the Pareto-optimal points are highlighted 
in red. Non-dominated solutions in the left portion of the frontier shown 
in Fig. 25 correspond to actuator designs with high displacements up to 
6.5 mm as well as high snap-through voltage. As the goal was also to 
minimize snap-through voltage, the best solutions in terms of snap- 
through voltage are located in the right portion of the Pareto frontier. 
The displacement is less than 4 mm, which is unfavorably small. 

In Fig. 26, the Pareto-optimal solutions agglomerate mainly in two 
distinct areas. The points related to small values of the design variable a 
correspond to designs with high displacements, but high snap-through 
voltage. The Pareto-optimal points in the second area, comprising 

greater values of 0.6 ≤ a ≤ 0.8, lead to designs with reduced snapping 
voltage and smaller maximal displacements. According to expert pref
erences, the optimal arrangement is found for a displacement of uo =

4.2 mm and snapping voltage of Vsnap = 1050V. The related design 
variables are a = 5.58 mm and b = 49.4 mm. Since the analyzed 
laminate has a size of 100× 30 mm, this solution corresponds to an 
installation slightly offset in the middle of the rectangular laminate. 

6. Conclusion 

In this paper, EngiO – the Engineering Optimization framework – is 
introduced to facilitate the optimization of practical engineering prob
lems for teaching and research purposes. The key innovation of EngiO is 
associated with its object-oriented software architecture. The core of the 
architecture is the optimization class, which inherits methods to derived 
algorithm classes. It constitutes the unified interface between optimi
zation problem and algorithm and centralizes the main optimization 
loop. All algorithmic implementations hence follow the same compre
hensible pattern of initialization, sampling and processing of results. 
This handling of derivative-free algorithms in one framework leads to 
clean concise code that is beneficial both for experienced researchers as 
well as undergraduated students. Supporting global and local derivative- 
free optimizers and single- and multi-objective optimization problems 
with and without constraints, EngiO is perfectly suited to facilitate en
gineering optimization. To demonstrate this feature in this work, three 
engineering problems, which greatly differ in terms of objectives, were 
solved. 

The architecture of EngiO is designed for derivative-free algorithms 
only. Hence, gradient-based algorithms are not compatible with the 
interface defined by the architecture of EngiO. In favor of a lean code, 
the integration of optimization packages is not supported in the frame
work. Using Matlab and GNU Octave, the computation speed is a 

Fig. 22. Curved shape of rectangular bistable laminate.  

Fig. 23. Straight shape of rectangular bistable laminate.  

Fig. 24. Bottom view of the bistable laminate with two snap-through actuators.  

Fig. 25. Objective value space of actuator optimization with MOGPS.  

Fig. 26. Design variable space of actuator optimization with MOGPS.  
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drawback compared to other programming languages. Considering 
optimization of numerically expensive problems, this is insignificant due 
to the computation time of the model itself. 

In the future, we are planning to apply the framework to new opti
mization problems as well as to implement additional algorithms to 
further improve the capabilities of EngiO. The current and future ver
sions of the framework are available under GPLv3 license at htt 
ps://github.com/isd-luh/EngiO. 
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Appendix A. Test functions 

Himmelblau [56,57] 

f (x) =
(
x2

1 + x2 − 11
)2

+
(
x1 + x2

2 − 7
)2 (A.1)  

s.t. [ − 6 − 6 ]⊺ ≤ x ≤ [ 6 6 ]⊺  

Minima : f (3, 2) = 0
f ( − 2.805118, 3.131312) = 0
f ( − 3.779310, − 3.283186) = 0
f (3.584428, − 1.848126) = 0 

Simionescu [58] 

f (x) = 0.1x1x2 (A.2)  

s.t. [ − 1.25 − 1.25 ]⊺ ≤ x ≤ [ 1.25 1.25 ]⊺

1.0 + 0.2cos
(

8.0arctan
x1

x2

)2

−
(
x2

1 + x2
2

)
≥ 0 

Kursawe [59] 

f(x) =

⎛

⎜
⎜
⎜
⎜
⎝

∑2

i=1

[

− 10exp
(

− 0.2
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

x2
i + x2

i+1

√ )]

∑3

i=1

[
|xi|

0.8
+ 5sin

(
x3

i

)]

⎞

⎟
⎟
⎟
⎟
⎠

(A.3)  

s.t. [ − 5 − 5 − 5 ]⊺ ≤ x ≤ [ 5 5 5 ]⊺  

Minima : f ( + 0.84852813,+0.84852813) = − 0.072
f ( + 0.84852813, − 0.84852813) = − 0.072
f ( − 0.84852813,+0.84852813) = − 0.072
f ( − 0.84852813, − 0.84852813) = − 0.072  
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4 Optimization of Blend Repairs

4.1 Research Context

Geometric variations of compressor blades have been studied from different scientific per-
spectives for a long time [62, 27]. In particular, changes of the blade profiles are of interest
for the aerodynamic flow around the blade [96] and the blade mechanics [82]. In terms of
mechanical properties, sensitivity studies of blade variations are performed with regard to
natural frequencies and modes shapes of blades [30], vibration amplitudes [28], mistuning [85]
and, endurance limits [83].
Paper B addresses the influence of blade geometry by analyzing changes in natural frequen-
cies and mode shapes of compressor blisk blades. In contrast to other works mentioned, the
paper does not consider variances due to manufacturing or operation. The impact of blend
repairs on blade frequencies is studied instead, because the blend could be regarded as a
special case of geometric change in the blade contour. Unlike other variations, blends are
firstly introduced locally and secondly by purpose. Works that also deal specifically with
this repair are presented by Day et al. [44] and Karger and Bestle [95]. These works and the
work presented in paper B are united in the pursuit of a systematic approach to appropriate
repairs. However, the combination of numerical simulation of blend repairs, evaluation of
objectives, and optimization strategy is unique for the approach presented by the author of
this thesis.

4.2 Methods

In order to evaluate the effect of blend repairs on structural properties, a blend repair model
is first developed in paper B. To this end, a parametric description is introduced that specifies
the blend repair design by three scalar variables. These design variables define the size and
location of an ellipsoidal volume. The final blend contour results from a Boolean operation
of the ellipsoid with the nominal blade. According to the blend thus defined, the FE mesh
of the nominal model is modified by applying a customized local remeshing procedure. This
preserves most of the nominal discretization and allows automated numerical simulation.
The second part of paper B deals with the application of numerical optimization to improve
blend repairs. A multi-objective approach [114] is adopted to consider two frequency criteria
in the decision process. Both objective functions are related to the natural frequencies of
blades since the frequency tuning is the structural aspect most affected by blending. The
first objective function considers the change in frequencies relative to nominal ones to prevent
mistuning. Since in the operating range mainly six vibration modes are relevant, the worst
case out of the six relative frequency changes determines the first objective. The second
objective function is inspired by frequency criteria also used in the early design phase. It is
computed from the minimal relative distance of the six natural frequencies to excitation
frequencies. The optimization framework EngiO, which is introduced in paper A, is utilized
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to perform multi-objective optimization. In paper B, the Multi-Objective Global Pattern
Search [86] approach is used. All modal quantities, which are involved in the evaluation of
objective functions of the optimization task, are computed using the commercial FE software
Abaqus.

4.3 Results and Outlook
Using the developed blending model the sensitivities of different blend sizes and positions are
studied for the first six natural frequencies of the blade. Therewith, the correlation between
the mode shapes and the spatial position of the blend repairs is elaborated. The main
outcome of paper B is the Pareto optimal set of blend repair solutions presented for two
different damage patterns. According to the damage pattern considered, the Pareto frontier
has different characteristics. While in the first example the frontier has a continuous course,
the second damage pattern shows a discontinuity. By considering related blend shapes, the
repair design has to be selected from the set of Pareto optimal solutions according to further
engineering preferences.
Since the removed material leads to a detuning of the single blade and a change in the
aerodynamic contour, the optimization problem would greatly benefit from the consideration
of the mistuning of the entire blisk and the aerodynamic properties.

4.4 Paper B: A Two-Objective Design Optimisation Approach for
Blending Repairs of Damaged Compressor Blisks

The following paper is published in Aerospace Science and Technology, Volume 105, October
2020, pages 106022 (https://doi.org/10.1016/j.advengsoft.2020.102959).
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The main work was done by the author of this thesis. Benedikt Hofmeister contributed
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The blending of compressor blades leads to a permanent modification of the blade geometry. According 
to these geometric changes, the modal properties of refurbished blades will generally differ from the 
nominal blade design. Currently, the structural integrity of refurbished blades is maintained by only 
allowing blends within predefined geometric limits, where the final geometry of the blend is based on a 
case-by-case decision made by the technician.
This work contributes to repair decisions by utilising multi-objective optimisation methods to find 
structurally optimised blend designs. A parameterised blending model is introduced to uniquely specify 
the repair design for any blade geometry. Blend designs are analysed systematically by linking the 
blending model with the Finite Element model of a bladed sector. The influence of the blending shape is 
evaluated by means of blade-alone frequencies and vibration mode shapes. A two-objective optimisation 
problem is derived from the frequency tuning of blended blades. The first objective results from the 
deviation of natural frequencies from the nominal ones, the second objective considers the proximity 
of natural frequencies to resonance frequencies. Moreover, the approach is applied to one bladed sector 
of a compressor blisk. The sensitivities of the blend geometry regarding the first six vibration modes 
are studied. Two damage patterns at different positions at the leading edge of the blade are chosen 
to exemplarily demonstrate the capability of the proposed approach. For both damage patterns, the set 
of Pareto optimal solutions is found using Global Pattern Search. The courses of the Pareto frontiers 
clearly differ and are identified to be specific for each damage pattern. Depending on the damage 
pattern, discontinuous as well as continuous Pareto frontiers are determined. Providing Pareto optimal 
solutions for repair designs, the developed approach can be understood as a valuable complement to 
purely experience-based design decisions.

© 2020 Elsevier Masson SAS. All rights reserved.

1. Introduction

The maintenance and repair of jet engine parts is becoming 
increasingly important with more elaborated and complex part de-
signs. About 80 percent of defect blade integrated disks (blisks) are 
repaired by blending [1]. The repair technique involves the removal 
of the blade material around a defect to prevent crack growth [2]. 
The repair of blades by blending, therefore, leads to permanent 
changes in the geometry and the resulting contour always deviates 
from the nominal shape. In most cases, the repairs are carried out 
manually and appropriate decisions during the maintenance proce-
dure are taken individually by maintenance technicians. The repair 
design of the blend and the final geometry of the repaired blade is 
thus the result of subjective assessments.

* Corresponding author.
E-mail address: r.berger@isd.uni-hannover.de (R. Berger).

Several studies on blade geometries have shown that even small 
geometric deviations from the initial blade geometry significantly 
impact the structural and aerodynamic properties. Garzon and Dar-
mofal [3] investigated the effect of geometric variances with fo-
cus on the aerodynamic performance. They employed the Principal 
Component Analysis (PCA) to capture the essential geometric in-
formation of the blade surface and performed a probabilistic blade 
passage analysis. The aerodynamic performance as well as the me-
chanical behaviour of a fan blisk were recently analysed by Schnell 
et al. [4]. Due to the manufacturing tolerances, variations in fre-
quencies up to a standard deviation of 3 Hz were determined. 
Performance degradation caused by geometric modifications on the 
leading edge were proven by Keller et al. [5]. Publications focus-
ing on the structural properties of compressor blades are provided 
by Brown et al. [6,7]. A forced response analysis was conducted 
and fatigue strength was evaluated for scattering fan geometries 
of an integrally bladed rotor. The parametrisation and modelling 

https://doi.org/10.1016/j.ast.2020.106022
1270-9638/© 2020 Elsevier Masson SAS. All rights reserved.
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of manufacturing tolerances was further addressed by Heinze et 
al. [8] and Backhaus et al. [9]. Scattering endurance limits and 
natural frequencies were computed for manufactured compressor 
blades. In addition to the blade-alone frequencies, the frequency 
mistuning pattern is considered by Maywald et al. [10]. A model 
update procedure involving mesh morphing of nominal blades was 
presented. The amplification of vibrations due to blending was cur-
rently emphasised by Beck et al. [11]. They investigated the forced 
response of small and large blends in the context of a mistuned 
rotor. The studies demonstrate that not only manufacturing toler-
ances but also intentionally modified blades have to be considered 
more precisely. In particular, repair designs should be regarded, 
because they can be influenced more actively in contrast to the 
manufacturing tolerances.

So far, there are only few works that deal with the integrity 
of repaired blades. The challenges involved in high-tech repairs 
and manufacturing of blisks were summarised by Bussmann et al. 
[12,2]. Tip and edge blends of blades were systematically evaluated 
by Day et al. [13], who built up a database of different blending 
shapes. The crack ignition on circular blending shapes in repaired 
plates was analysed by Burchil and Heller [14]. The fatigue strength 
of repaired impeller blades was studied by Xu et al. [15]. The 
works are usually based on simulation models that are parame-
terised according to the design, e.g. [16]. Therewith, the models 
can be integrated in a numerical optimisation approach. A multi-
objective problem formulation was proposed by Karger and Bestle 
[17]. A D-shaped blending was optimised according to blade mass 
and fatigue strength. Results were presented for designs on the 
Pareto frontier. Multi-objective optimisation of blends with regard 
to blade mass and frequencies using a simplified simulation model 
were conducted by Berger et al. [18]. Furthermore, optimisation 
methods are extensively used during the aerodynamic and struc-
tural design phase in order to find optimal nominal blade shapes 
[19–22]. Two-objective airfoil shape optimisation is addressed by 
Lim and Kim [23], who propose a combination of evolutionary and 
direct search algorithms for efficient optimisation of lift and drag 
conditions.

In this paper, we focus on the design of repairs by blending 
from a structural point of view. A new approach is developed to 
utilise multi-objective optimisation to find individually optimised 
blending shapes. This enables to consider the susceptibility of the 
blades to vibration that is defined by two frequency criteria simul-
taneously. On the one hand, the natural frequencies of the blended 
blade are supposed to be close to the natural frequencies of the 
nominal blade design. Therefore, the relative change in all natural 
frequencies should be small. On the other hand, like in the initial 
design process, resonance conditions have to be avoided. The sus-
ceptibility of the blades to vibration is decreased by maximising 
the distances between natural and related excitation frequencies. 
In contrast to existing works, we thus combine criteria of initial 
design and repair design in our integrated optimisation proce-
dure. Since the two goals may conflict each other, we propose a 
two-objective optimisation formulation. The calculation of Pareto 
optimal solutions has the advantage that the weighting of objec-
tives is done a posteriori according to user preferences. Therefore, 
the optimisation ends up with Pareto optimal solutions that give 
first guidance to the technicians. The analysis of variations in aero-
dynamic performance falls outside the scope of the current work 
and thus is left out.

In the first part, a unified description of blending shapes is in-
troduced, which allows for an automated generation of blends. For 
the evaluation of repair designs, we further concentrate on natural 
frequencies of the blade-alone model. The modelling of aerody-
namic and mistuning is omitted in favour of fast objective function 
evaluation. In section 3, the two-objective optimisation problem is 
derived from the conflicting frequency criteria. Finally, a trade-off 

between the objectives is exemplarily shown by computing opti-
mal solutions for different damage patterns. Defects are introduced 
at two different positions of the leading edge of one compressor 
blisk sector. Using a Multi-Objective Pattern Search, Pareto opti-
mal blending shapes are successfully determined for both fictional 
examples. On the basis of the two examples, it is shown that 
the course of the frontier may differ in individual cases. The fi-
nal design of the blend can be chosen from the solutions on the 
Pareto frontier and hence the optimisation results complement 
experience-based maintenance decisions.

2. Numerical modelling of blend and blade

The optimisation of blend geometries involves the automated 
generation of numerical models and computation. Therefore, we 
firstly introduce models and the assumptions made during mod-
elling.

2.1. Parameterised blending shape

For the modelling of blends, we propose a parameterised rep-
resentation of the blending shape. According to the typical shape 
of blends, we choose an ellipsoid as illustrated in Fig. 1(a). The ge-
ometry of the blade is assumed to be according to the nominal 
design. The blending shape shown in Fig. 1(b)-(c) results from the 
intersection of the ellipsoid and the blade, where the intersection 
of both volumes specifies the material portion removed. The ellip-
soid therefore corresponds to the blending contour and not to the 
actual machining tool used.

The actual portion removed depends on the size and position 
of the ellipsoid. The size of the ellipsoid in Fig. 1(a) is determined 
by the length of its three principal axes, rx, ry and rz .

Since blend repairs are mainly performed at the leading and 
trailing edges, we further locate the ellipsoid relative to the edge 
of the blade. As shown in Fig. 1(b), a global coordinate frame 
{X, Y , Z} and a local coordinate frame {x, y, z} are used to de-
scribe the geometry of ellipsoid and blade. The global coordinate 
frame is oriented such that X points in axial, Y in tangential and 
Z in radial direction of the blisk. The origin of the local coordi-
nate frame {x, y, z} coincidences with the centre of the ellipsoid 
X C . The principal axes are aligned with the local coordinate frame. 
The position along the edge is parameterised by the scalar distance 
to the blade tip e, which is normalised according to the nominal 
blade height. The distance between the centre of the ellipsoid and 
the leading edge is specified by r′

x (Fig. 1(c)). The x-axis of the 
local coordinate frame is parallel to the camber line at the edge. 
The z-axis of the local coordinate frame is parallel to the global 
Z -direction. Finally, the y-axis is found orthogonal to the x− and 
z-axis by the right hand rule.

By the definition of radii rx, ry and rz as well as the local coor-
dinate frame {x, y, z}, any size and position of ellipsoidal blending 
shape can be modelled. We parameterise the blend by the machin-
ing depth and decompose the first principal axis

rx = d + r′
x, (1)

where d denotes the maximum machining depth. This has the 
main advantage that the parameterisation refers to the final blend-
ing shape rather than to the ellipsoid itself. Moreover, the defini-
tion of the radius rx according to Eq. (1), enforces the size of the 
ellipsoid to always be larger than the machining depth. Parameter 
combinations, where d > rx , are prevented.

Using the coordinate frames introduced, any point P can be 
specified in terms of global or local coordinates. Coordinates are 
mapped using the affine transformation

xP = Rᵀ · (X P − X C ) , (2)
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Fig. 1. Ellipsoid (a) and position of the blending shape at the leading edge of a compressor blade (b) and view of x − z plane (c).

where R is the rotation matrix, xP are the local and X P the global 
point coordinates. The rotation matrix R is an orthogonal matrix 
and comprises the basis vectors of the local coordinate frame in 
each of its columns.

In addition to the blending shape, the damaged portion of the 
blade is modelled. We choose a point cloud to describe the defect 
of the blade. Depending on the defect, different numbers of points 
may be necessary to describe the damage pattern sufficiently accu-
rate. In this context, the parameterisation of the blending shape by 
an ellipsoid is advantageous. Each damaged point is transformed to 
local coordinates (xP , y P , zP ) according to Eq. (2). The evaluation 
of

xP

rx
2

+ y P

ry
2

+ zP

rz
2

≤ 1 (3)

efficiently checks, whether the defect is removed by the blending 
procedure. If the inequality condition is fulfilled, the blending com-
pletely removes the damage. Otherwise, the blending design is not 
permissible in the case considered.

2.2. Blade-alone model

A compressor blisk designed for a test rig is taken as nominal 
design to demonstrate the applicability of the blending model. The 
blisk is made of titanium alloy and installed in a 1.5-stage axial 
compressor for aerodynamic experiments [24]. The nominal blisk 
is rotationally symmetric and consists of 24 blades with a blade 
height of about 70 mm. Following the assumption that manufac-
turing tolerances can be neglected, all bladed sectors are identical 
and the whole blisk can be modelled by one periodic sector. The 
geometry of one periodic sector and the corresponding nominal Fi-
nite Element (FE) mesh are shown in Fig. 2.

In the depicted nominal case, the sector is meshed with about 
24 000 quadratic tetrahedral and hexahedral elements and com-
prises about 42 000 nodes. The type and order of elements is 
chosen according to the local complexity of the geometry and the 
non-linear deformation. Following the analytical blending model 
introduced in the previous section, the geometry of the nominal 
blade is modified to the blended case. Typically, there are two 
ways to implement an interface between the analytical expression 
and numerical simulation. One approach is based on the modi-
fication of the nominal CAD data and therefore involves a com-
plete remeshing of the structure [25]. Alternatively, changes may 
be made on the discretised nominal FE model [26]. We propose a 
mesh-based preprocess to transfer the structural changes to the FE 
simulation. The blended region is remeshed locally, while the rest 
of the mesh is maintained. A pure mesh morphing procedure is 
not applicable due to complex geometry and large blending shapes. 

Fig. 2. Blade geometry (a) and FE model (b) of the compressor blisk sector used for 
numerical studies.

Fig. 3. Close-up of nominal (a) and locally modified FE mesh (b).

Consequently, the local remeshing around the blend is a trade-off 
between complete new mesh generation and morphing. The result-
ing mesh without and with blend is shown in Fig. 3. The quality of 
the inserted FE elements is not as good as that of the initial ones. 
However, it is sufficient for the modal analysis performed subse-
quently.

The displacements in axial and radial direction are constrained 
at appropriate surfaces near the rotor hub. The rotation of the sec-
tor is restricted by imposing appropriate displacement constraints 
on the sector faces. The effect of mistuning is not considered here, 
because we limit our analysis on a single sector only. For the in-
fluence of mistuning, we refer to [27], where we put the emphasis 
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Fig. 4. Campbell diagram of blisk sector covering the operating range up to nominal 
speed and the first six natural frequencies f1- f6.

on aerodynamic and structural mistuning. Material properties are 
specified according to the mechanical properties of Ti-6Al-4V at 
nominal operating temperature [28]. The vibration behaviour is 
analysed performing modal analysis, assuming a nodal diameter 
of twelve, which is N/2. The modal analysis includes pre-stresses 
according to the rotational speed and steady pressure forces. The 
natural frequencies and vibration modes are evaluated using the 
commercial FE solver Abaqus. As typical for rotating machinery, 
we use the Campbell diagram in Fig. 4 to display the natural and 
excitation frequencies. The intersections of engine order lines and 
natural frequencies denote resonance conditions, which may lead 
to high vibration amplitudes and must be avoided especially at 
nominal operating speed.

The natural frequencies shown in the Campbell diagram vary 
with rotational speed. Changes in frequencies are quite small, but 
become apparent, if frequencies at standstill are compared with 
the frequencies at nominal speed. The first natural frequency for 
example increases from 579 Hz to 738 Hz. At a nominal rotational 
speed of 17100 rpm most natural frequencies show no resonances. 
Only the third natural frequency of the nominal design is relatively 
close to one engine order line. This has been accepted during the 
initial design process, as it was primarily driven by aerodynamic 
interests. The monitoring system of the 1.5-stage axial compres-
sor ensures a safe operation of the blisk in the test rig. Further, we 
focus on the first six vibration modes only, because the highest ex-
citation considered is the 26st engine order. This excitation results 
from the upstream stator guide vanes in the rig. Higher excitation 
orders are not considered.

In case of blend repair, the shape of the blade is modified 
locally and the blade geometry is changed. Thus, the Campbell di-
agram of the repaired blade differs from the nominal one, even if 
the loading conditions are assumed to remain unchanged. Some-
times, even the mode shapes interchange due to larger geometric 
modifications. Moreover, blending always involves the removal of 
material which reduces the total mass of the part, and thus nat-
ural frequencies consequently tend to increase. In addition, the 
removed portion of material has an impact on the local stiffness 
of the blade, where natural frequencies may decrease as a result. 
The influence on the natural frequency strongly depends on the 
location of blending and the related mode shape. In general, re-
pairs in regions with high vibration amplitudes mainly reduce the 
resonating mass and result in higher frequencies. Next to a vibra-
tion node, the effect of stiffness reduction is more significant. In 
order to analyse the impact of blend repairs on the structural be-
haviour of the single bladed sector more precisely and to quantify 
frequency deviations, simulations of the modified blade are carried 
out.

3. Optimal design of blends

In this section, the proposed optimisation setup is illustrated. 
The two-objective optimisation problem formulation is given and 

the optimisation algorithm used to efficiently solve the problem is 
introduced.

3.1. Evaluation criteria

Based on the blade-alone model and the parameterised blend-
ing shape, the structural response of different blade designs can be 
determined. To quantify the impact of blending on the modal prop-
erties, we firstly consider the natural frequencies, which vary due 
to the blending introduced. To prevent mistuning in the assembly 
or blisk, the variation from nominal design frequencies should re-
main small. The quality of the blending is hence assessed by

δnom
i = | f i − f nom

i | (4)

comparing the modified f i with the related nominal natural fre-
quency f nom

i for each vibration mode i. The criterion, as it is stated 
in Eq. (4), is only valid if the order of the blade modes does not 
change. Since higher frequencies tend to larger variations, relative 
frequency deviations are considered instead. We define the maxi-
mum relative frequency deviation

δnom = max
i

δnom
i

f nom
i

(5)

over all modes to be the most severe outcome.
However, even if the relative deviation δnom is small, natural 

frequencies may shift towards the closest excitation frequency. Es-
pecially, if the design frequency is close to the excitation, the risk 
of meeting resonance conditions increases. Therefore, in addition 
to the nominal frequencies, we consider the closest excitation fre-
quency

f exc
i = min

j
| f i − f j,exc| (6)

of all possible excitation frequencies f j,exc for each vibration mode 
i at nominal rotational speed. The absolute distance

δexc
i = | f i − f exc

i | (7)

between the modified natural frequency f i and the frequency of 
the closest engine order line is analysed. Only the distance is eval-
uated, so that the two cases illustrated in Fig. 5(a) and (b) lead to 
same results.

Again, the relative deviation is used, assuming an unchanged 
sequence of mode shapes. We focus on the worst case

δexc = min
i

δexc
i

f exc
i

(8)

as the second criterion. Large values for δexc are favourable, be-
cause they indicate an decreased susceptibility to vibration.

Although small geometric modifications usually do not change 
the mode shape or their sequence, the mode shapes are analysed 
as well. The similarity between the modes of the nominal and the 
modified blade is assessed using the Modal Assurance Criterion 
(MAC) according to [29]. A MAC value close to one indicates a good 
agreement between mode shapes, where Heinze et al. [8] assume 
that mode shapes with MAC values higher than 0.8 are clearly re-
lated. Martin and Bestle [30] presented an approach, where modes 
shapes are identified automatically by a mapping technique. In the 
present case, the nodes of the FE mesh outside the blending are 
unchanged. MAC values of modes are directly computed using the 
modal displacements.
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Fig. 5. Different natural frequencies in (a) and (b) with same excitation measure δexc
i .

3.2. Optimisation problem formulation

The designs of blending shapes can be improved by solving a 
multi-objective optimisation problem:

min
ξ

δ (ξ)

subject to g (ξ) ≤ 0
and ξ lb ≤ ξ ≤ ξub ,

(9)

where δ (ξ) is the vector-valued objective function, g (ξ) is the 
constraint equation and ξ lb and ξub are the lower and upper 
boundaries for design variables ξ .

The vector of design variables results from the parameterised 
blending model described previously:

ξ = [e,d, rz]ᵀ , (10)

where e describes the normalised spanwise position, d the ma-
chining depth and rz the ellipsoid radius in z-direction, see Fig. 1. 
The distance r′

x is set to 5.0 mm and the radius ry to 50 mm and 
these values are not used as design variables in the following. This 
limits the numerical effort and the optimisation concentrates on 
the dimensions that mainly affect the blend design.

Since the two frequency criteria Eqns. (5) and (8) are conflicting 
goals, the objective function

δ (ξ) =
(

δnom (ξ)

− δexc (ξ)

)
(11)

is formulated. The negative sign of the second objective is chosen 
due to the formulation as a minimisation problem. The MAC value 
computation is not part of the optimisation, since the modes are 
hardly affected by small blend repairs. At the end of the optimi-
sation process, the MAC values are used to verify that the Pareto 
optimal designs in fact have mode shapes very close to nominal 
ones.

The smallest possible blend repair depends on the size true de-
fect in the blade. Only blending shapes that remove the defect 
completely are valid solutions. This is enforced by the constraint 
equation

g (ξ) = max
k

(
xk

rx
2

+ yk

ry
2

+ zk

rz
2

− 1

)
, (12)

where (xk, yk, zk) are damaged points. The expression becomes 
positive, if at least one damaged point is not removed. The con-
straint equation results from the rearranged ellipsoid equation 
stated in Eq. (3).

The solution to the optimisation problem stated in Eq. (9) is 
found using the Multi-Objective Global Pattern Search. This algo-
rithm is based on the pattern search approach, tracks multiple 
local minima, and thus is a global optimisation method. The single-
objective version of this optimisation algorithm has been published 

by Hofmeister et al. [31]. It has recently been extended to also 
handle multi-objective problems using a non-linear scalarisation 
technique and Pareto sorting. This approach enables the discov-
ery of multiple unconnected partial Pareto frontiers as well as 
robust convergence. The deterministic algorithm is used due to its 
high numerical performance. Less objective function evaluations 
are needed to generate points on the Pareto frontier. The deter-
ministic nature of the algorithm further allows to reproduce op-
timisation results from a previous optimisation runs. Optimisation 
constraints are imposed by reformulating Eq. (9) with a penalty 
approach

min
ξ

δ(ξ) + �(g(ξ)), (13)

where � is the vector-valued penalty function. In this work, we 
use a linear penalty expression

�i(g(ξ )) =
{

0 g(ξ) ≤ 0

ri · g(ξ) otherwise,
(14)

where ri are penalty factors and i denotes the objective function 
index. Designs not fulfilling the constraint g (ξ) are penalised by 
adding the linear penalty expression to the objective function val-
ues. Penalty factors ri are determined numerically in such a way 
that no constraint violation is observed in the resulting Pareto 
frontier.

4. Numerical results

In this section, the results of numerical studies are presented 
with respect to modal properties. The optimisation of two exem-
plarily chosen damage patterns demonstrates the defect-specific 
outcome.

4.1. Sensitivities

Prior to optimisation, the influence of blendings on the nat-
ural frequencies is studied in detail. A design of experiments is 
performed to gain knowledge about correlations between design 
variables and goals. Depending on the particular interest, various 
sampling methods are used to determine the design combina-
tions evaluated. Despite the high numerical effort, compared to 
variance-reducing approaches, a simple grid search approach is 
used to gather the first information about the system behaviour. 
Since the blending model is only based on three design variables, 
the grid-based evaluation of the design space is affordable.

We consider a 19 × 19 × 19 grid, which leads to 6859 realisa-
tions in total. The lower and upper limits of the design variables 
are specified as follows:

0.05 ≤ e ≤ 0.5,

0.5 mm ≤ d ≤ 5.0 mm,

0.5 mm ≤ rz ≤ 25.0 mm.

(15)
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Fig. 6. Scattering of natural frequencies determined for the first six vibration modes of the bladed sector. (For interpretation of the colours in the figure(s), the reader is 
referred to the web version of this article.)

The sampling thus covers blending repairs of different sizes and 
depths in the upper half of the blade.

In order to investigate the impact of blend repairs on modal 
properties, the first six natural frequencies are initially analysed 
separately. The charts in Fig. 6 illustrate the influence of blend 
repairs on the absolute values of natural frequencies for each vi-
bration mode, where frequencies are given as a function of the 
spanwise position of the blend. The vertical black lines indicate 
the natural frequencies of the nominal blade design. The range be-
tween maximum and minimum natural frequencies of all samples 
is highlighted in grey, where dashed lines mark the averaged fre-
quency variation.

In general, most samples tend to have higher natural frequen-
cies compared to the nominal blade. This shift to higher frequen-
cies is mainly induced by the reduction of the resonating mass 
caused by removed material. Furthermore, the charts show a cor-
relation between the variation of frequencies and the blending 
location specified by e. At positions close to the tip of the blade 

(e ≤ 0.2), the maximum natural frequencies tend to decrease. In 
this region, the ellipsoid only partly intersects with the blade, so 
that the mass reduction is lower. In addition, the dependency of 
frequency tuning and blending position is clearly mode-specific.

Fig. 7 shows the fifth mode shape of the nominal and two 
blended blades, where the two blends only differ in the blending 
position e. If the blend is located in an area with low vibration am-
plitude or vibration nodes, the frequency slightly reduces. There-
fore, the example depicted in Fig. 7(b) has a frequency of 5871.7 Hz
being lower than the nominal frequency of 5896.7 Hz. In contrast, 
Fig. 7(c), corresponds to an increased frequency of 5958.4 Hz.

Moreover, the absolute variance in natural frequencies predom-
inantly increases with higher vibration modes. The nominal fre-
quencies and signed relative frequency deviations are listed in 
Table 1. In terms of relative frequency deviation, the sixth mode 
generally shows the greatest variation. Due to the blending posi-
tion dependency, this cannot be concluded for all blending designs 
shown in Fig. 6.
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Fig. 7. Fifth vibration mode shape for nominal blade (a) and different modified blades (b) and (c).

Fig. 8. Illustration of design space for in d − e plane.

Table 1
Nominal natural frequencies f nom

i and minimum and maximum values of relative 
frequency deviation f i − f nom

i
f nom
i

determined.

Natural Frequency f nom
i min

i

(
f i − f nom

i
f nom
i

)
max

i

(
f i − f nom

i
f nom
i

)
in [Hz] in [%] in [%]

1st 738.41 -0.08 1.20
2nd 2404.7 -1.01 2.76
3rd 2571.1 -0.63 1.57
4th 5054.3 -0.04 2.57
5th 5896.7 -0.54 1.81
6th 7038.0 -0.08 5.62

Furthermore, all relevant excitation frequencies are marked by 
red vertical lines in Fig. 6. As illustrated, the design of the blisk was 
chosen in the way that no resonances occur at rated speed, and 
even through blending repairs no frequency crossings exist for the 
first two modes. But with higher vibration modes, the distances to 
the excitation can become small, which is indicated by the inter-
section of the red lines with grey coloured areas.

4.2. Design space

For each realisation of the grid sampling, the two objective 
functions of Eq. (11) are evaluated and the design space is explored 
for one of the design variables held constant, Fig. 8 and 9.

Fig. 8 shows the objective function values for blend designs 
with constant radius rz = 10 mm of the ellipsoid, where dark 
coloured areas denote unfavourable designs. Considering the first 
objective in Fig. 8(a), the best designs relate to small blends and 
the objective value enlarges with increasing blend depth d. The 
contour lines further show that the objective function value is 
dominated by different modes. In the upper region, where e <
0.075, the maximum relative frequency deviation results from the 

second mode. At spanwise positions e ∈ [0.075,0.37], the maxi-
mum relative frequency δnom is caused by the deviation of the 
sixth vibration frequency δnom

6 . At blade positions closer to the 
disk, e > 0.37, the fourth and fifth mode predominate. The con-
tours of the second objective function values in Fig. 8(b) clearly 
show circled regions corresponding to the crossing of natural fre-
quencies with the excitation. The best objective values are ob-
tained for relatively large blending shapes at e = 0.2.

Exploring the design space for a constant position e = 0.2 in 
Fig. 9(a), a monotonic increase in the first objective function val-
ues with larger size and depth of the blending is determined. This 
effect is mainly caused by the correlation between mass reduction 
and frequencies. Concerning the second objective, the design space 
again subdivides into local regions with high and low function val-
ues, respectively. Regions with unfavourable properties correspond 
to crossings of natural frequencies of the sixth and fourth mode 
with harmonic excitations.

4.3. Example I

For the first example, two-objective optimisation is performed 
for an artificial damage described by two points. The damage is 
located at mid-span at the leading edge (Fig. 10(a)). The optimi-
sation is performed by 10 000 objective function evaluations using 
Global Pattern Search. The objective values of solutions sampled 
during optimisation are displayed in Fig. 10(b).

Solutions that are identified as Pareto optimal solutions are 
marked in red. In this example, the Pareto frontier is unconnected 
and the non-dominated solutions can be grouped into two parts. 
For solutions in the upper left part, the excitation of the third vi-
bration mode is the decisive one. The designs corresponding to the 
first and last solution, (a) and (b) in Fig. 10(b), are depicted in 
Fig. 11(a) and (b). Comparing both designs, the most prominent 
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Fig. 9. Illustration of design space for e = 0.2 in d − r plane.

Fig. 10. Damaged blisk sector (a) and Pareto frontier (b) for example I.

Fig. 11. Blending designs related to non-dominated solutions of example I.

difference is the width of the shape. In the partial frontier, the ra-
dius rz increases, while the position of the blend remains almost 
the same.

Table 2
Minimum MACi values of Pareto optimal solutions of example I.

MAC1 MAC2 MAC3 MAC4 MAC5 MAC6

0.9999 0.9942 0.9924 0.9988 0.9971 0.9820

The gap between the partial frontiers is caused by the different 
courses of the objective functions (cf. Sec. 4.2). For designs corre-
sponding to the gap in the frontier, (b) and (c) in Fig. 10(b), the 
first objective function increases monotonically, while the second 
objective function has a local maximum. This trend is also indi-
cated by the sampled points in the range between a maximum 
relative frequency of 0.8% and 1.7% annotated as (b) and (c) in 
Fig. 10(b).

The sections of the second frontier (c)-(f) are caused by dif-
ferent excited modes. The second objective is driven by the sixth, 
third and fourth mode. Figs. 11 (c) to (f) show designs correspond-
ing to characteristic solutions of the second partial frontier. The 
designs in (c) and (d) are located closer to the tip and the depth 
is increased from about 1 mm to 2-3 mm. The designs (d) and 
(e) are located around the bend in the partial frontier, where (e) 
clearly has a higher blending depth compared to the other. All so-
lutions following this design are characterised with a depth greater 
than 4 mm. Finally, the last design (f) denotes the other end of the 
Pareto frontier and deviates up to 3% from the nominal natural 
frequencies. To check whether the mode shapes significantly dif-
fer from the nominal ones, the MAC values are calculated for these 
Pareto optimal solutions (Table 2). Although the natural frequen-
cies are quite different, the minimum MAC values are significantly 
greater than 0.8. Even in the worst case, a value of MAC6 = 0.9820
is determined, which means that the modes did not change order. 
Considering all Pareto optimal solutions computed, the final design 
is supposed to be selected from the middle of the left partial fron-
tier, because these solutions are a good compromise between the 
objectives and maintain largely the aerodynamic shape.

4.4. Example II

The second example differs from the first one concerning the 
location of the damage positioned in the tip region of the blade 
as shown in Fig. 12(a). All other settings for the optimisation 
are maintained as described for the first case. The Pareto fron-
tier found after 10 000 objective function evaluations is shown in 
Fig. 12(b).

Unlike the first example, the non-dominated solutions form a 
single connected frontier. Comparing the Pareto frontiers of both 
examples, it should be noted, that the solutions of the first exam-
ple (blue) in most cases dominate the solutions of the second one. 
Considering the first objective, the values in the second example 
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Fig. 12. Damaged blisk sector (a) and Pareto frontier (b) for example II.

Fig. 13. Blending designs related to non-dominated solutions of example II.

Table 3
Minimum MACi values of Pareto optimal solutions of example II.

MAC1 MAC2 MAC3 MAC4 MAC5 MAC6

0.9999 0.9863 0.9862 0.9987 0.9912 0.9646

range from 1.25% to 2.1% which roughly corresponds to the gap 
shown for the first example (Fig. 10(b)). This indicates that repairs 
at the tip of the blade impact the frequency tuning more signif-
icantly than damages at mid-span position. In this example, the 
second objective is predominately influenced by the sixth vibration 
mode. This mode is most susceptible to vibration, because blends 
at the tip significantly increase the sixth frequency and shift it to-
wards the closest excitation frequency. Almost all non-dominated 
solutions are related to the excitation of the sixth vibration mode. 
Only solutions close to (c) are mainly influenced by the excitation 
of the fifth vibration mode. In total, 2168 solutions are found to 
be Pareto optimal in the second example. Three blending designs 
corresponding to the Pareto frontier are illustrated in Fig. 13. As 
described for the first example, the material removed by blending 
increases with improved second objective values.

The blending depicted in Fig. 13(a) leading to frequencies close 
to the nominal frequencies is located next to the defect. But this 
design has an unfavourable influence on the resonance conditions. 
The blend repairs shown in Fig. 13(b) and (c) are generally larger 
but have a smoother shape. Due to the larger width of the blend, 
the distances to the closest excitation frequencies, described by 
the second objective function, are positively influenced. The MAC 
values of all modes listed in Table 3 show that the weakest cor-
relation to nominal modes is determined for the sixth mode. The 
values are smaller than in the first example, but still indicate a 
good agreement between nominal and modified mode shapes. In 
this example, the final repair is supposed to be again one of the 
designs corresponding to the middle part of the frontier. The size 

of the blends remains small and both objectives are met ade-
quately.

5. Benefits and limitations

In the present work, an optimisation process of blending shapes 
with respect to the tuning of frequencies is proposed. A two-
objective optimisation problem is formulated aiming for small 
variation in natural frequencies and preventing the excitation by 
harmonic frequencies. A blend and a FE blade-alone model are in-
troduced, to allow for the sufficiently accurate simulation of the 
blending shapes. The analytical model of blendings together with 
the pointwise definition of the damaged portion is beneficial, be-
cause it allows a fast assessment of blending designs. Applying 
the approach to one sector of a compressor blisk, it is demon-
strated how various blend designs influence the first six natural 
frequencies of the blade. A two-objective optimisation problem is 
formulated based on frequency criteria and is efficiently solved 
by a multi-objective version of Global Pattern Search. Running the 
optimisation for two different damage patterns, Pareto optimal so-
lutions are found. Interestingly, the optimisation results computed 
for these defects do not only differ in absolute objective values 
only, but also show significant differences in the shape of the 
Pareto frontier. While the damage located at mid-span position 
leads to a Pareto frontier subdivided into two parts, the defect at 
the tip leads to a continuous frontier. Decisions have to be made 
on a case-by-case basis and each individual problem is dominated 
by different vibration modes.

The presented approach is developed for optimised blade-
alone frequencies of compressor sectors. The impact of geometric 
changes on the aerodynamic flow around the blade and the tun-
ing of the blisk or bladed assembly are not considered in this 
paper. However, additional computations, like aerodynamic sim-
ulations, can also be integrated in the optimisation. An extension 
to a model including the amplification by mistuning and a lifetime 
assessment is conceivable in future works. In particular, thinking 
about automated process chains for blending repairs, the individual 
optimisation of blending shapes is a promising approach. Numeri-
cal studies of repair designs support the repair process and show 
great potential for future process automation.
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5 Optimization of Patch Repairs

5.1 Research Context

In contrast to other repair techniques in the field of turbomachinery blades, repairs by
patching currently receive relatively little attention in scientific publications. The reason for
this is the narrow scope of this repair technique [34]. As described in detail in Sec. 1.2.2, the
repair by patching is applied only to blisk blades with moderate damage and is demanding
in terms of manufacturing. Therefore, not every MRO companies offer this repair method
at all [124]. Nonetheless, with further automation [25] and improved process control, repair
of blisk blades using a patch could be a reasonable alternative in the future.
The most important works on patch repairs mainly deal with the residual stresses due
to the welding process and the evaluation of mechanical integrity [150, 12]. The focus is
on measurements as well as numerical simulation of single repair designs. The distinction
between long and short patch geometries according to length of the patch can be found
in [55].

5.2 Methods

The first part of paper C is concerned with the parametric modeling of patch repairs and
the description of the welding trajectory, respectively. A spatial description of the welded
region is introduced, which specifies the repair geometry by two scalar variables.
In the second part of the publication, the optimization task is derived from the design goals
of patch repairs and solved following the idea of a multi-objective approach [114]. The
basic idea behind the objective function formulations is to achieve a patch design where
the weld is located in blade regions with minimal HCF loading. HCF fatigue strength is
evaluated based on the established metric of amplitude frequency strength. Since multiple
load conditions contribute to the fatigue strength of the weld, the five most critical load
conditions are analyzed separately. The five corresponding amplitude frequency strength
values each contribute to an objective function. To minimize the repair effort, a further
objective function is formulated, which includes the length of the weld as a measure for the
manufacturing effort. The resulting optimization problem consists of six objective functions.
The optimization software EngiO, which is published in paper A, is used to optimize the
patch geometry of a damaged blisk blade. The state-of-the-art multi-objective algorithm
NSGA-II [46] is utilized to identify the Pareto optimal solutions. The visualization of Pareto
optimal solutions in six dimensions is based on a matrix representation [2].
In the last part of the paper, more detailed FE simulations are performed on the residual
stress distribution for individual patch designs. The evaluation of residual stresses relies on
a decoupled thermomechanical simulation [17] of the welding process. The position of the
moving heat source is calculated according to the specified trajectory and the heat flux is
described by an analytic model [138] that is implemented in a user-defined subroutine.
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5.3 Results and Outlook
In the publication, the multi-objective optimization method is used to identify optimal design
alternatives for patch repairs of blisk blades. It is shown that different patch geometries
are optimal in terms of manufacturing and fatigue strength aspects. The trade-off between
minimum effort for the welding process and optimal strengths of individual load cases is
visualized by appropriate Pareto frontiers. The main innovation of the paper is the extension
to a six-objective formulation, where five load cases and the weld length are considered
simultaneously. The analysis of optimization results and related designs demonstrates that
the multi-objective optimization method is suitable to narrow down the number of possible
design alternatives. However, the final decision has to be made according to preferences and
engineering experience. In the computational example, the presented method is able to find
solutions that would not be intuitively selected.
These results suggest that future repair design decisions could be supported by simulations
and an optimization approach. To further improve the capabilities of the approach, some
work needs to be done on the simulation models of the repair processes. In particular, the
simulation of welding processes is still challenging when they need to be automated and
performed in an acceptable time. In addition, the real patch repair process consists of several
manufacturing steps such as milling, welding, and recontouring. The validity of the results
would improve if the entire process chain is included in future simulation models.

5.4 Paper C: A Multi-Objective Approach towards Optimized
Patch Repairs of Blisk Blades

The following paper is published online in AIAA Journal, 24 September 2021 (https:
//doi.org/10.2514/1.J060723).

Author Contribution
The main work was done by the author of this thesis. Guido Quaak developed the initial
subroutine, which enables the welding simulation in Abaqus, and is part of Sec. 5 of paper C.
Benedikt Hofmeister gave technical and editorial suggestions for improvement of the entire
publication. Raimund Rolfes contributed with advisory and supporting work.
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Patching is a high-tech repair to preserve damaged jet engine blisks instead of replacing

them. The damaged portion of the blade is restored by welding a patch to the blade. Since the

extent of defects varies, the optimal repair is initially unknown. This work contributes to the

design of patch repairs by employing multi-objective optimization. A multi-objective function

is formulated maximizing High Cycle Fatigue strength and minimizing the length of the weld.

An inequality constraint equation ensures the complete removal of the damaged blade area.

The geometry of the patch and the position of the defect are described using parametric mod-

els. Optimization results are presented for an exemplary damage scenario. The set of Pareto

optimal alternatives is computed using the Non-dominated Sorting Genetic Algorithm II and

imposing constraints by utilizing a linear penalty approach. The results demonstrate that

designs are found by the optimization that would not intuitively be recognized as optimal by

maintenance technicians. Individual designs from the Pareto frontier are selected and the

welding process is analyzed in more detail using thermomechanical simulations. The distribu-

tion of residual stresses in the repaired blade is computed and the influence on fatigue strength

is determined. The multi-objective optimization and the FE simulations implemented in the

presented approach thus enable a systematic evaluation of design alternatives and support

informed engineering decisions in the repair process.
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Nomenclature

A,B, C,D = labels of representative designs

0, 1 = patch sizes

af = amplitude frequency strength

3 = distance to interface plane, m

4 = natural exponential function

f = vector-valued objective function

6 = inequality constraint

; = weld length, m

p = damage point

& = power of heat source, �/B
@ = power density of heat source, J/(s mm3)

A = radius of heat source, mm

A0 = depth-dependent radius of heat source, mm

A8 = interior radius of heat source, mm

A4 = exterior radius of heat source, mm

r = position vector of interface plane

n = normal vector of interface plane

x = design variables

G, H, I = distances to heat source center in local coordinates, m

I8 = depth of heat source corresponding to A8 , mm

I4 = depth of heat source corresponding to A4, mm

fe = endurance limit, Pa

fm = mean stress, Pa

fv = vibratory stress, Pa

fy = yield strength, Pa

� = penalty function

Subscripts

;1 = lower boundary

D1 = upper boundary

1, 2, 3, 4, 5 = load cases 1 up to 5

worst = worst case

2



Superscripts

weld = welding simulation results

I. Introduction
Jet engines are maintained at regular intervals in order to prolong their service life. For this purpose, the engine

components are replaced or repaired in special maintenance processes [1]. Since modern engines consist of increasingly

more complex components, there is growing interest in repairing rather than replacing these components [2].

Blade integrated disks (blisks), which replace the conventional blade disk assembly to improve the thrust-to-weight

ratio, are one prominent example [3, 4]. Compared to their conventional counterpart, compressor blisks have high spare

part costs and the integrated design makes them difficult to maintain. Therefore, new repair technologies for blisk

blades are investigated. According to Eberlein [5], one repair concept suitable for medium damages is patching. A

typical medium damage pattern is shown in Fig 1. During patching, the damaged portion of the blade is removed and

the missing blade part is restored with a so-called patch. Subsequently, the aerodynamic profile of the blade is restored

by machining operations.

Fig. 1 Blade with damage at the leading edge, without damage and with patch repair.

Challenges involved in blade repairs are reviewed from a manufacturing perspective by Denkena et al. [6]. They

discuss the impact of machining, welding and post-treatment steps on the process chain of blade repairs. In particular,

Denkena et al. [7, 8] determined the process-related residual stresses in blisk materials and showed that they are greatly

influenced by welding techniques. Patching of fan blades using an electron beam welding procedure was studied by

Azar et al. [9]. In that work, titanium blades are tested experimentally and residual stresses are computed by Finite

Element (FE) simulations. The authors found out that patch repair is a feasible alternative to blade replacement. Further,

numerical simulations are performed by Schöneborn and Reile [10], who address the High Cycle Fatigue (HCF) strength

of a blade that is patched at the leading edge. Furthermore, decoupled thermal and mechanical simulations are performed
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to predict the residual stresses resulting from welding and heat treatment processes. Similar simulations can be found in

Berglund et al. [11], who consider the structural stress in a turbine exhaust case and provide valuable information on

residual stress levels. FE simulations of a repaired impeller are carried out by Xu et al. [12], who determine the fatigue

life of additively manufactured blades. Overall, all contributions highlight that the repair process and design greatly

impact the remaining stresses and thus the strength of repaired blades.

To enlarge the safety margin against fatigue failure, increase structural, aerodynamic or aeroacoustic performance,

numerical optimization is often applied [13–15]. According to Vicini and Quagliarella [16] especially multi-objective

optimization is a powerful tool to determine suitable designs. Design optimization methods were also used, for example,

by Hou and Cross [13], who minimize the maximum dynamic magnification factor of a mistuned rotor and therewith

improved the vibratory stresses. The mistuning effects caused by blade damage are further studied by Hou [17]. For the

investigated blisk, they found that it is insensitive to crack-induced mistuning and the limits for blend repairs could be

extended in the future. Since, unlike blending, no geometry change remains after a patch repair, the nominal geometry

for the repaired blade is assumed in this study.

Moreover, multi-objective approaches are often employed to enable optimization involving multiple disciplines. Luo et

al. [18] as well as Buske et al. [19] combine aerodynamic and structural objectives in their optimization. The objectives

comprise isentropic efficiency, maximum von Mises stresses or failure probability. Multi-objective optimization is also

widely used in preliminary blade design [20–22]. The approach of Keskin and Bestle [20] goes beyond the formulation

as a two-objective problem and the design alternatives are evaluated based on three objective functions. Adjei et al. [23]

even include six objectives in their optimization. They optimize a fan geometry considering two blade stresses as well

as the efficiency and pressure ratio at two operating points. Optimization results show an improvement relative to the

baseline design.

Currently, the optimization approaches mainly focus on the initial design phase of engines and blades. However,

Karger and Bestle [24] already showed that there is great potential in the optimization of maintenance procedures as well.

In their work, they present a two-objective formulation for the optimization of blending repairs. In an earlier own work

[25], the authors demonstrated that multi-objective optimization can support repair decisions related to blend repairs.

Nevertheless, up to now the repair of blisk blades by patching has only been investigated for single exemplary

patches. To the authors’ knowledge, a systematic analysis of patch designs with respect to generic damage patterns has

not yet been performed. Furthermore, existing work does not employ engineering optimization methods to improve

patch designs. Therefore, this work aims firstly to develop a systematic analysis procedure for patch repairs and secondly

to combine it with state-of-the-art multi-objective optimization.

We propose a multi-objective formulation including objectives resulting from machining effort and HCF. The

objective related to the machining effort of the repair is expressed in terms of the length of the weld. A patch design

with a short weld is ideal in terms of machining effort, but can result in the welded joint being placed in a highly
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stressed region. Especially higher vibration modes lead to local areas with increased vibratory stress and reduced HCF

strength. As presented in a previous work [26], this leads to design conflicts between weld length and fatigue. A slightly

different weld position therefore would significantly improve HCF properties while leading to only a small increase in

the machining effort. To counteract unfavorable positioning of the weld in these regions, the HCF strength of the welded

joint serves as further optimization objective. For the HCF evaluation of the repaired blade, the minimum fatigue

strength in the corresponding weld-affected region is decisive. The simulation model used to evaluate the associated

objective functions is based on a cyclic symmetric simulation of one blisk sector subjected to nominal operational

loads. The effect of mistuning due to small changes in blade properties is not considered in this work. By solving the

optimization problem and presenting Pareto optimal solutions, a suitable set of repair alternatives can be identified for

specific damage patterns. From the optimization results, several representative individual designs are selected and the

distribution of thermally induced residual stresses is computed in a welding simulation. Since welding simulations

are numerically expensive, require extensive knowledge of welding processes, and often need to be customized to the

concrete conditions, they are only conducted for the representative designs to verify the feasibility of the optimization

results. Through this new approach towards patch repairs, the effects of different patch designs on competing objectives

are systematically assessed and become apparent to the maintenance engineer.

In the first part of the paper, a parametric patching approach is introduced to describe the patch size with regard

to the blade dimensions. In the second part, the formulation of the objective functions is introduced. The objectives

are the length of the weld between patch and parent material as well as the HCF strength of the joint region. Multiple

significant vibration modes are included, which results in a multi-objective optimization problem. The assessment of

HCF properties is described and a numerical optimization is performed for a compressor blisk considering five different

loading conditions. Individual representative designs of the non-dominated solution set are analyzed in more detail in a

subsequent welding simulation.
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II. Parametric Patching
The parametric assessment of different patch designs demands for an universal approach to describe the geometry

of the applied patch and corresponding weld location. As illustrated in Fig. 2 for a fully repaired blade, all patches

considered are described by two design variables.

Fig. 2 Parametric representation of the patch geometry at the leading edge of the blade.

The first design variable 0 specifies the height and the second design variable 1 specifies the width of the final

patch geometry, respectively. Both design variables are defined with regard to the start of the leading edge close to

the tip of the blade and describe the size of the patch in chord and spanwise direction. This creates the triangular

shape, which is typical for patch repairs. Further, the patch sizes 0 and 1 are not given in absolute values, but instead

are normalized according to the length of the leading edge and chord, respectively. The design variables 0 and 1 are

therefore dimensionless.

In Fig. 2, the red line indicates the path of the moving heat source. The joint between the blade and patch material is

modeled as a cutting plane. For later fatigue assessment along the weld centerline, a weld-affected region is defined as

shown in Fig. 3.
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Fig. 3 Weld-affected region (dark gray) around the weld centerline (red).

This region is highlighted in dark gray. It is of constant width and is symmetric with respect to the weld centerline,

which marks the center of the moving heat source. The volume is used to analyze stresses in the proximity of the weld

and the corresponding strength properties.

The damage of the blade (Fig. 1) can have various shapes and positions. To describe any possible damage pattern, the

damaged portion is described by a three-dimensional point cloud p8 with 8 points as illustrated in Fig. 4. Additionally,

the red plane, which partitions patch and blade at the centerline, is used to define the interface between patch and blade.

This universal description of the defect and the plane enables automated testing, whether the defect is removed by the

patch repair. In the case depicted in Fig. 4, the patch design is suitable to remove the damaged portion completely.

Fig. 4 Generic pointwise damage description p8 .
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III. Design Goals and Objectives
The optimal design of a patch repair has to satisfy multiple design goals. One major goal of patching is to preserve

the aerodynamic functionality while maintaining mechanical strength of the blisk. The first design criterion is therefore

related to the fatigue properties of the repaired blades. Blade vibrations during operation lead to High Cycle Fatigue

(HCF) of the blade. The particular fatigue strength of the blisk depends on the stress level and the resistance of the

material. The Goodman diagram schematically shown in Fig. 5 illustrates this relation.

Fig. 5 Goodman relation for evaluation of fatigue strength for initial (gray) and increased (black) stress level.

The fatigue strength is influenced by the mean stresses and the alternating stresses, whereas the Goodman line limits

the area of safe operation. For the initial design (gray), the safety margin [10] indicating the distance to the failure

region is significantly greater than for the modified design (black). In a rotating component, the mean stresses result

from stationary loads and residual stresses and the alternating stresses are caused by vibration. The two states depicted

in Fig. 5 are identical in terms of alternating stresses, so that the decrease of fatigue strength results from higher mean

stresses.

Considering patch repairs, the mean stresses in the blade change due to the welding process and local heat treatment.

The remaining residual stresses increase the mean stresses and hence lead to a lower fatigue strength of the component.

Especially, the joint between patch and parent material is prone to fatigue failure. In this region, mean stresses are

mainly increased and the microstructure is changed in the heat affected zone around the weld. For this reason, the

endurance limit in the proximity of the weld is usually lower than in the parent material.
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One common measure to determine the fatigue strength of turbomachinery blades is the dimensionless amplitude

frequency strength [27]

af =
fe
fv

(
1 − fm

fy

)
, (1)

where fe is the endurance limit in Pa, fv is the alternating vibratory stress in Pa, fm is the mean stress in Pa and fy

the yield strength in Pa. The endurance limit fe characterizes the failure point and has to be determined experimentally.

The amplitude frequency strength (af) can be calculated for each vibration mode and reflects the relation depicted in

the Goodman diagram (see Fig. 5). In Equation 1, high af-values indicate a low material loading, while low af-values

indicate a high loading. Hence, the location with the minimum af-strength is crucial for the fatigue life of the whole

component. Assuming that fatigue failure occurs in the weld-affected region, the spatial position of the weld centerline

greatly influences the prevailing vibratory and mean stress level in the weld and thus the strength of the repaired blade.

For this reason, the minimum strength of the weld-affected region is a design goal and thus selected as an objective

value for the optimization.

A further design criterion is related to the machining effort involved in the patching process. The repair costs and

the portion of the initial blade, which is replaced by the patch, are of interest. Since the length of the weld corresponds

to the welding time, tool paths and processing costs, the weld length ; in m is a suitable measure of the repair effort.

Shorter welds are also preferable from a structural-mechanical perspective because of the lower risk of introducing

welding imperfections. Patch designs with shorter welds correspond to smaller patches, whereby more of the original

blade material is retained and less excess patch material has to be machined away to restore the original blade profile.

Finally, there has to be a constraint in place to ensure that the damaged portion of the blade is fully removed prior to

welding. This is implemented using the pointwise description of the defect introduced in the previous section.

IV. Multi-Objective Formulation
Based on the design goals for patch repairs, an optimization problem is formulated such that

min
x

f (x)

subject to 6 (x) ≤ 0

and x;1 ≤ x ≤ xD1 ,

(2)

where f (x) is the objective function, 6 (x) is the inequality constraint equation and x;1 and xD1 are the lower and upper
boundaries for design variables x. Since the expression in Eq. (2) is a multi-objective formulation, the objective is a

vector-valued function, which represents multiple design goals.
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In particular, the objectives considered for optimized patch geometries comprise the weld length and fatigue

properties

f (x) =

©­­­­­­­­­­­«

;

−af1
...

−af=

ª®®®®®®®®®®®¬

, (3)

where ; is the weld length, af indicates the fatigue strength and index = is related to the number of considered load cases.

As the optimization problem is formulated as a minimization, a negative sign is added to the af-values. Depending on

the number of load cases and vibration modes considered in Eq. (3), this results in an (= + 1)-objective optimization

problem.

Besides the objective function, the multi-objective problem in Eq. (2) involves a constraint that limits the design

variable space to feasible designs only. For this purpose, the pointwise description of the defect introduced in Sec. II is

used. The signed Euclidean distances between 8 damaged points and the plane specifying the interface between parent

material and patch region are determined

38 = ( p8 − r) · n, (4)

where n is the normal vector and r the position vector of the interface plane. Equation (4) assigns a positive value in

meters to 38 , if the damage point p8 lies outside the patch, and a negative sign otherwise if it lies inside the patched

region.

Since the goal is to completely eliminate the defect from the blade by the patch repair, the inequality equation

6 (x) =

(
max
8

38

)
≤ 0 (5)

has to be fulfilled. Equation 5 therefore constitutes a constraint for the optimization problem and 6 (x) is in the unit
meter. According to the parametric approach, the design variable set is specified by

x =

©­­­«
0

1

ª®®®¬
, (6)

where the design variable space is bounded to [0, 0]ᵀ ≤ x ≤ [1, 1]ᵀ.
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To ensure that the constraint given in Eq. (5) is fulfilled, the optimization problem stated in Eq. (2) is further

reformulated using a penalized objective function

min
x

f (x) +�(6(x)))

subject to x;1 ≤ x ≤ xD1 ,
(7)

which converts the constrained problem to an unconstrained problem. Designs, which are related to non-feasible

solutions, are penalized by adding penalty values to the objective function according to a vector-valued penalty

function �. The penalty function is vector-valued to make it compatible with the vector-valued objective function.

V. Simulation Model and Finite Element Analysis
In order to compute the objectives of the multi-objective optimization problem, a simulation model is established. As

shown in Fig. 6, the simulation model links the parametric patching approach with the design goals of the multi-objective

formulation.

Fig. 6 Flowchart of multi-objective optimization.

The simulation model firstly includes a FE analysis to predict blade stresses, secondly evaluates the mean and

alternating stresses in the weld-affected region and thirdly calculates the minimum fatigue strength according to the

Goodman relation. The mean stresses in the blade are mainly dominated by centrifugal forces as well as by residual

stress resulting from manufacturing processes. Determining the residual stress level resulting from welding requires

time-consuming thermomechanical simulations. Due to the complexity of these welding simulations, modifications of

the FE meshes or adjustments of the solver settings are usually unavoidable when analyzing different repair designs.

A completely automated computation of the thermally induced stress field therefore becomes almost impossible.

Furthermore, an extension of the simulation model would also imply that the welding parameters have to be included as

additional design variables in the optimization problem formulation. Instead of just finding the optimal spatial positions

of the weld, this approach would therefore lead to a vastly more complex problem which encompasses tuning of the

welding process parameters. However, the welding process modeling is not the focus of this work and is thus considered

as a complement to multi-objective optimization. Therefore, a two-step procedure is proposed.
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In the first step, the multi-objective optimization is performed using the mean stresses according to the nominal

blade loading while disregarding residual stresses. Subsequent to the optimization, individual Pareto optimal solutions

are selected and analyzed further. In this second step, numerically expensive welding simulations are performed that

consider welding process parameters.

The proposed two-step approach has advantages especially with respect to the computation time. Since the simulation

model is repeatably used during the optimization in each objective function evaluation, the approach leads to feasible

computation times for the optimization. In addition, the alternating and mean stresses in the blade need to be computed

only once, because the geometry and stiffness of the patch-repaired blade are identical with the original design. The

fatigue strength of the weld, contributing to the objective values, is calculated purely from the stresses in the spatial

location of the weld. The weld-affected region is specified by the design variables of the parametric patching approach.

The fatigue evaluation is based on von Mises stresses, while the minimum fatigue strength in the weld-affected region is

significant.

The compressor blisk geometry utilized for the numerical examples of the proposed multi-objective approach is

depicted in Fig. 7. The blisk is designed for a 1.5-stage axial compressor that is used for aerodynamic experiments [28].

The blisk is made out of titanium alloy Ti-6Al-4V and comprises 24 blades.

Fig. 7 Geometry of the compressor blisk analyzed.

In the following subsections, the static and modal analysis used in the optimization and the welding simulation are

described. All FE simulations are performed using the commercial software Abaqus.

A. Static and Modal Analysis

The FE simulations are carried out using one periodic section of the blisk, because the repaired blade is assumed

to have identical stiffness, mass and geometry to the nominal sector. Mistuning of the rotor, as modeled by Hou [17]

or Beck et al. [29], is not considered in this work. The cyclic blisk sector geometry with the associated FE mesh is
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shown in Fig. 8. Except for the blade fillet, the blade sector is meshed with hexahedral elements. In the fillet region,

tetrahedral elements are used due to the irregular geometry. Further, the blade region has a finer mesh compared to the

disk region, because the blade is the area of interest for patch repair optimization. In total, the FE mesh of the sector

used for mechanical simulation comprises 268 563 nodes and 56 814 elements with quadratic shape functions.

Fig. 8 FE mesh of the compressor blisk sector.

Rotational symmetry is enforced for the blisk sector by cyclic displacement constraints imposed on the cyclic faces

of the sector. The displacement in axial and tangential direction is constrained at the flange face near the rotor hub in

accordance with the mechanical boundary conditions of the installed blisk. Material parameters are defined using the

material properties of Ti-6Al-4V at an operating temperature of 70 °C (see Fig. 11).

During operation, the blade is subjected to centrifugal and pressure forces. At the nominal operating point, the blisk

rotates at a speed of 17 100 rpm. Stresses due to the rotation of the blisk are determined by performing a geometrically

nonlinear, quasi-static analysis and imposing constant rotational velocity around the rotor axis. Additionally, static

uniform pressure loads determined in CFD simulations are applied to the blade. The combination of quasi-static loads

provides the mean stress level, which is subsequently used for fatigue evaluation.

Stresses resulting from blade vibrations are determined by a modal analysis which takes into account the mean stress

level. Mode shapes and natural frequencies are computed for the undamped system, because structural damping is

relatively small in the case of blisks. The mode shapes analyzed in detail are selected according to resonance conditions.

For the determination of the resonances, the nodal diameter and the rotational speed are considered according to Singh et

al. [30]. In this context, the nodal diameters refer to the number of nodal lines in the global vibration mode of the whole

cyclic blisk. The vibratory stresses of the sector mode shapes are scaled to an amplitude frequency level of 1 m Hz to

compute af-strength [27]. For absolute lifetime prediction, the actual excitation and thus the true vibration amplitude
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must be determined in tip-timing tests. Furthermore, the endurance limit in welded structures is typically much lower

than in the parent material [31]. In this work, it is therefore assumed that, due to the degradation of the material, the

failure always occurs in the area of the weld. In the following, the endurance limit of 590 × 106 Pa is used [32].

B. Welding Analysis

The FE model described in the previous subsection does not capture residual stresses caused by the welding process.

However, these induced stresses further contribute to the mean stress level and therefore impact the fatigue properties.

For a more detailed evaluation, the thermally induced stresses are computed in a decoupled thermomechanical simulation

[11]. First, a transient heat transfer analysis is carried out. The propagating heat source of the welding process is

modeled using an analytic heat source model. In this case, an electron beam process is modeled. Since the heat input of

electron beam welding is concentrated locally, a conical heat source model is suitable [9]. The related volume of the

conical heat source is shown in Fig. 9.

Fig. 9 Conical heat source volume.

The heat input in the truncated cone is analytically defined by

@ =
9&43

c
(
43 − 1

) 1
(I4 − I8)

(
A2
4 + A4A8 + A2

8

) 4
− 3A2

A2
0 , (8)

where @ is the power per unit volume in J/(s mm3), & is the total thermal power in J/s, I4 and I8 are the start and end depth

of the cone in mm, A4 and A8 are exterior and interior radii of the cone in mm, I is the distance to the center in local

coordinates in mm and 4 is the natural exponential function.
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The radii

A0 (I) = A4 − A4 − A8
I − 4 − I8

(I4 − I)

and

A =

√
G2 + H2

(9)

define the depth-dependent radius of the cone A0 (in mm) and the distance A (in mm) in terms of distances to the

center in local coordinates G, H and I.

During the welding process, the torch moves along the interface between the blade and the patch. This movement of

the torch is simulated by a three-dimensional trajectory, as shown in Fig. 10.

Fig. 10 Blisk blade with welding trajectory.

The trajectory is a piecewise linear path expressed in global coordinates. For the computation of heat flux in the

proximity of the heat source, the trajectory is further used to define a local orthogonal coordinate system (light blue).

The local coordinate system originates at the starting point of the section on which the heat source moves at that time.

As the welding process continues, the position of the local coordinate system is updated. The first local axis (G) is

aligned with the welding path, while the I-axis is orthogonal to the blade surface. The welding process including the

heat input and torch movement is implemented in a user-defined DFLUX subroutine for the Abaqus solver.

The topology of the mesh used for the computation of temperatures equals the mesh shown before in Fig. 8, but

linear heat transfer elements are used instead of quadratic mechanical elements. This results in a mesh with 70 725

nodes and 56 814 elements. The temperature-dependent thermal properties of Ti-6Al-4V used in the simulation are

shown in Fig. 11. The film coefficient at the blade surface is assigned to 25 W
m2K and the latent heat is specified as

3.6 × 105 J
kg according to [33].
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Subsequent to the thermal analysis, the transient temperature field is transferred to the mechanical model. A

mechanical analysis is performed using an elasto-plastic material law with linear isotropic hardening. The temperature-

dependent structural properties of Ti-6Al-4V are also shown in Fig. 11. The FE mesh of the mechanical model is

compatible with the mesh topology used for thermal simulation. The geometry of the patch before recontouring to

aerodynamic shape is not modeled, therefore the nominal blade geometry is used for the thermo-mechanical simulation.

The blisk is clamped in the disk region. No displacement constraints are imposed at the blade region to allow the blade

to deform freely during welding. In addition to the welding process, a heat treatment procedure is simulated. During

reheating, the repaired blade stresses are relieved by plastic creep deformation. The patch joint is heated up to 600 °C in

two hours and the dwell time is one hour [36]. The heating process is followed by furnace cooling, where the component

is cooled down to room temperature. The residual stress in the blade contributes to a change in mean stress level and

hence to a deterioration of the fatigue strength compared to the original part.
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Fig. 11 Material properties of Ti-6Al-4V for FE simulations. [33–35]
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VI. Multi-Objective Optimization
In the following section, the multi-objective approach is applied to a blisk blade with an exemplary damage pattern.

First, optimization results for optimization formulations with only two objectives are shown to provide first insights into

the interaction of optimization goals. Then, the complexity is increased by expanding the formulation to six objectives.

The optimization results are compared to results determined in the two-objective case and discussed using a matrix

visualization. Finally, welding simulations for characteristic Pareto optimal designs are performed.

A. Optimization Process and Settings

The damage pattern considered in the optimization example is depicted in Fig. 12. The damaged portion is shaped

to resemble foreign object damage as it is depicted in Fig. 1. In this case, it is described by a set of three points, which

are located close to the leading edge of the blade.

Fig. 12 Defect at the leading edge of the blade.

The relevant load cases, which are taken from the design documentation [37] of the considered compressor blisk,

are listed in Tab. 1. These load cases take critical resonance transitions into account. The first load case associated

with the first bending mode and third nodal diameter is studied, because the third engine order (EO) is the lowest EO

crossing the first frequency in the operating range of the compressor. The excitation of the second load case refers to the

difference between up- and downstream stator vane excitation (30 vanes - 26 vanes). Finally, the excitation considered

for higher modes in load case three to five corresponds to the upstream stator vane excitation (26th EO).

It should be noted that load cases are labeled with Latin numbers and indices, while Roman numbers are used to

indicate blade modes.
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Table 1 Load cases taken from the design documentation of the compressor blisk [37] and associated undamped
natural frequencies.

Load case Mode number Nodal diameter Operating speed Frequency
1 I 3 80% 682 Hz
2 I 4 60% 639 Hz
3 V 2 75% 5556 Hz
4 VI 2 85% 6179 Hz
5 VII 2 100% 7429 Hz

For the evaluation of fatigue strength of patch repairs, the af-values in the joint are analyzed according to the

parametric model (Sec. II). All optimization problems are solved using the Non-dominated Sorting Genetic Algorithm

II (NSGA-II), which is a state-of-the-art optimizer for gradient-free multi-objective optimization. In particular, the

implementation in the optimization framework EngiO [38] is used. The algorithm-specific operators are set in accordance

with the range of settings used by Deb et al. [39]. The crossover probability was set to 0.9, the mutation probability was

set to 0.33 and distribution indexes for crossover as well as for mutation operators were set to 10. These settings were

applied for all optimization problems presented in this paper. The population size of NSGA-II is adjusted according to

the complexity of the optimization problem. The population size selected in the two- and six-objective case are stated

in the corresponding paragraphs. The population size and number of evaluations carried out result from preliminary

convergence studies using the hypervolume metric [40].

B. Two-Objective Optimization

First, the patch geometry is optimized considering the length of the weld and the first load case from Tab. 1 in a

two-objective function

f (x) =
©­­­«

;

−af1

ª®®®¬
. (10)

In preliminary studies, different population sizes of NSGA-II were tested. In the two-objective case, a population

size of 52 and 10 000 objective function evaluations are sufficient to recover the Pareto frontier. The results of one

representative optimization run are shown in Fig. 13. The af-values are further normalized with the lowest fatigue

strength afworst found in the optimization run, which represents the worst case.

Samples generated during the optimization are marked using black dots. Solutions that are non-dominated are

highlighted in red and indicate the Pareto frontier of the problem. In this case, 235 non-dominated solutions are found

that form a continuous convex frontier. The start and end points indicated by A and B correspond to the solutions of

the single-objective problems formed by the minimization of the individual objectives.
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Fig. 13 Pareto frontier for length and normalized fatigue strength related to first mode (load case 1).

For further evaluation of the optimization results, the patch designs related to individual Pareto optimal solutions are

shown in Fig. 14. In this visualization, the welding trajectories indicating the interface between patch and blade material

are highlighted. The damage pattern introduced in Sec. VI.A is marked in black.

Fig. 14 Designs, mode shape and vibratory stress related to the two-objective optimization results in Fig. 13.
Damage points are marked in black.

The first plot visualizes the design labeled with A. It is the patch design with the shortest possible weld length,

which leads to an objective value of ; = 29.55 mm. The trajectory is located in the upper part of the blade and the

patch has a height of 0 = 0.35 with respect to the length of the leading edge (see Fig. 2). The width of the patch is

about one quarter of the blade width. The design B, which has an optimal fatigue strength with respect to the first

vibration mode, is shown in the second plot. The patch has a longer weld and is of larger width (1 = 0.48), while the

spanwise dimensions are comparable. All other designs associated with the Pareto frontier in Fig. 13 have similar patch

heights 0 and the widths 1 range between Design A and B. Therefore, only short patch designs, which only remove a

small portion of the blade tip region, should be used with regard to the first mode. This is reasonable, because the first

mode as shown in Fig. 14 is a bending mode, where the highest stress amplitudes due to vibration occur close to the fil-
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let. Patch designs that place the joint into the lower portion of the blade are thus unfavorable regarding the fatigue strength.

Second, the vector-valued objective function stated in Eq. 10 is modified such that another load case is analyzed.

The second objective is hence exchanged and replaced by the objective function related to the fatigue strength of the

fifth load case of Tab. 1. The first objective, the damage definitions, optimization and algorithm settings are the same as

in the previous example. The two-objectives

f (x) =
©­­­«

;

−af5

ª®®®¬
(11)

are optimized. After 10 000 objective function evaluations, the Pareto frontier shown in Fig. 15 is found. In total,

150 non-dominated solutions are determined. Analogous to the results shown previously, the solutions on the left and

right end of the frontier refers to the patches with shortest and longest welding length. The corresponding two designs

A and C are depicted in Fig. 16. Since the design with shortest weld length equals the patch design shown in the last

paragraph, the solution is again labeled withA. However, design C, which is optimal with regard to the fatigue strength

of the seventh vibration mode (mode VII) differs from the design B found in the previous example.

Fig. 15 Pareto frontier for weld length and normalized fatigue strength related to seventh mode (load case 5).

This time, the Pareto optimal set includes designs, which can be described as long patches. These long patches are

characterized by a weld, which runs along the leading edge of the blade. The last point on the frontier labeled with C
corresponds to such a long narrow patch geometry. It is favorable in terms of fatigue properties of the seventh vibration

mode, which is shown in Fig. 16. The depicted mode shape leads to low vibratory stresses in a narrow region close to

the leading edge, which makes long patches favorable. The other Pareto optimal solutions are found for designs located

in between the two extreme solutionsA and C. They are characterized by small widths (1 ≤ 0.23) and heights up to the

length of the leading edge (0 = 1).
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Fig. 16 Designs, mode shape and vibratory stress related to the two-objective optimization results in Fig. 15.
Damage points are marked in red.

C. Six-Objective Optimization

The two-objective design procedures showed optimal design alternatives for two load cases separately. However,

the patch repair should meet all design requirements at the same time. Hence, the optimization problem is formulated

including all load cases specified in Tab. 1. Combined with the weld length, this results in a six-objective optimization

f (x) =

©­­­­­­­­­­­­­­­­­­­«

;

−af1

−af2

−af3

−af4

−af5

ª®®®®®®®®®®®®®®®®®®®¬

. (12)

Following the definition of Pareto dominance, Pareto optimal solutions can be determined in the same way as in the

two-objective case. However, the non-dominated solutions lie on a hyper-dimensional plane and can therefore not be

visualized in a two-dimensional plot. To analyze the optimization results calculated for this extended problem, a matrix

representation similar to the visualization of Adjei et al. [23] is used.

Fig. 17 shows the multi-objective results using NSGA-II with a population size of 100. Since the complexity

of the problem increases, the population size is increased compared to the two-objective case and the number of

function evaluations is raised to 20 000 to ensure converged results. All further algorithm settings are the same as in the

two-objective cases. As in the two-objective case, the Pareto frontier shown in Fig. 17 refers to a single optimization

run, but is representative of multiple optimization runs. Each row and column in the depicted matrix corresponds to one

objective such that each of the plots shows the combination of two objective functions. The first row e.g. visualizes the

dependency between different fatigue properties shown on the abscissa and the weld length shown on the ordinate of the
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plots. The depicted solutions (blue and red markers) result from the projection of the six-objective optimization results

onto the respective two-dimensional objective plane. Moreover, each sub-figure shows the Pareto optimal solutions,

which are also Pareto optimal with respect to the two associated objectives, using red highlighting.

Fig. 17 Pareto frontiers for combinations of objectives. Von Mises stresses of the blade’s mode shapes are
depicted in the diagonal.

Depending on the combination of objectives, different courses of frontiers become visible using this highlighting

scheme. By analyzing the first and last plot in the first row, the same Pareto frontiers as calculated in the two-objective

case (Fig. 13 and 15) are recovered. However, due to the combination with additional objectives, further Pareto optimal

solutions are found in the six-objective case.
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With regard to the combinations of objectives in the matrix, it can be observed that the objectives of the optimization

have different correlations. The linear correlation between −af1 and −af2 shows that these two objectives are not

contradicting each other. The two load cases refer similar vibration modes and the Pareto frontier thus converges to a

singular solution. In contrast, e.g the combination of −af1 and −af3 shows a clear trade-off between design alternatives.

These differences result from the related load cases. For further interpretation of results, the diagonal of the matrix

depicts the von Mises stresses of the corresponding vibration modes. From the comparison of the stress plots, it can be

concluded that the higher modes lead to relatively high stress amplitudes in the center of the upper part of the blade,

whereas the first bending mode leads to maximum amplitudes near the fillet. Hence, narrow long patches as well as short

patches are favorable depending on fatigue preferences. Moreover, in the sub-plots showing the dependencies between

−af3, −af4 and −af5, only a few solutions are highlighted in red. This means that no improvement in one objective is

achieved even if a deterioration in the other goal is accepted. In the sub-plot of −af3 and −af4, it becomes particularly

clear that there are hardly any design alternatives that are Pareto optimal with respect to the two objectives. This effect

is caused by similar distribution of the vibratory stress of mode V and VI which drive the respective fatigue strength.

The effect of mode-specific fatigue properties is also discernible in the design space of the non-dominated solutions.

Designs, which are characteristic for the six-objective case are depicted in Fig. 18. In addition to designs A, B and C
discussed in the previous section, there are Pareto optimal designs that are characterized by a large width of the patch as

in Design D.

Fig. 18 Designs related to the six-objective optimization results in Fig. 17.

Overall, the Pareto optimal designs can be subdivided into two groups. The first group refers to designs with

relatively narrow patches (1 < 0.5). The patterns of this group are equal to results presented in the previous section

and include Designs A,B and C. The patch geometries related to this group thus merge the designs found in the

two-objective cases.

The second group of designs corresponds to patches with large width (1 ≈ 1) and short height, which clearly differ

from the designs analyzed previously. Design D also shown in Fig. 18 represents one solution out of this second
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group. The related objective values are marked in three sub-plots of Fig. 17 for the combination of the objectives ;,

−af1 and −af5. The visualization in objective values space shows that the correlation between −af1 and −af5 causes
Pareto optimality for the design. With regard to the vibration modes, high vibration amplitudes of the first mode (load

case 1 and 2) at the fillet and high stresses of the seventh mode (load case 5) in the center close to the tip are avoided

simultaneously by designs similar to design D. In contrast to previous results, this design is not intuitive and would

therefore not be considered to be an optimal solution prior to the optimization.

Another interesting aspect resulting from the six-objective optimization is that most feasible designs are excluded

for the positioning of the weld. The white regions of the blade shown in Fig. 19 indicate regions where the weld should

not be placed. Gray colored regions refer to regions where Pareto optimal weld trajectories can be found. Given the

Pareto optimal designs, an engineer tasked with the blisk repair thus needs to consider only a few design alternatives to

pick the final design.

Fig. 19 Blade with representative designs and regions referring to optimal welding trajectories (gray).

D. Results of Welding Analysis

According to the modeling approach introduced in Sec. V, residual stresses resulting from the welding process

are evaluated for Pareto optimal designs. This detailed evaluation of thermally induced stresses is done for the four

characteristic design alternatives A,B, C and D identified from optimization in the previous section. The welding

process parameters [7] and heat source dimensions used for the simulation are specified by the parameters listed in

Tab. 2.

Table 2 Parameters used for the welding simulation.

Parameter
Heat input 50 J/mm
Speed 5 mm/s
Exterior radius 2.0 mm
Interior radius 0.5 mm
Penetration depth 3.0 mm
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Utilizing the thermal and mechanical FE analyzes, the temperature distribution during welding and the resulting

stresses are calculated. In Fig. 20 a), the temperature distribution is exemplarily shown for the welding process of

Design B (see Fig. 13) at a time step of C = 2s. The heat is introduced localized close to the center of the heat source.

The weld pool temperature reaches about 1900 °C, which is above the melting temperature of the alloy at 1650 °C [33].

Fig. 20 Sector with a) temperatures during welding, b) von Mises stresses right after welding and c) after heat
treatment for Design B.

The von Mises stresses caused by the transient temperature field, which are computed in the subsequent mechanical

analysis using the nominal blade geometry, are visualized in Fig. 20 b). In the whole joint region, a stress level of

more than 200 MPa is computed. This high residual stress level is decreased in the heat treatment process, such that

the remaining stresses depicted in Fig. 20 c) diminish to about 100 MPa. Changes in the residual stress state due

to contouring processes are not considered. Well-adjusted machining leads to an improvement of surface strength.

Neglecting the mechanical influence of machining is therefore the conservative approach.

Finally, the remaining residual stresses in the weld region are analyzed for each of the four designs A,B, C and D
and the fatigue properties are calculated. As the weld of design C is very close to the leading edge, where the blade

becomes thin ,less power is needed to melt the material. The welding process power is reduced by 20 % to meet the melt

pool temperature of 1900 °C. The fatigue strength properties including residual stresses afweld are compared with the

fatigue strength properties computed during optimization af. The relative reduction of fatigue strength values afweld8 −af8
af8

caused by increased mean stresses are shown in Tab. 3 for all load cases 8.
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Table 3 Relative fatigue strength deviation afweld8 −af8
af8 of design alternatives A,B, C and D for each load case 8.

Load case Design A Design B Design C Design D
1 -12.75 % -11.13 % -9.97 % -11.07 %
2 -12.70 % -11.01 % -10.06 % -10.91 %
3 -11.09 % -11.22 % -9.61 % -11.54 %
4 -11.07 % -11.25 % -10.44 % -12.57 %
5 -8.66 % -12.24 % -8.57 % -14.47 %

In general, the residual stresses from the welding process reduce the HCF properties of the weld by about 10 %.

The smallest deviations are determined for the longest patch (Design C). This is mainly caused by the reduced

welding power of the design alternative, which decreases thermally induced stresses. Even though the residual stresses

generally lead to a reduction in strength, the previous qualitative conclusion about the fatigue behavior of different

patch designs remains valid. Furthermore, it is shown that the residual stresses are sensitive to changes in welding

parameters and an appropriate choice of welding process and heat treatment parameters positively influence the strength.

Thermomechanical simulations are therefore required to determine the fatigue properties of the joint between blade and

patch more precisely.

VII. Conclusion
In this paper, multi-objective optimization is used to find optimal patch repair designs for compressor blisks. The

multi-objective formulation included the maximization of fatigue strength properties in terms of af-values and the

minimization of the weld length of the patch repair. Design alternatives were modeled using a parameterized patching

model. For the calculation of the objective function values, a simulation model is proposed that utilizes FE simulations

to analyze the stresses and evaluates the HCF properties of the weld-affected region.

For a typical damage scenario, Pareto optimal solutions were found using NSGA-II and patch designs were

subsequently analyzed in terms of their fatigue performance considering different load cases. It was demonstrated that

the patch geometries to be preferred are strongly influenced by the considered load cases. In the studied example, the

two-objective optimization reflecting the first bending mode and the weld length showed that only short patch designs

were favorable. In contrast, for the seventh vibration mode, long patches proved to have the best fatigue behavior. New

insights into patch designs were provided in particular by the six-objective optimization formulation, which combines

five fatigue load cases and the weld length. While the results of the two-objective problem may have been predicted

using engineering knowledge, the six-objective results showed Pareto optimal designs that are not intuitive.

In favor of an automated evaluation and computational efficiency, simplifications were made with regard to the FE

model used for the optimization runs. Subsequent thermomechanical analyses of manually selected Pareto optimal

27



designs enabled a more detailed analysis of actual residual stresses. Residual blade stresses are computed considering

purely thermally induced stresses. Changes in blade geometry and other stress contributions induced by the repair

process were not considered. In this paper, four characteristic patch designs were used as a basis for welding process

simulation. These simulations yielded a fatigue strength reduction of about 10 % compared to the nominal strength.

Overall, the multi-objective approach presented in this paper thus contributes to the initial selection of patch

geometries and supports the design process. The advantages offered by multi-objective optimization can be fully

exploited by the approach where the Pareto optimal solutions effectively narrow down the number of designs to be

considered by the engineer. Finally, the design alternatives can then be further studied to adjust weld parameters and

improve the strength of patched blades. In future work, it is conceivable to optimize patch repairs on the basis of fast

surrogate models and thus to integrate numerically complex welding simulations into the optimization.
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6 Application of EngiO to Multi-Objective
Optimization of Blade Repairs

In engineering practice, the selection of the optimization algorithm and the choice of
the algorithm-specific parameters usually happens subsequent to the formulation of the
engineering optimization problem. The most suitable optimization algorithm to solve the
practical problem is initially unknown. The variety of different optimization approaches
used in aerospace [158], automotive [136], or structural design [101, 77] indicate that each
algorithm has its specific strengths. In fact, according to the no free lunch theorems
elaborated by Wolpert and Rupert [174], there is no universal approach to efficiently solve
any kind of optimization problem. Therefore, the choice of the appropriate algorithm is
related to the optimization task.
To get a general impression of the performance of algorithms and to compare their properties
with respect to optimization problems, test functions are used. The comparison of algorithms
applied to the same analytical function gives an indication of the relative performance. Such
benchmark results were presented by the COCO project [26]. However, to evaluate the
performance with respect to the real problem, a good knowledge of the characteristics of
objective functions is required. This is usually not the case prior to the exploration of the
objective value space. The selection of an algorithm remains a case-by-case decision.
In the following, a comparison of the performance of optimization algorithms is exemplified
by the optimization task formulated in the context of patch repairs (paper C). An indicator
for performance of multi-objective optimization results is introduced in Sec. 6.1 and utilized
in Sec. 6.2. The comparison is performed using the optimization framework EngiO and thus
also demonstrates one of the benefits of the developed framework.

6.1 Quality Indicators in Multi-Objective Optimization
To compare different settings and algorithms, e.g. in benchmark studies, optimization results
are evaluated using quality indicators. Such quality indicators describe the performance of
the algorithm by calculating a scalar value based on the optimization results.
In single-objective optimization, it is intuitive to compare the deviation of numerically
calculated optimum to expected optimum, numbers of iterations needed, or convergence
characteristics of best objective values. In contrast, in the case of multi-objective optimization,
there is no single scalar optimal value, which could be used as a reference. One way to
compare optimization results (at least in the two-objective case) is the visual inspection of
non-dominated solutions in the objective value space and the propagation of the Pareto
frontier depending on the number of evaluations. However, a quantitative ranking of the
algorithms is not possible in this way.
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Performance metrics are therefore used to indicate the quality of different sets of non-
dominated solutions. One common metric is the hypervolume metric [18], which is also
known as hypervolume indicator or S-metric8. Custódio et al. [43] provide the following
definition:

Definition. Hypervolume Metric: For a approximation set A ⊂ Rm and a reference point
r ∈ Rm the hypervolume is defined as m-dimensional volume of a hole-free orthogonal polytope

HV(A) = λ (∪a∈A [a, r]) , (6.1)

where λ is the Lebesque measure and [a, r] the interval between lower and upper corner of
the volume.

A graphical example, visualizing the definition of the hypervolume in Eq. (6.1) in two
dimensions, is shown in Fig. 6-1.

Figure 6-1: Visualization of the hypervolume metric for a two-dimensional example.

In the schematic example, the non-dominated set A found during optimization comprises of
three solutions a1,a2, and a3. Further, an arbitrary point, which has to be dominated by
all points on the Pareto frontier, is selected as a reference. The corresponding hypervolume,
which degenerates to an area in the two-dimensional case, is highlighted in blue. The size
of this area depends on the position of all identified Pareto optimal solutions. When the
results of an optimization relate to better objectives and the points are located closer to
the origin of the objective value space, this area increases. A high value, therefore, denotes
maximal hypervolume and indicates a good quality of results.

6.2 Optimization Algorithms and Parameters
As each algorithm performs differently for a given problem, two different optimization
algorithms are compared in the following using one practical example. The chosen example
is taken from the third paper of this thesis and refers to a two-objective problem, where
the patch length and the fatigue strength related to the fifth load case are optimized for an

8S-metric is the abbreviation of Size of space covered.
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optimal patch repair. For more information on the problem formulation and optimization
result, it is referred to part B of paper C (see Sec. 5).
In EngiO, two algorithms are implemented which are able to handle multi-objective optimiza-
tion problems. The first one is probably the most frequently used multi-objective algorithm
known as Non-dominated Sorting Genetic Algorithm-II (NSGA-II) [46] and the second one
is an in-house version of a deterministic approach named Multi-Objective Global Pattern
Search (MOGPS) [86]. The optimization example is computed using both algorithms with
default settings and allowing a maximum number of 10 000 objective function evaluations.
During the optimization process, the values of the hypervolume metric are tracked. The
obtained normalized values are shown in Fig. 6-2.

Figure 6-2: Visualization of the hypervolume metric for the second two-dimensional example
in paper C for different algorithms.

The hypervolume metric is evaluated according to Eq. (6.1) with a reference point of (0.1|0).
9 Since the area referred to by the hypervolume metric has no physical meaning, the
hypervolume is normalized according to the maximum hypervolume HVmax found in all
optimization runs. Hence, the diagram in Fig. 6-2 illustrates the relative improvement in
Pareto optimal solutions as a function of objective function evaluations.
Moreover, NSGA-II is a metaheuristic approach, which means that optimization results
may vary from run to run. The data presented in Fig. 6-2 are therefore the mean values
of 10 optimization runs. As MOGPS has a deterministic nature, the results are the same
for each optimization run. In general, the value of the hypervolume indicator increases for
a larger number of function evaluations. This is to be expected since a larger number of
samples generated and evaluated by the algorithms should improve the quality of the results.
At the beginning of the optimization, the improvement in hypervolume is relatively large.
Later during the optimization, the improvement stagnates for both algorithms and the value
converges to the maximum hypervolume. Depending on the number of solutions observed so
far, one or the other algorithm performs slightly better. In particular, for a higher number
of evaluations MOGPS shows better performance. Nevertheless, after 10 000 evaluations the
HV indicators are almost the same for both algorithms. Therefore, it can be concluded that
both algorithms are suitable to solve the problem considered in this example.

9This reference point was specified, because it refers to maximal (worst case) objective values in the feasible
design space. Qualitative similar results could also be calculated with slightly different reference points.
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In paper C, NSGA-II is selected to solve the optimization problems defined. The main
reason for this decision is the fact that NSGA-II is known as a state-of-the-art optimization
approach for multi-objective problems, while MOGPS for higher dimensions was still under
development.
Further, not only the choice of the algorithm affects the performance of the optimization.
Normally, the behavior of algorithms can be adjusted with algorithm-specific parameters.
NSGA-II e.g is based on a genetic algorithm and hence the crossover and mutation properties,
as well as the population size, can be changed by corresponding parameters [46]. Since
the population size has the greatest effect of all parameters [172], the hypervolume of
so-far-observed solutions is evaluated for five different population sizes. In Fig. 6-3, the
results are shown for 10 000 objective function evaluation carried out with NSGA-II using
the same optimization example as in Fig. 6-2.

Figure 6-3: Visualization of the hypervolume metric for the second two-dimensional example
in paper C for different population sizes.

Firstly, it should be noted that the graph corresponding to a population size of 52 is the
same as in the previous diagram (Fig. 6-2), because it represents the initial settings. The
graphs of different population sizes indicate that the best performance of the algorithm for
about 100 up to 1000 evaluations is achieved by a population size of 24 particles or less.
Larger population sizes of 100 or even 200 individuals mainly result in lower performance.
However, all optimization results converge to the same hypervolume after about 1000 to
5000 evaluations, as is expected for a properly parameterized global optimization approach.
In paper C, a medium population size of 52 is selected as a sufficient number of objective
function evaluations was performed.

The hypervolume metric introduced in Sec. 6.1 is implemented in the parent class (optimizer
class) of the optimization framework EngiO. Hence, the assessment and graphics,which are
shown in Fig. 6-2 and 6-3, can be generated with very little coding effort. Switching between
different optimization algorithms (e.g. MOGPS and NSGA-II) is also possible quickly, as
the syntax of all algorithms is standardized due to the class definitions of EngiO. In this
particular case, the optimization algorithm can be changed by exchanging a single line of
code in the main script, which shows the benefits of EngiO for the engineering user.



7 Summary and Outlook

7.1 Summary
In this doctoral thesis, a computational scheme for multi-objective optimization of the design
of blade repairs is developed. Engineering optimization techniques are used to identify the
best design alternatives for the repair of damaged blades of compressor blisks. The main
focus is on optimizing the structural properties of the repaired blades, such as natural blade
frequencies or fatigue life. The presented approach relies on multi-objective optimization,
which allows a posteriori weighting of design alternatives. Repair-specific FE simulations
and user-defined routines form the basis for the automated evaluation in the optimization
process. In particular, the blade repair technologies known as blending and patching are
analyzed.
In accordance with the objectives formulated in Sec. 1.4, the first outcome of this thesis
refers to the design of an engineering optimization framework. The design of the
framework, which is published in paper A, is chosen in such a way that it features easy
integration and an efficient solution to the optimization task. The main innovation of the de-
veloped software named EngiO is the object-oriented architecture, which allows implementing
the optimization problem and algorithm in a clear concise fashion. The interface defini-
tion of EngiO enables single/multi-objective, global/local, and constrained/unconstrained
optimization using derivative-free optimization methods. Therefore, the architecture of
EngiO is well suited to solve the multi-objective optimization formulations derived for blisk
repairs but also shows to be adapted to other engineering tasks with little programming
effort. It is demonstrated that the designed software architecture has great benefits for the
implementation and usage of optimization algorithms in engineering research.
Subsequent to the development of the engineering optimization framework, the optimization
of blend repairs is addressed in paper B of this thesis. To show the potential of multi-
objective optimization for improved blend repair shapes, the primary focus is on appropriate
modeling of blend repairs. The result is a parametric model, which allows describing
the geometric shape of blend repairs by the depth, width, and spanwise position of an
ellipsoidal blending shape. This analytical approach is complemented by a custom remeshing
routine that incorporates the blend into the FE model of one blisk sector. The vibration
properties are evaluated by modal analysis using the FE model of the geometrically
modified compressor blade. The relation between natural frequencies of the repaired blade
and nominal blade frequencies as well as excitation frequencies are assessed in user-defined
routines. It is found that the resulting natural frequencies of repaired blades are sensitive to
the actual blend shape and some blendings even lead to crossings of natural blade frequencies
with frequencies of harmonic excitation sources. These findings are further studied in the
context of a two-objective optimization using two exemplary damage patterns. An opti-
mization problem is formulated considering the tuning of the first six naturals frequencies
with respect to the nominal blade frequencies as the first and the proximity of naturals
frequencies to the harmonic excitation frequencies as the second objective.
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The objective of this thesis, which is related to the modeling of patch repairs, constitutes
a major part of paper C. Since the structural integrity of a blade with an applied patch
is primarily threatened by the weld between patch and blade material, the position of
the weld is of great interest. To describe the geometry of the patch and therewith the
location of the weld a parametric model is developed, where the width and length of the
patch are defined with regard to the leading edge and the chord length of the blade. The
welding path along the interface between patch and blade is specified by a piece-wise linear
trajectory. The vibratory stresses in the weld region are analyzed by performing a modal
analysis of the blade and thermally induced residual stresses are computed in a decoupled
thermomechanical welding simulation. The results of the corresponding FE simulations
reveal, that a significant amount of residual stresses remains in the repaired blade and that
the spatial distribution of the vibratory stresses varies for the different load cases. The
evaluation of fatigue properties in the welded region clearly shows the influence of the
different stress levels on the HCF properties of the weld. The automated evaluation of
the HCF behavior of repaired blades is based on the well-established amplitude frequency
concept and is part of user-implemented routines. The simulation model is, therefore, able
to systematically evaluate different patch designs. This capability is further exploited by
combining the objectives corresponding to the fatigue strength of five load cases and the
objective of minimum machining effort in a multi-objective optimization task.
Thus, in the case of both blend and patch repairs, mathematical optimization problems
are derived from the specific technical design criteria. These problems, containing multiple
objectives, are solved using the optimization framework EngiO presented in paper A of this
thesis. The final findings achieved in papers B and C are hence Pareto optimal designs
for blisk repairs. Concerning the optimization of blend repairs, two different damage
patterns are analyzed. Depending on the damage considered, the Pareto frontiers thereby
have a very different appearance. It is shown that, depending on the damage pattern, the
frontier can have a continuous course or may consist of several parts. In both examples,
the two frequency criteria, which are represented by two objective functions, compete with
each other and can not be achieved simultaneously. However, the plot of Pareto optimal
solutions in the objective value space visualizes the effects of different alternatives on the
frequency tuning of the repaired blade. The final repair decision can be made on based on
further engineering (e.g aerodynamic) preferences.
In the case of patch repair optimization, the number of objectives included in the multi-
objective problem formulation is increased to six objectives. This six-objective approach,
whereas all load cases being relevant for the HCF strength and the weld length are considered,
lead to Pareto optimal solutions forming a six-dimensional hyperplane. The main findings of
this work, become apparent in terms of repair designs that correspond to the set of optimal
solutions. It is demonstrated that the number of design alternatives can be narrowed down
considerably by the optimization procedure and the decision for the final design is hence
facilitated. Moreover, depending on the significance of load cases different patch designs are
conceivable. However, the results obtained by applying the approach on the specific blisk
geometry show a predominant tendency towards ’short’ patches characterized by a small
patch length.
Overall, in this thesis, a scheme is devised to model, evaluate and finally optimize the
structural design of typical repairs of blisk blades. The results determined in the reported
examples provide evidence, that the multi-objective approach is able to support the engi-
neering design decision in future repair processes of blisk blades.
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7.2 Outlook
This doctoral thesis suggests that real maintenance processes for blisk repairs benefit from
numerical simulations and multi-objective optimization. In particular, two repair technologies
are studied. Since the optimization of these two repairs showed great potential to improve
the maintenance of blisk blades, further repair processes should be investigated in the future.
Regarding blade repair of blisks, the complete blade replacement should be studied. The
numerical analysis of this repair technology is especially interesting from a structural point
of view, as the joint area between the attached blade and the disk is located at the blade
fillet10. This area is typically also known as the region with maximum stresses due to blade
bending and is therefore prone to failure.
All computation examples presented in this thesis are based on the compressor blisk model
designed for the aerodynamic experiments in the Collaborative Research Center 871. To
ensure safe operation in the test facility, the design is far too conservative compared to actual
blisk designs. Therefore, the application of the developed approach should be extended to
other and especially more practical blisk designs in future work. It would be of great interest
if the presented results could be generalized and the findings could be transferred to other
blisk designs.
In addition, further damage patterns should be analyzed. In this context, a classification
of typical defects of blisk blades would be preferable to avoid numerous calculations. It is
also conceivable that the point-based description of the damage used in the computational
scheme is extracted directly from an optical measurement.
Since the focus of this work is on evaluating the structural aspects of blade repairs, other
disciplines such as aerodynamics or manufacturing are given little or no consideration in
the optimization. However, especially for the evaluation of blend repairs, the influences of
the changed blade geometry on the flow field in the engine are important. Changes in the
flow could yield to a massive loss in performance and should be taken into account in future
multidisciplinary optimization approaches.
Moreover, the blades of blisks are usually close together, leaving little space for manufacturing
tools. According to the space requirements of the manufacturing tools used, this could result
in additional restrictions that must be followed in the decision process.
For industrial use of the presented approach or comparable approaches, it is further inevitable
to include costs in the optimization tasks. Only if the economic aspects of repairs are captured
in the optimization, the life cycle costs [153] can be reduced.
Another aspect from the field of mechanics that has not been considered in this work relates
to the tuning of all integrated blisk blades. Variations from blade to blade, e.g. due to
repairs, would result in a mistuned system, which could lead to an amplification of the
vibration amplitudes of single blades. To avoid these potentially high vibration amplitudes, a
model of the entire blisk should be used in addition to the cyclic sector model. In total, it can
be concluded, that there are multiple aspects from mechanics, aerodynamics, manufacturing,
and economy, which should be addressed in future optimization processes of blisk repairs.

10The blade fillet denotes the region between blade and blade platform or root. In blisk design, this is the
interface region between blade and disk.
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Including further technical aspects in the optimization problem usually requires additional
or more detailed simulations. These simulations lead to the fact that the evaluation of
the objective function also takes up more and more computation time. In this thesis, the
objectives and the corresponding models are chosen to be computable in an acceptable time.
Thus, the optimization problems are solvable by conventional optimization algorithms. How-
ever, since the evaluation of objective functions can become extremely time-consuming and
conventional methods reach their limits, it may be necessary to use surrogate optimization
methods [137]. The basic idea of these methods is to speed up the optimization process
by combining metamodeling techniques with conventional optimization approaches. In the
future, such a surrogate-based approach allows the integration of aerodynamic quantities,
which can only be determined with complex CFD simulation, and improve the validity of
the optimization results.
On a wider level, further research is needed to plan and accompany real processes with com-
putational models and numerical simulations. At the latest, since the planning uncertainties
in the aerospace industry caused by the Covid-19 pandemic, fixed overhaul schedules are no
longer appropriate. Current developments are thus condition-based methods [142] or digital
twins [47]. Smart tools such as numerical optimization or artificial intelligence are therefore
needed to make MRO processes sustainable for the future.
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