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Abstract

Scientific research faces many challenges related to the credibility of published re-
sults. In essence, there is typically not enough documentation on how experiments
are conducted and data is generated. Thus, increasing the reliability of articles
through reproducibility will improve the quality of the published scientific literature
and offers better reliable results. This thesis describes today’s problem of the re-
search literature related to non-reproducibility and unstructured data such as weak
experiments designs, errors, data dredging and under-specified methods. We suggest
a variety of solutions to resolve these problems through linking machine readability
with the reproducibility of the information in academic papers. We use therefore a
knowledge platform which provides reproducibility on one side and on the other side
another platform that ensures the machine actionability of data. Then, we build
an integration between them and test it on a selected use case article. After es-
tablishing the integration, we obtained, as a result, a reproducible article described
in machine-actionable and structured manner. Thereafter, we created a solution
that allow every reader to switch between the static and dynamic (reproducible and
machine-readable) form of the article.
This thesis discusses the benefits and limitations of these observed results and em-
phasizes the future alternatives.

Keywords: Reproducibility, Reproducible Science, Machine actionability, Repro-
ducible scholarly knowledge
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Chapter 1

Introduction

Several researches concerning the reliability and e�ciency of scienti�c research are
improved every day. Indeed, the innovation and prosperity known in computer sci-
ence have a remarkable impact on scienti�c publications. This progress of scienti�c
research is often summed up as,\If I have seen further, it is by standing on the
shoulders of giants"(This quote has been attributed to Sir Isaac Newton since it
appeared in a letter he wrote to fellow English scientist Robert Hooke [1]). However,
statistics demonstrate that the majority of research is not reproducible [2].

Scientists became worried by problems in some sensible experiments such as drug
development while using results of studies realized in other companies. They have
only the possibility to replicate the underpinning research, which represents about
one quarter of studies [3]. Similarly, the researchers of the German company"Am-
gen" faces many problems with analyzing foreign data and approve it only in 11%
of \landmark" studies [4].

Thus, scientists cannot assume the credibility of the data based on the infor-
mation included in published articles. He needs to know how the author gathered
it. Otherwise, the consequences could be probably grim if an important amount of
science is not reproducible. At the outset, it is also necessary to admit that not all
scienti�c research are pretended or granted to develop in �ndings which are related
to applications for human health. Outstanding research and great ideas may also
lead to a dead-end. Researchers have to accept that because it de�nes simply the
nature of research. E�ciency of 100% and waste of 0% is unlikely to be obtainable.
According to an internet-based survey of 1,576 researchers in Nature, about 90% of
respondents con�rm that there is either a slight or signi�cant crisis of reproducibility
in scienti�c research [5]. However, considerable improvement can be achieved by
making research reproducible.
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Chapter 1. Introduction

Moreover, the replicability of scienti�c experiments plays a signi�cant role in
removing the complexity of di�erent systems. Reproducibility will o�er the possi-
bility for the scientist to replicate the results of a previous research based on the
same data as were exploited by the original author. That is, a second scientist
might need the same dataset to set up the same analysis �les and develop the same
statistical approaches in order to obtain the same results. Reproducibility can be
de�ned as a minimum fundamental quality for a �nding to be credible and informa-
tive [6]. An independent scientist should be capable to replicate an experiment for
a research project. Besides, the same outcome should be achieved under the same
circumstances. It is also important to be able to recreate the same conditions. Nev-
ertheless, it is hard to guarantee the same circumstances in practice, even in tightly
controlled experiments. \Experiment" should be understood in a large sense, includ-
ing also computational work. Hence, there is an increasing importance in assuring
and evaluating the reproducibility and clearness of the published scienti�c literature.

In addition to reproducibility issues, published scholarly articles remain nowa-
days mere analogues of their print relatives [7]. It becomes crucial to automatically
process scholarly knowledge which is communicated in the form of digital scholarly
documents [8]. In fact, the communicated information is usually ambiguous and
hard to reproduce [9]. However, scientists and researchers point to reproduce aca-
demic knowledge in digital as it used to be in print [10]. The discussion of all these
challenges is clearly debated in many articles related to the interdisciplinary research
[11]. The inter-linking of article contents is not machine actionable and di�cult to
implement. Consequently, the automatic processing of scholarly knowledge still not
yet achieved by any publication.

Furthermore, traditional document-based scholarly communication still facing the
challenge of the digital transformation seen in the last few years in other information
rich publishing and communication services. In fact, many publications for several
services such as street maps, phone books or encyclopedia are not just digitized but
also cannot show the implementation of entirely new means of information manage-
ment and access. As far as we know, these services are distinguished from scholarly
communication and considered as completely novel approaches to information man-
agement, sharing, access, collaborative reproducing and processing.

Additionally, there are further problems related to scholarly knowledge publi-
cations. In fact, recent scienti�c discourse is hard to follow, due to exponential
enlargement of scienti�c knowledge volume [12, 13]. Nowadays, the research paper
publishing is witnessing a major reform, and individual scientists cannot manage the
huge amount of publications, which can certainly proceed to an unclear, ambiguous
and redundant research publications. Indeed, the structuring and organization of
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the data will be more di�cult when the volume of publications doesn't stop growing.
Therefore, the volume issue can be as well considered as one of the reasons causing
the reproducibility crisis.

It becomes necessary to establish a 
exible, concrete, context-sensitive and ma-
chine actionable representation of scholarly knowledge and its related framework for
knowledge processing, sharing and publishing. Indeed, this representation should be
structured, interconnected and semantically full. Knowledge graphs, for instance,
can be used as an appropriate approach for representing ambiguous information in
an organized manner. Although the big importance of the technology responsible for
the establishment of this representation, many other concepts are as well required
such as the way how the scholarly knowledge will be gathered and generated during
the entire research life cycle. Thus, it becomes required, on that side, to publish
scienti�c knowledge in a 
exible, one-grained, semantic, and context-sensitive way,
and on the other side, to include a reproducibility approach to this representation.

In this thesis, we will suggest a solution to improve the reproducibility of ma-
chine actionable scholarly knowledge. We devise an overall framework, implement
the framework and test it by building on existing systems, e.g. Stencila [14] as a
platform for authoring and executability of the science, the Open Research Knowl-
edge Graph (ORKG) [15] as an infrastructure for the collecting, curation, processing
and publication of machine-actionable scholarly knowledge, and Open Journal Sys-
tems as a framework for the submission and publication of the academic literature.
Hence, we integrate the two aspects of machine actionability and reproducibility
through an integration of two platforms, ORKG and Stencila, respectively. We will
also prototype the impact of reproducible science on traditional online publication
platforms by integrating Stencila with the Open Journal Systems (OJS) [16]. We will
present, evaluate and discuss all these integrations and their bene�ts for scholarly
communication.

In this work, we tackle the following research questions:

1. How can we ensure that scholarly knowledge is reproduced and published both
in human and machine-actionable form ?

2. How to describe a scienti�c article in a structured human-machine-actionable
manner ?

3. How can we demonstrate that the human and machine-readable versions of the
knowledge, generated in research work, can be published ?

The remainder of this thesis is structured as follows. In Chapter 2, we describe
some basic knowledge related to our thesis. All related works are presented in the

3



Chapter 1. Introduction

Chapter 3. The details of the proposed approach are highlighted in Chapter 4 which
describes as well the components of the system used for implementing the given
solution. Chapter 5 presents the results of the implementation with discussing the
details of our proposed technical solution. The advantages and drawbacks of the
used approach, as well as the evaluation of frameworks and the future works are
presented in Chapter 6. We close this thesis with summarizing the ideas and the
obtained results in Chapter 7.
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Chapter 2

Background

This chapter introduces the main concepts underlying this thesis, speci�cally repro-
ducible research, FAIR data and machine-actionability of data, scholarly knowledge
and RM-ODP architecture.

2.1 Reproducible research

Reproducible research can be de�ned as the availability of research data and code so
that readers are able to replicate the results as claimed in scienti�c articles.

The concept of reproducibility is basically applied to the scienti�c approach, the
pillar of Science, and especially during the formulation of a hypothesis, the collection
and analysis of the data and also while developing, executing and reporting a study.
The main goal of reproducible research is typically understood as ensuring the cor-
roboration and veri�cation of data correctness. However, reproducible research aims
to improve transparency and credibility in the computational sciences. Computer
scientist Jon Claerbout de�ned reproducibility as a software framework and set of
procedures that enable the reader of a paper to discover the hole processing path
form the raw data and code to tables and plots [17]. Several scienti�c domains take
advantage of this approach and use it intensively in their data researches such as
clinical trials [18], computational biology [19], �nance and economy [20], and epi-
demiology [21]. Furthermore, the National Science Foundation (NSF) [22] de�nes
reproducibility as the ability of research to duplicate the outcome of an earlier study
basing on the same materials as were used by the original author. Thus, the doc-
umentation of reproducibility imposes the sharing of analytical datasets, statistical
code, appropriate metadata and relevant software. Reproducible science aims to
avoid issues with trust for the representation of data and analyzes. However, the
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Chapter 2. Background

de�nition does not indicate to what degree deviations are tolerable. According to
the NSF, reproducibility does not provide a new evidential weight that is more highly
trusted. Therefore, NSF adds a new evidence called \replicability" and de�ned as
\the ability of a researcher to duplicate the results of a prior study if the same proce-
dures are followed, but new data are collected" [23]. With this de�nition, it remains
unclear which operational criteria can create a successful replication or reproduc-
tion. In addition, this terminology is not universally adopted and can sometimes be
wrongly explained. Besides, other issues could be identi�ed which mainly concern
the interpretation, reporting, design, analysis and corroborating studies. In fact, a
study about the use of this terminology in the scienti�c literature demonstrates that
there are many other similar alternative and intermingling of concepts. For instance,
the replication of some experiments in psychology reported in a study titled \Esti-
mating the reproducibility of psychological science" [24] de�nitely relate the term
\reproducibility" to the new studies conduct.

2.2 FAIR Data

The "FAIR Guiding Principles for scienti�c data management and stewardship"
[25] were published in 2016 in "Scienti�c Data" to specify the main standards for
scienti�c data management. The authors aim to help the science community by
providing some guidelines to enhance the Findability, Accessibility, Interoperability,
and Reuse of (digital) data. Indeed, humans are nowadays obliged to support more
and more computational systems due to the increase of the complexity, quantity and
speed of data. The principles de�ned by the guideline reinforce machine readability
represented in the capability of computational framework to �nd, access interoperate,
and reuse data without the need of any human intervention.

2.2.1 Findable

It represents the �rst principle described in the guideline. It consists in �nding the
data in order to reuse it. In fact, the data and metadata should be easy to �nd
by both machines and humans. Besides, the FAIRi�cation process requires some
necessary factors such as the machine-readable metadata which is fundamental for
automatic detection of datasets and services. The �ndable principle ensures that the
humans and computer systems should not take too much time to �nd the needed
metadata and data. Standard machine-actionable descriptive metadata enables the
detection of interesting services and datasets.

6



2.3. Machine-actionable data

2.2.2 Accessible

After �nding the needed data, the second step is to determine the approach of their
accessibility which include the authentication and authorization principles. Accord-
ing to this principle, the data and metadata should be stored for the long term in
a way that machines and humans will be able to access, locally use and download
them without any di�culty thanks to the standard communication protocols.

2.2.3 Interoperable

In common cases, the data should be integrated with other data in a way that
permit the users able to interoperate it with di�erent applications or work
ows for
analysis, storage and treatment. Besides, this principle ensures the exchange, the
interpretation and the combination of the data in a (semi)automated manner with
other data sets by humans as well as computer systems.

2.2.4 Reusable

FAIR aims mainly to improve the reuse of data. Thus, the description of metadata
and data should be perfectly achieved to ensure their replication and combination
in di�erent settings. Indeed, data and metadata are adequately good described to
enable data to be reused in future studies, o�ering the possibility of integration with
diverse compatible data sources. Suitable citation have to be simpli�ed, and the
circumstances of the data adaptation should be understandable for machines and
humans.

2.3 Machine-actionable data

Machine-actionable data, or computer-readable knowledge represents the data in
a format in order to be structured and processed by a computer. The US Open
Government Act describes machine-actionable data as "data in a format that can
be easily processed by a computer without human intervention while ensuring no
semantic meaning is lost" [26]. According to this de�nition, non-digital literature
such as hand-written or printed articles can be classi�ed as not machine-actionable
due to their non-digital type. Besides, PDF �les always enclose data which can be
represented in the form of tables. The data in these tables are absolutely digital but
not computer-readable due to the complexity of their access. However, a human will
not �nd any di�culty to read it. Thus, to make this tabular data readable by the
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computer, an author should write it in a structured format such as spreadsheet or
CSV. Another example is the photos or scans of a paper which contain a non machine-
actionable data, although the same data was represented, before the printing, in a
text format such as a simple ASCII text �le which can be machine-actionable and
treatable. There are two groups of machine-actionable data:

ˆ Marked up human-readable data that is also readable by machines. Examples
of this format include HTML, RDFa and microformats.

ˆ Machine-readable data in formats that are mainly designed for machine pro-
cessing, e.g. XML, CSV, JSON and RDF.

Machine-actionability can be de�ned as data digitally reachable. A digitally accessi-
ble article is a document which is online published in order to allow humans to easily
open it via computers. However, this document is not easy to extract, convert and
manipulate via simple machine programming logic if it is not computer-readable.
Machine-actionable approaches represent the cornerstone to recreate computational
environments, or to provide the hole actual computational environment that the
analysis was conducted in [27, 28]. For example, Docker�les and Vagrant�les are
used as machine-readable plain text approaches for directing virtual machines to a
suitable speci�cation [29].

A prediction, for instance, is considered machine-actionable when the user can
automatically decide if the prediction is con�rmed by the data or not. Even though
computational reproducibility is nowadays becoming more and more popular as user-
friendly tools are regularly being developed, there are no current solutions that con-
vert, e.g., hypothesis tests descriptions into machine-actionable and reusable data.
Researchers will be able to access to this data to load all the information related to
analytical predictions. For instance, the metadata �le should be enough to calculate
or reach without di�culty e�ect volumes from performed analytical tests when a fully
reproducible process is exploited and data can be reached as a piece of meta-data
�le [30].

During the peer study process, an automatic evaluation of computer-actionable
hypotheses has at least two suitable procedures. Firstly, a forecast for the future
shows that scientists will be enforced to submit completely computationally repro-
ducible analysis scripts including their submissions. The computational reproducibil-
ity of the reviewed results in a manuscript must be inspected by editorial deputy or
reviewers. Machine-actionable hypothesis tests would make this inspection an issue
of executing a single function. Using R packages and machine-actionable format such
as JSON or XML permit the creation of scripts that can be automatically executed
in other languages.
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However, reproducible science requires the employment of machine-actionable
techniques such as JSON descriptor. Basically, data packages are based on this
descriptor �le. These descriptors could be easily treated by several tools during data
analysis. They support metadata for the accumulation of resources, and a design for
a tabular data. The machine-actionable adopts accessible and distributed language,
and has provision to include descriptions, and information concerning subscribers and
sources for each resource, which allows the connection to other existing metadata and
assure data provenance. Hence, a machine-readable �le can be extensible and can
be extended to hold supplementary information as required.

Entirely new search retrieval assistance techniques could be reached thanks to
machine readability. Using Alexa or Google Now to ask about research problems in
an interactive way may be in the future possible [31].

2.4 Scholarly knowledge

A scholarly knowledge or academic discipline is a subdivision of knowledge that
taught and studied at the college or university level [32]. This knowledge is created
and published by the academic journals that are related to scienti�c research, and
the scholarly societies and scienti�c departments or universities. Scholarly knowledge
can be divided into various disciplines such as the scienti�c studies including math-
ematics, physics, chemistry, and earth science, and the humanities disciplines such
as philosophy, religion, art and cultural learning; and the social science knowledge
including sociology, history, economy, etc.

Peoples associated with scholarly knowledge are usually referred to as academics
or experts. They are just people whose task it is to try to discover the best and most
credible approaches of knowledge. Nowadays, everyone is able to create and publish
the knowledge on the internet without facing any problem of claim and credibility.
However, the art of detecting the best manners of knowing and separating fact and
�ction is essential for all the readers, not just academics.

In several scholarly knowledge disciplines, the perfect and most creditable ap-
proach of knowing commonly includes the adaptation of di�erent scienti�c means
in some form. The application of these means is principally true for the natural
sciences such as mathematics, physics, biology, etc. Nevertheless, a lot of social
sciences and humanities like sociology, psychology, management and economics face
many problems to apply scienti�c methods in one manner or another.

Other scholarly knowledge disciplines like mathematics and philosophy require
a higher level of determinable reasoning as the main method of knowing. This
may include the determination of what can be rationally deduced from what it is
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already known or expected. Indeed, it becomes easier to determine what the �rst
fundamental principles and the way of reasoning, especially with the complexities
and de�ciency of language. However, in many other disciplines of humanities such
as art, history and literature, the level of reasoning and emphasis is very low, and
doesn't require the application of scienti�c method. In fact, the used way of knowing
is based principally on understanding the past, the prejudices, and the structure of
the society and its parts.

In order to verify their knowledge and ensure high quality standards, academics
usually adopt the peer review, which allows them to publish their knowledge only if
it is classi�ed credible by their peers. These peers are commonly two or three peer
reviewers which are generally neutral and anonymous to the author. For example,
Google Scholar [33] and the Web of Knowledge [34] are famous websites which con-
tain publications of articles in peer-reviewed journals. These articles are frequently
written in an academic language using technical wording, which make it hard to read
for most of the peoples, so they rely on news outlets and popular research literature to
convert these studies and translate it into simple understandable common language.
However, this translation doesn't always lead the readers to the correct meaning
and knowledge found by academics or researchers. Therefore, sometimes "scholarly
knowledge" is a term that push us to refer to the original scholarly publication to
get to the source of the material.

2.5 RM-ODP architecture

The Reference Model for Open Distributed Processing [35] is a standard invented
jointly by the International Organisation for Standardisation (ISO) [36] and the Inter-
national Telecommunications Union (ITU) [37]. Thanks to the exponential progress
of the computer networking, computer systems around the world become highly in-
terconnected. However, the inter-working between the systems remains poor due
to the heterogeneity in interaction models. Open distributed processing (ODP) de-
scribes systems that ensure heterogeneous distributed processing both between and
within systems via the adaptation of a standard interaction model. The aim of this
reference model (RM-ODP) is providing a coordinating framework for the standard-
ization of open distributed processing (ODP) through the creation of an architecture
which supports distribution, inter-working, interoperability and portability.

RM-ODP contains four basic elements:

ˆ An object modelling method to system requirements

ˆ The requirement of a system based on interconnected viewpoints speci�cations
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ˆ The description of a system infrastructure using distribution transparencies for
system adaptation

ˆ A framework for evaluating system conformance

RM-ODP consists as well of four standards:

ˆ Overview: contains scooping, justi�cation and explanation of key concepts.

ˆ Foundation: contains the de�nition of concepts and scienti�c framework for
standardized description of distributed processing systems.

ˆ Architecture: contains the speci�cation of the necessary features that certify
distributed processing as open.

ˆ Architectural semantics: contains a de�nition of the modeling concepts.

RM-ODP describes a framework based on �ve generic and complementary view-
points from which to abstract or observe ODP systems. Each viewpoint is composed
of a list of structures, rules and concepts.

2.5.1 Enterprise viewpoint

The enterprise viewpoint [38] describes the business model and the business require-
ments. It focuses generally on the purpose, scope and policies. It covers the role of
the systems in the business as well as the human user roles and business policies. We
can describe this viewpoint using many key concepts such as purpose and targets,
domain, activity, community, actors, role, scope, contact and policy.

2.5.2 Information Viewpoint

The information viewpoint [39] is employed to describe the semantics of information
and the information processing. Various key concepts are adopted to ensure the
information viewpoint like the information objects, association, contract, and policy.

2.5.3 Computational Viewpoint

The computational viewpoint [40] is used to specify the functionality of our system
based on the interaction between the components and services that compose this
system. These components are basically described through their interfaces. Indeed,
the set of these interfaces displayed by a user, and the hidden set of other services
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running in the system back-end represent the computational speci�cation of our
system.

Several interfaces and services are used to build the computational model such as
the interface designed for the data processing, the Application Programming Inter-
faces (API) [41], or the services responsible for the actions like publish and subscribe
or request and reply.

The computational viewpoint is composed of various key concepts including com-
ponents, interactions, interface, binding, and quality of service (QoS).

2.5.4 Engineering Viewpoint

The engineering viewpoint [42] is used to de�ne the design of distributed objects of
our ODP system. It describes the infrastructure of the distributed systems. The
engineering viewpoint is not based on the semantics of the ODP system, except
to set up its speci�cation for distribution and distribution transparency. The RM-
ODP engineering viewpoint describes the structure of an ODP system. Several key
concepts describe the engineering viewpoint such as cluster, capsule, nucleus object
and node.

2.5.5 Technology Viewpoint

The technology viewpoint [43] focuses on the choice of technology, best practices and
the implementation of the system. It can be also considered as the provision of a
fundamental infrastructure.

Nevertheless, the selection of the technology may have several consequences. The
provision of a particular quality of service could be guaranteed through the good
choice of the technology, and based on the technology viewpoint feedback to other
features of the system architecture. Moreover, the performance costs of interactions
can be �xed thanks to the choices in the technology viewpoint. Thus, the quality of
service which can be performed by the behaviour in other viewpoints can be as well
determined through the choice in the technology viewpoint.

The technology viewpoint plays also an important role in the conformance test-
ing development. It provides the information required for the interpretation of the
observations used by a tester for the identi�cation of the vocabulary and concepts
adopted in the other viewpoints of the system requirements. For instance, it enables
the recognition of valid interactions, in order to allow their appropriateness to be
veri�ed against some particular object behaviour.
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Related Work

A number of research projects have approached the idea of reproducibility in scienti�c
literature. Most of them focus on presenting a solution for preserving and sharing
their research objects (such as data, code, documentation, notes) throughout their
research process to improve the reliability and credibility of their results.

3.1 CERN Analysis Preservation

3.1.1 Overview

CERN Analysis Preservation (CAP) [44] is a digital library service in High-Energy
Physics [45] (HEP) based on a particular disciplinary research work
ow. Indeed, this
methodology aims to collect the research data analysis work
ow steps and proceeding
numerical objects. The importance of this approach can be represented by the use
of the contextual knowledge needed to reproduce an analysis. Thus, CAP is de�ned
as a mandatory phase towards better reuse of unique research literature and as a
measure to simplify future reproducibility of results.

3.1.2 Concept

CAP implements a centralized framework which allows researchers to write directly
their analysis with the launching of a new project. This can be considered an in-
novative form of reproducible research. It di�ers also from traditional approaches
which usually separate between the documentation and preservation only after the
analysis has occurred. Further, scientists are able to save the record of any feature
or step of an analysis as well as relevant research aspects within their cooperation.
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In fact, code, datasets, transitional documentation of processing steps, content
and annotations or test processes could be submitted through the tool by scientists.
CAP provides auto-completion of many elements of the analysis metadata based
on the connection to the databases of the collaborations. Scientists can keep their
implicit materials and share their data in a simple way. They will be able to also
access research literature for future application. Besides, a capture of additional
documents and analysis of the reusable data can be saved.

3.1.3 Technology

CAP is based on many recent technologies. The digital library platform Invenio
[46] represents one of these technologies that permit CAP to create a custom digital
repository solution adapted to ful�ll di�erent use cases, such as digital document
repository, multimedia archive and integrated library structure. Indeed, Invenio
supports storing JSON in its own digital repository database, then submits data
to an Elasticsearch cluster that guarantees indexing and information retrieval. In
addition to Invenio, JSON is also used as a solution to model the managed data in
the form of a JSON Schema in order to assure the compliance of captured JSON
snippets with the regular metadata speci�cations. A durable preservation of the
captured properties can be guaranteed thanks to the Open Archival Information
System (OAIS) [47] framework.

Figure 3.1: The architecture of the CERN Analysis Preservation platform [44].

The �gure above describes the mechanism of the CAP platform which includes :

ˆ The "Kernel" of the Invenio framework.
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ˆ EOS [48]: Storage backend for running the �le storage abstraction layer.

ˆ CASTOR [49]: Connector aims to harvest �nished datasets from di�erent stor-
age systems.

ˆ Git : permit the connectors to harvest code used to build the analysis code.

ˆ TWiki [50]: Connectors point to establish the interaction with the documen-
tation systems.

ˆ CMS CADI [51]: Internal collaboration frameworks used for ingesting the
information to CAP.

ˆ CDS [52], INSPIRE : Platforms where CAP can publish some parts of its con-
�rmed open data.

3.1.4 UI and functionality

The UI supplies di�erent features and entry points to serve various users, as somehow
CAP will more easily become an essential factor of the research process.

Figure 3.2: First part of data submission in CAP [44].
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Figure 3.2 shows the submission form which allows the researchers to submit
their content. This form represents the �rst part of submission that can be �lled out
automatically by using data from an existing database.

Figure 3.3: Second part of data submission in CAP [44].

Figure 3.3 highlights the second part of the submission form which permits re-
searchers to input their code and data. After submitting their information, re-
searchers will be able to share their analysis internally with other collaborators.
Figure 3.4 shows the permission interface which organizes the rights of each invitee.
This feature has been considered very essential by the community because it allows
them to follow the work progress of the CAP content.
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Figure 3.4: Permissions setting for an analysis record on CAP [44].

3.2 Whole Tale Research Environment

3.2.1 Overview

Whole Tale [53] is an open source, web-based, multi-user framework aims to simplify
reproducibility for scientists. It allows them to build, publish and execute their
tales or their executable research aspects through capturing code, data and the hole
software environment aimed to create research �ndings. The Whole Tale project has
been created through the community literature essentially based on groups input and
collaborations with researchers. Indeed, the Whole Tale platform is used in various
projects to train researchers for improving reproducibility as well as dealing with the
Whole Tale framework in the classroom.
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3.2.2 Concept

Whole Tale aims to allow researchers to determine and build computational envi-
ronments in a simple way. They will be able to also control the entire conduct of
computational experiments and publish them for analysis and reproducibility [54].
Moreover, the Whole Tale platform is being developed to facilitate the use of pro-
cedures that make reproducibility of computational research better understandable.
The framework has two main goals:

ˆ increase the transparency tolerance in a way that researchers can run each type
of computational experiments.

ˆ improve the infrastructure of computational experiment so that scientists will
be more transparent.

The Whole Tale project maintains computational reproducibility by allowing sci-
entists to write and package code, dataset and any type of information about the
process and computational environment. Besides, this project supports the review
of computational analysis results stated in published research. Whole Tale helps
the developers and operators of research data repositories to face the challenge of
ful�lling the requirements of their communities through o�ering a compatibility for
new types of scholarly objects, approaches of access, and work
ows for review and
veri�cation. It implements also reproducible de�nition by allowing speci�c citation
of externally referenced data, recording the artifacts and provenance data required to
simplify comprehension, transparency, and execution of the computational work
ows
and processes adopted for examination and reproducibility at the time of publication.

3.2.3 Technology

Architecture

Whole Tale is based on Tale [53] which is de�ned as an executable research object that
fuses code (computational methods), data (references), computational environment,
and narrative (old science story). Tales have a standards-based format complete
with metadata. The Whole Tale framework enables users to interactively create and
modify Tales and to re-execute a Tale to reproduce and investigate results as received
by the original Tale creator.
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Figure 3.5: Architecture of Tale [53].

Figure 3.5 explains the functionality of Whole Tale which is based on:

ˆ The data received from the contributor (DOI URL)

ˆ A software environment to run the code and data such as Docker [55].

ˆ Narrative which represents the code usually written in R or Python.

After receiving all the main elements needed for the process of computing, Whole
Tale will generate the data and publish it on one of the cloud environment such as
DataONE [56] or Globus [57].

Whole Tale API

The Whole Tale API enhances the Girder platform [58] by integrating Whole Tale
features such as:
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