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Abstract 

The locations of many manufacturing companies are distributed globally. This has led to the development 
of historically grown global production networks whose structure is often very complex, not transparent and 
influenced by many factors. The high number, as well as the volatility of the influencing factors and 
dependencies in the network additionally, complicate the network configuration. As a result, adaptation 
needs and optimization possibilities are recognized too late or not at all. In order to enable early recognition 
of saving potentials, active monitoring and analysis of changes and dependencies of the influencing factors 
on the production network is needed. The necessary consideration of a multitude of influencing factors 
requires further tools to be manageable by the network planner. Therefore, databased methods can be used 
as support for the forecast and the determination of dependencies of influencing factors. In other research 
fields, regression analysis is an established method for a databased analysis. This paper focuses on the use 
of regression analysis in global production networks. It is essential for an accurate analysis, to choose the 
right regression method out of the many different types in existence. A systematic literature review is 
conducted to establish an overview of regression methods used in other research fields. A search strategy is 
developed and implemented and the key findings of the literature review are derived and evaluated. In the 
second step, a new approach for the pre-selection of suitable regression methods for the determination of 
interactions and forecasts in global production networks is proposed.  
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1. Introduction 

Globally located production sites are interconnected with material, information and financial flows [1,2]. 
The challenge for companies is to manage their interconnected network of locations effectively and 
efficiently [2]. The growing complexity of global production networks complicates the management of the 
network and its quick adaptation to changes [3]. To achieve transparency and subsequently to overcome the 
complexity, an understanding of the network is of importance. Global production networks are characterized 
and defined by a multitude of influencing factors [3]. These influencing factors include internal data (e.g. 
production cost, production capacity, etc.) and external data (e.g. changes in local taxes, inflation, 
competitor’s action, etc.) [4,5]. With a better understanding and forecast of influencing factors, predictions 
about the whole network can be made. This is why data-based analysis in global production networks is 
gaining importance [6]. A possibility for a data-based forecast of influencing factors is the use of regression 
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analysis. Regression analysis is a data mining class [7], used for not only predictions and forecasts, but also 
the determination of causal relations between dependent and independent variables [8]. The distinctive 
differentiation between regression methods is in linearity [7,9,10]. Regression is widely researched and 
implemented in other research areas, e.g., it has been used in forecast models for economic and financial 
models [11], as evidence in court cases and as support for legislation [8]. It is the most widely used statistical 
approach in medical research [12]. COE ET AL. present the parallels between global production networks and 
the global financial network and propose an integration of finance into the global production network 
research [13]. Because of its characteristics and a proven track record in other research areas, this paper 
investigates which regression methods can be used and how to select a suitable regression method in global 
production networks. Regression methods can then be used to determine the interactions and forecasts in the 
network, e.g., forecasts of costs or determination of interdependencies between production sites. 

2. State of the art 

This chapter presents the state of the art approaches in the determination of interactions and forecasts in 
global production networks. Until now, the main influencing factors have already been identified and 
described. ABELE ET AL. identify and describe the main influencing factors in global production networks 
[14]. Many other authors develop catalogues of influencing factors such as NEUNER [15]. In this context, 
some authors focus specifically on methodologies for the network configuration. UDE develops a decision 
support method for the configuration and evaluation of global production networks [16]. REUTER ET AL. 
develop a method to evaluate performance differences between manufacturing sites, the correlations between 
key performance indicators and site characteristics are analysed [17]. Some publications propose and 
introduce databased analysis and support for decision making in global production networks. VERHAELEN 
ET AL. develop a methodology to support product allocation in global production networks, with the use of 
different data mining methods [18]. SCHUH ET AL. present a software tool for the configuration and 
optimization of global production networks [19]. GÖLZER ET AL. investigate the configuration and design of 
global production networks using Big Data [20]. MOURTZIS ET AL. propose the configuration of global 
production networks based on smart decision making [21]. HOCHDÖRFER ET AL. use a clustering analysis on 
product portfolios for the reduction of the planning complexity in global production networks [22]. MOSER 
ET AL. approach flexible migration planning in global production networks with the use of the Markov 
decision process [23]. A further step with the use of regression analysis in global production networks was 
made by RITTSTIEG [24]. The author investigates the cause-effect relationships of a few influencing factors 
with multivariant and univariant linear regression [24]. The results are not compared to other regression 
methods and the author does not offer a selection methodology for different regression methods [24]. 
TREBER presents the increase of transparency in production networks with the improvement of disruption 
management through increased exchange of information [25]. For the analysis, the author uses three different 
regression models [25]. In conclusion, the literature review indicates that there is no scientific publication 
investigating the potentials and the use of regression analysis in global production networks. Neither is there 
an established method for the selection of suitable regression models in global production networks. From 
numerous applications in other fields, it will be investigated which regression methods have potentials for 
use in global production networks. 

3. Systematic analysis of suitable regression methods 

To answer the research question, a systematic literature review methodology according to BRAMER ET AL. 
is used [26]. Systematic literature review is a method, that is effective, when used to answer a broad research 
question, because it represents a proven tool for summarizing many primary studies on a predefined object 
of investigation [26,27].  
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As described in the methodology, according to BRAMER ET AL., firstly a search strategy was developed, then 
tested, optimized, and finally reiterated [26]. Every step of the systematic search strategy was documented. 
As the database for the search, Web of Science was selected, since its database is, in comparison to other 
databases, more extensive in the fields of engineering and natural science [28]. In the next step, base search 
keywords were defined, expanded with synonyms, and connected with Boolean operators. To achieve the 
most accurate thematic fit and to limit the number of possible results, only the abstracts of the publications 
were used in the search. The search term was tested and optimized with multiple iterations. The final search 
term was: 

𝐴𝐴𝐴𝐴 =  (𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  𝐴𝐴𝑁𝑁𝑁𝑁 (𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  𝑂𝑂𝑂𝑂 𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑜𝑜𝑜𝑜 ∗)  𝐴𝐴𝐴𝐴𝐴𝐴 (𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 ∗
  𝑂𝑂𝑂𝑂 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝  𝑂𝑂𝑂𝑂 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)) 

In the search, no timespan was defined, and all publication years were considered. The number of search 
results before filtering was 33.521.  

A filtration and refinement process was defined (see Figure 1). In the first search, the used parameters were 
open access of publications and English as the language of the publications. After this step, the number of 
search results was reduced to 14.558. In the second step the results were filtered by the following Web of 
Science categories to achieve a thematic fit: “mathematics interdisciplinary applications”, “computer science 
artificial intelligence”, “computer science interdisciplinary applications”, “operations research management 
science”, “computer science information systems”. The initial results were evaluated, and the number of 
results was 343 publications, with the average citation of the publication cited being 7,43. To further reduce 
the number of the results and to ensure a high impact-factor, the publications were filtered according to the 
number of citations. The number of citations in the final selection is 7 overall citations or higher. This yielded 
97 results. The list of publications was checked for errors and one publication was eliminated from the 
evaluation, because of unavailability. After the filtration and elimination process, the final number of 
evaluated publications is 96 (see Figure 1). 

  
Figure 1: Overview of the systematic literature review 

The publication year, of evaluated publications, ranges from the year 2003 to 2020. The total sum of citations 
is 2202 and the average citation is 22.94 per publication, ranging from 7 citations to 206 citations. The 
publications were published in 37 different journals and conferences. 

 

Search term in Web of Science:
(regression AND (analysis OR method*)  AND (forecast*  OR prognosis  OR interrelation))

Key findings:

 Out of 96 evaluated publications, hybrid and custom models 
are used in 48 publications.

 Hybrid and custom models achieve a higher accuracy, when 
compared to other established regression methods.

 No specific regression method, universally most suitable for 
all use-cases in global production networks, can be 
identified.

96 Publications
Published in 37 different journals 

and conferences.

Open-Access

Language

Impact-Factor

Category relevance
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Literature evaluation 

The 96 evaluated publications mostly focus on the implementation of the models and methods. One 
publication discusses how to choose the best forecast model. Other 95 publication either describe the 
development of a new model or present the implementation of a model. Figure 2 shows how many times a 
model is used in the evaluated publications, in some, multiple methods were used and presented. In the 
following section, methods and models used in more than one reviewed publication are presented and a few 
use-cases are highlighted. 

 
Figure 2: Summarized number of times the regression methods used in evaluated publications (N=96) 

Hybrid or Custom Model 

Hybrid or custom models are used in 44 publications. A hybrid model using both artificial neural networks 
(ANN) and support vector regression (SVR) proved a significant improvement in comparison to the use of 
a conventional ANN in a case for daily rainfall forecasting [29]. The hybrid model achieved the best result 
with filtering with single spectrum analysis. It was shown, that enumeration was more effective than 
correlation analysis since it can consider the nonlinear dependence between inputs and outputs [29].  

In financial market forecasting, a new hybrid model was developed by combining autoregressive fractional 
integrated moving average (ARFIMA) and long-short term memory (LSTM) [11]. LSTM networks are a 
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special kind of artificial neural networks. The prediction accuracy of the hybrid model was tested against 
autoregressive integrated moving average (ARIMA), ARFIMA and generalized regression neural network 
(GRNN) independently and showed 80% accuracy improvement [11]. With the high accuracy and reliability 
shown in the reviewed publications, hybrid and custom models offer the possibility to analyse any use-case 
in global production networks, since the model is adapted to the specific problem and is highly accurate. 

Multiple and simple linear regression 

A simple regression model is a linear regression model with a single response variable 𝑦𝑦 and a single 
independent variable x. Multiple linear regression is an expansion of the simple linear regression and is used 
when more than one independent variable is given. [30] 

A general multivariate regression model is a linear model consisting of 𝑘𝑘 independent variables and 𝑛𝑛 
response variables, it can be represented using a matrix [31]. Linear regression can offer a simple approach 
to the analysis of influencing factors in global production networks, when dealing with simple and 
homogenous linear datasets. Linear methods are generally more susceptible to outliers but can be made more 
robust by regularization parameters [10]. 

Support Vector Regression 

The support vector machines can be generalized to be used for regression. SVR is effective in real-value 
function estimation. It is a supervised learning method and it uses a symmetrical loss function, which equally 
adjusts high and low misestimates. The margin of tolerance is symmetrically placed around the function 
[32]. SVR have an excellent generalization capability with high accuracy of forecasts [32]. Due to its 
characteristics, it could be used to analyse influencing factors in global production networks with a complex 
and inhomogeneous dataset. 

Artificial Neural Networks 

The development of artificial neural networks was motivated by the information processing of the human 
brain [30]. An artificial neural network consists of neurons and connectors, which build a network. The 
classes of networks are mainly distinguished by the different network topologies and connection types, such 
as single-layer, multilayer, feed-forward or feed-back networks [30]. RUTH ET AL. use a robust ensemble of 
neural network regressors with smoothing of the output signal [33]. This composite of neural networks was 
tested against others in multiple competitions. Artificial neural networks are a possible method for the 
analysis of complex influencing factors and large datasets in global production networks. 

Regression Trees 

The regression tree can be considered a type of tree-based algorithm, with a continuous response variable 
[30]. In a publication, the M5P algorithm is used to create regression trees for improved earthquake 
prediction [34]. The M5P algorithm is a binary regression tree model where the last nodes are the linear 
regression functions that can produce continuous numerical attributes. It is a further development of the M5 
algorithm introduced by QUINLAN [35]. This tree algorithm can handle high dimensionality tasks. The 
regression trees method could offer a use case in the event prediction of influencing factors in global 
production networks. 

ARIMA 

The autoregressive integrated moving average (ARIMA) model is mostly used for time series forecasting 
models. WANG ET. AL use the ARIMA model for precipitation simulations [36]. ARIMA models are widely 
used to calculate monthly time series with yearly variations. The authors slightly modify the model to 
account for inter-monthly variations, which are, as the authors suggest, often ignored. This modification 

753



improves the accuracy by 21%. It is concluded, that the ARIMA approach can be further improved with the 
use of neural networks and support vector machines [36]. This approach could be used for the forecast of 
influencing factors in global production networks since the model is fitted to time series data to better 
understand the data or to forecast data points. 

Cox Regression 

The Cox proportional-hazards model is a regression model, commonly used in medical research for the 
investigation of the association between the time, a specified event takes to happen, and other variables. The 
Cox regression approach has drawbacks since it does not enable the identification of interactions between 
variables [37]. KIM ET AL. propose an improved framework as an improvement to the traditional Cox model 
[38]. Although most of this method’s use cases are in the field of medical research, it could, with some 
modifications, be used in global production networks. 

Lasso Regression 

Least absolute shrinkage and selection operator (Lasso) is a regression method commonly used to model the 
predicted risk of a likely outcome. It has often been used in areas, where the number of potential predictors 
is large relative to the number of observations [39]. Lasso regression has been shown to outperform many 
standard regression methods in some settings. MA ET AL. introduce a new framework to forecast retail sales 
using a multistage Lasso regression [40]. The improved framework results in significantly higher accuracy. 
This method could be of use in global production networks when large influencing factor constructs are used.  

Logistic Regression 

The logistic regression uses a logistic function to model a binary output variable [41]. The logistic regression 
model uses logistic regression to predict the odds of the binary outcome [41]. EMPEREUR-MOT ET AL. use 
logistic regression to calculate activity probabilities in clinical virtual screening methods [42]. In global 
production networks, this method could be used, for the odds prediction of event occurrence. 

Gaussian Process Regression 

Gaussian process regression is used, to profit from the normal distribution. Its property as a machine learning 
method allows automatic model building based on observations. The result is a probability distribution of 
possible interpolation functions and the solution with the highest probability [43]. A Gaussian process 
regression model has been introduced for forecasting the time series of wind energy [44]. The possibility of 
the forecast of influencing factors makes it a potential method for use in global production networks.  

Naive Bayes Regression 

Naive Bayes is usually used for classification tasks and is often more reliable than more sophisticated 
classification methods [45]. Naïve Bayes can also be used for regression. FARD ET AL. introduce new models 
with high accuracy for event prediction in longitudinal data [46]. Due to the high accuracy shown in the 
reviewed publications, naive Bayes regression could, when adapted, be used for the analysis of influencing 
factors in global production networks. 

Key Findings 

The key findings presented in Figure 1 were derived from the review of the publications. Other research 
areas use different regression methods for different use-cases and specific data sets. There is no specific 
method, that prevails in the number of uses. Hybrid and custom models are used in 48 publications. These 
differentiate themself from each other in the combination of models used and the structure of the model as 
well as the result expected. The highest accuracy achieved models, which were adapted and customized to a 
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specific use-case or problem, because of their adaptation to the specific dataset and the expected result. 
Hybrid and custom models, which were compared in reviewed publications with other established methods, 
achieved a higher forecast and prediction accuracy. Because of different data sets, different influencing 
factors and different use-cases in global production networks, a universally best method for use in global 
production networks cannot be identified. Due to the different data sets of influencing factors, different 
regression methods could be most suitable for the analysis, with hybrid and custom models being the most 
accurate and most effort-intensive to implement. 

4. Selection of suitable regression methods 

As identified in section 3, there is no universally best regression method in global production networks. The 
analysed methods are suitable for different use cases depending on the data basis and the result requested. 
As accuracy is not the only criterion to be considered, a structured approach to the selection of a suitable 
model should be implemented. 

This paper proposes a novel methodical approach to the pre-selection of regression methods (see Figure 3). 
The pre-selected regression methods, reviewed in the systematic literature review, are used as support.  

 
Figure 3: Proposed methodology for the method pre-selection 

In the first step, all available internal and external data should be collected needed to describe a construct 
consisting of influencing factors, which were selected beforehand. Subsequently, the data is screened and 
reviewed and afterwards prepared for the analysis. If the collected data is homogenous, and there are little 
changes and outliers in data, and errors in forecasts are of little importance, a simple linear method or a 
method most convenient for the user can be chosen. Otherwise, a list of potential methods should be created 
and evaluated and structurally judged by experts according to criteria for a specific use-case. The criteria of 
YOKUMA ET AL. can be used as a guideline. YOKUMA ET AL. analyse two studies, where expert opinion, on 
the criteria for the selection of forecasting models, was examined and summarized in the following ranked 
list (from most to least significant): accuracy, cost savings from improved decisions, ease of interpretation, 
flexibility, ease of using available data, ease of use, quickly provided forecast [47]. 

Although accuracy is listed as the most important in the expert opinion, other criteria are nevertheless 
relevant and should be considered together in the selection and the development of new methods and models. 
For example, the aspects of convenience, market popularity, corporate guidelines and relative track record 
can be considered [48]. The criteria for the selection should be specific, weighted and can differentiate from 
use-case to use-case. In the creation of the list of potential methods, section 3 of this paper can be used as a 
guide, since these are the most relevant methods in other research areas in recent years. The best-rated model 
can be used, if the decisions made according to the analysis do not critical and standard model is sufficient. 
Otherwise, a new custom algorithm should be developed and tested against already established methods for 
accuracy and other selected criteria. The hybrid or custom models, used in reviewed publications, achieved, 
when compared to other algorithms, the highest accuracy. Potentially the highest accuracy in global 
production networks can be achieved with such a model. In the last step, the selected method should be 
implemented. The result of the implementation are forecasts and the relations between dependent and 
independent variables in the network.  

Method SelectionData Collection Model 
Implementation

List of 
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Influencing Factors

Collection of available external 
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Creation of an influencing 
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Definition of criteria and 
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5. Discussion and further research 

The findings from the systematic literature review suggest, that the highest accuracy for regression models 
is achieved with hybrid or custom models, which are developed for a specific problem. The publications, 
that used standard regression methods and models mostly modified them and improved them for the specific 
use-case. One of the key findings is that there is not a universally accurate and best regression method in 
global production networks. The accuracy depends on many variables. One of them is available data, the 
more data there is available, the more accurate the forecast can be [49]. The newly developed and modified 
hybrid and custom models were validated with the standard regression methods and achieved a significant 
improvement of accuracy. As a next step, a new approach to the selection of regression methods in global 
production networks is proposed. 

To apply regression methods in the context of global production networks, further research on the validation 
of the proposed methodology should be conducted. The influencing factors that have the most impact on 
global production networks have to be identified, characterized and defined. As a next step, a data mining 
model based on different regression analysis models for global production networks should be developed 
and implemented.  
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