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Foreword

It is our great pleasure to publish the proceedings of the 2nd Conference on Production Systems and
Logistics (CPSL), which was held in an innovative digital concept due to the ongoing COVID-19
pandemic instead of on-site at our partner the University of British Columbia in Vancouver, Canada.

The aim of the CPSL is to provide a platform for scientists from all over the world to present the
latest research results, build networks and discuss future research and practice through an annual
international conference in the field of production systems and logistics. The highest value is placed
on modern, digital and transparent processes for publishing scientific papers, a high-quality review
process that all participants can help to shape, and an open access policy so that all findings can be
made freely available to the entire scientific community. With this consequent approach of providing
added value for science and scientists, we have already been able to win 7 of the most important
research institutes for production systems and logistics in Germany as partners and supporters.

Already the first CPSL 2020 in Stellenbosch, South Africa was strongly influenced by the global
COVID-19 pandemic. Nevertheless, we managed to hold an unforgettable event with a significantly
reduced number of participants on site. The enormous support we received afterwards has given us
additional motivation to continue our joint journey with the CPSL and to further improve the
concept. Due to the pandemic, the CPSL 2021 could not take place on site at the University of British
Columbia as planned, but had to be redesigned as a digital event.
One of our biggest challenges with this format was to make it engaging and fun through an
innovative concept. All authors were asked to upload a 10-15 minute video of their paper
presentation, which was made available to all other participants one week before the conference. At
the conference, all papers were presented in short 3 minute pitches before we started a joint
discussion on each paper. This made the conference very entertaining with a high proportion of joint
discussions and contributions from the participants.

We would like to express deepest appreciation and gratitude to our sponsors for making all of this
possible: publish-Ing., Wissenschaftliche Gesellschaft für Produktionstechnik (WGP), Leibniz
Information Center for Science & Technology (TIB), Institute of Production Systems and Logistics
(IFA), Werkzeugmaschinenlabor der RWTH Aachen (WZL), FIR an der RWTH Aachen, Institute of
Industrial Manufacturing and Management (IFF), Institute of Machine Tools and Production
Technology (IWF), Lehrstuhl für Produktionssysteme (LPS) and Institute for Assembly Technology
(MATCH). A special thanks goes to all the reviewers for engaging in this demanding but also
encouraging review process. Last but not least, we want to thank all of our participants and fellow
researchers for sharing their findings, for highly inspiring discussions and for supporting our joint
journey.

We are looking forward to meeting you again at the CPSL 2022 in Vancouver, Canada.
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M. Sc. Marco Hübner

Conference Chair

Dr.-Ing. David Herberger

Conference Chair



Review Process

The Conference on Production Systems and Logistics (CPSL) is an international forum for the
scientific exchange on current findings in the field of production systems and logistics.

For the submission of a paper, an abstract of approx. 300 words had to be uploaded to the
CPSL platform. Abstracts on the following main topics were considered:

The submitted abstracts were evaluated in an internal review process, whereby successful
submissions were notified and invited to upload a Full Paper. Full Papers had to be no longer
than 10 pages (justified exceptions were partially accepted) and had to adhere to a specific
template and format provided on the CPSL website. Thereby, papers must meet the standards
of good scientific work and aim to share knowledge and relevant findings with the
professional community. The authors of the papers are solely responsible for the content of
the papers and the mission to provide scientific added value. To ensure high scientific quality
and added value, the authors are supported by selected reviewers.

Accordingly, the submitted full papers were reviewed in a two-stage peer review process by
experienced scientists from renowned research institutions as well as authors of other
submitted papers. This process ensures a constant and high quality as well as the influence of
all participants on the papers and reviews. Consequently, each paper submitted was sent to at
least two reviewers, with a third reviewer being requested in case of non-consensus between
the first two reviewers.

The reviewers were asked to review the submitted papers on the basis of a provided
evaluation template and were encouraged to give detailed comments and suggestions for
improvement. The following key questions, among others, were considered:
- Does the title reflect the contents of the paper?
- Do you consider the work a proof of a thorough research and knowledge of the latest

literature in the field of research?
- Are the conclusions clear and valid?

After completion of the reviews, all authors were given sufficient time to adapt their papers
and submit a revised paper, which were reviewed again in selected cases before final
approval.
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KEYNOTE SPEAKERS 2021

The biological transformation of value creation is the systematic application of 
knowledge about biological processes with the aim of enabling technology-
based sustainable production systems.
Through the transdisciplinary convergence of technologies from the life 
sciences, engineering and materials sciences, this creates a new innovation
space based on so-called biointelligent system architectures.

The Biological Transformation – How the Convergence of Biology & 
Technology opens up a New Innovation Space for Sustainable Manufacturing

The keynote will give an overview of technological developments and how 
they will effect the management and organization of production processes.
For example robotic based automation, mobile robotics, additive 
manufacturing and 5G and their influences on the production of the future 
will be addressed.

Challenges in Future Production

Digitalization is one of the most important topics for each company in future. 
Data is becoming a core business asset and must be included as a critical 
resource in any strategic consideration.
The presentation will show, what companies have to do now in order to 
prepare and develop in the direction of a data driven enterprise, what hurdles 
must be overcome and if this digitalization-journey is the same for every 
company.

The data driven enterprise – How to close the Gap between today`s and 
tomorrow`s business
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Abstract 

For most industries, Artificial Intelligence (AI) holds substantial potentials. In the last decades, the extent of 
data created worldwide is exponentially increasing, and this trend is likely to continue. However, despite the 
prospects, many companies are not yet using AI at all or not generating added value. Often, an AI project 
does not exceed its pilot phase and is not scaled up. The problems to create value from AI applications in 
companies are manifold, especially since AI itself is diverse and there is no ‘one size fits all’ approach. One 
often stated obstacle, why many AI projects fail, is a missing AI strategy. This leads to isolated solutions, 
which do not consider synergies, scalability and seldom result in added value for the company. To create a 
company-specific AI strategy with a top-down approach, a generic but holistic framework is needed. This 
paper proposes a strategic AI procedure model that enables companies to define a specific AI strategy for 
successfully implementing AI solutions. In addition, we demonstrate in this paper how we apply the 
introduced strategic AI procedure model on an AI-based flexible monitoring and regulation system for power 
distribution grid operators in the context of an ongoing research project. 

Keywords 

Artificial Intelligence; Strategy; Framework; Procedure Model; Digital Transformation 

1. Introduction

For most companies, regardless of their industry or size, the utilization of Artificial Intelligence (AI) can 
generate meaningful value for companies [1–3]. Studies predict that AI will be responsible for a third of the 
German economic growth of the manufacturing industry [3]. Moreover, AI utilization will be necessary to 
keep pace with global competitors to defend its market position or extend it [4,5]. Thus, the added value that 
companies can achieve not only consists of a financial dimension but can also include others like 
competitiveness, better services for customers, or more sustainability. Within the next eight years, Germany's 
GDP is predicted to increase by 11.3% and its companies’ productivity by 4.6% [6]. Within the next five 
years, a third of the growth is predicted to derive from AI applications [3]. Taking this into account, AI is an 
useful and necessary field of action for any company as the usage of AI is predicted to be essential to stay 
globally competitive and thrive economically [4,5]. Furthermore, studies indicate that AI derives meaningful 
value by increasing companies' revenue and reducing their costs [1]. Moreover, harnessing AI has additional 
objectives, such as resource deployment minimization, innovation, efficiency increase, and optimization of 
a company’s offer [4]. 

In principle, companies are open to AI: 46% of German companies are concerned with the issue [4]. AI is 
perceived as relevant for all companies regardless of their industry and size [2].  
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Despite the potentials, there are plenty of challenges and pitfalls that hinder the successful implementation 
of AI applications [4,2]. Although most companies expect new opportunities through AI, nearly half stated 
that significant investments did not yet add value [7,8]. There are many reasons why an investment in AI 
applications does not lead to the desired business gains and values. Companies often miss competencies and 
expertise within their ranks, and their recruitment. Trainings are also obstacles [9,1,4,2,10]. Furthermore, 
companies lack an AI or data infrastructure or invest in it without a clear understanding of applications and 
use cases, which leads to unfitting data governance data protection or data strategy [1,2]. 

Regarding the phrase ‘garbage in – garbage out’, data quality is an often-underestimated issue that leads to 
unsatisfying results [9,1]. Moreover, companies often develop isolated pilot solutions without linking the 
overall strategy if such a strategy exists and do not consider the solutions’ scalability [2]. Another obstacle 
is the missing collaboration across functions, partly due to the missing commitment of the top management 
and missing acceptance of both employees and customers [1,4,10]. In addition, high investment costs at the 
beginning, missing best practices, and data privacy and security hinder AI projects. The subject is highly 
complex – there is no ‘one size fits all’ solution [4]. For a successful AI application implementation, 
companies must bring together their technological, cultural, and political domain and prepare the right 
infrastructure with the right data and talents [2,8]. 

Some obstacles are not isolated but interrelated with other ones. For example, studies indicate that the lack 
of an AI strategy contributes to the failure of AI projects and strategic considerations to be vital for a 
successful implementation of AI [5,8]. Research has shown that a missing AI strategy is one reason for the 
failure of AI projects and that successful companies have one [9,11,1,4,5,15,16,8]. Furthermore, despite the 
intensification of research on AI in a business context, aggregated knowledge on this topic is limited, and 
managers are left with little academic support for implementing AI applications within their companies [8]. 
A holistic approach for AI implementation, based on an AI strategy, tackles many of the obstacles mentioned 
earlier and thus enhances the chance of successful value generation [9,11,12,2,13,7,14]. 

Due to a missing AI strategy, the technology is seldom incorporated into the organization and does not create 
value. This often leads to an isolated solution that cannot be scaled up comprehensively or solutions that do 
not fit into the company's strategic direction and contributes little towards company goals [5].  

Having an AI strategy would, among others: 

1. Improve a company’s situation by understanding whether the particular use case is linked to the 
overall objectives or their organization.  

2. Estimate the use case’s added value.   
3. Prevent projects to remain in the pilot phase by planning their scalability from the start.   
4. Define requirements for an AI infrastructure for the entire company, which may plan to implement 

more than one use case.   
5. Consider strategic topics, e.g., legal, privacy, security topics, from the beginning.  
6. Ease the management and employees’ concerns by communicating the goals and showing them to 

achieve added value.  

The research presented in this paper addresses the aforementioned issues by suggesting the application of a 
holistic, top-down AI strategic procedure model. In the following, we will present such a procedure model 
framework. It will enable companies to approach AI projects with a holistic concept, reducing the risk of an 
AI project failure and supporting its competitiveness and profit. 

In the beginning, we will focus on the research gap concerning this subject. We will also define the term 
‘corporate strategy’ that is used in the following. Thereupon, we present a framework for a holistic strategic 
AI procedure model. Afterward, we apply the suggested framework on an AI-based flexible monitoring and 
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regulation system for power distribution grid operators. Finally, we take an outlook on developments to 
come.  

2. Methodology 

We based the development of the proposed AI strategy procedure framework on the method described 
afterward. First, we conducted extensive desk research to gather information on the current state of the art 
regarding available AI frameworks and procedure models. Following the collection, we compared the 
existing strategic AI frameworks and procedure models to gain important and successful factors that affect 
AI implementation. Using these insights, we derived a procedure considering the working aspects of existing 
solutions but specifically addressing identified shortcomings. To test the applicability and evaluate the 
framework, we applied it to a grid operator use case. Finally, to enhance the proposed procedure, we used 
the results and feedback to further develop the framework. 

3. Research results 

In the following we will present the results of our research.  

 Research gap for AI strategies 

Studies show that companies that successfully use AI applications often have an AI strategy with a clear 
enterprise-level roadmap of use cases that aligns with the corporate strategy [1,16]. Although numerous 
publications in an industrial context state the need for a holistic AI strategy, there is little scientific research 
concerning this topic. This might be caused by AI technologies' diverse and non-uniform nature and the 
strong focus on technical research rather than business-strategic research. Thus, it is necessary to provide 
academic support for managers implementing AI applications in their companies to reduce the risk of project 
failure and unwanted results [8]. 

The strategy has to enable companies to make strategy-oriented AI decisions rather than opportunistic or 
tactical ones [15]. Moreover, it has to bring together the technological, political, and cultural domains, 
including data and security issues from the very beginning [17,8]. Unfortunately, research shows that such 
AI strategies cannot be uniform step-by-step manuals. They rather have to be a framework that allows 
companies to formulate individual strategies [7]. 

 Corporate strategy & AI strategy 

To be able to define an AI strategy, we first define a corporate strategy. According to Gleißner and 
Hungenberg, a corporate strategy consists of five components [18,19]: 

1. Vision, mission, and long-term goals: A vision describes the long-term target state, which the 
corporation wants to achieve. Based on this, the mission substantiates three sub-aspects for the 
company's orientation, namely the field of activity, competence, and values of the company. Out of 
the mission, long-term company goals are conducted [19].  

2. Core competence: The core competencies include those abilities of a company that is essential to 
operate successfully [18].  

3. Business fields and competitive advantages: Business fields describe the field of activity in which a 
company operates. The market attractiveness and the competitive advantages are its properties as 
well as the target groups or customers. Out of the customers’ needs, the company can deduct 
products and services [18].  
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4. Design of the value chain: The value chain is a business process in which value is progressively 
added to the product. Due to limited resources, the value chain must be designed based on core 
competencies and competitive advantages [18].  

5. Strategic thrust: The strategic thrust consists of factors that may affect the corporation’s value. There 
are three general directions as strategies’ main variants: growth strategies, profitability-oriented 
strategies, and risk-oriented strategies [18].  

We define the AI strategy as a subset of the corporate strategy. It comprises ‘business fields and competitive 
advantages’ and the ‘design of the value chain’. This is due to the four fields of AI application. These are:  

1. Internal optimization [20,21],  
2. supplementing the existing business area [22],  
3. new business areas [22], and  
4. digital business models [20].  

Except for the internal optimization, all application fields concern the corporate strategy’s subfield business 
fields and competitive advantage. The internal optimization concerns the design of the value chain.  

 Applying a top-down-approach for the strategic AI procedure model framework 

Several reasons speak in favor of using a top-down approach for an AI strategy. First, it enables coordination 
throughout the company, which prevents the isolation of AI use cases and promotes synergies [11]. In 
addition, the coordination of experiments, implementations, selection of AI technologies and vendors across 
the business prevents the duplication of effort, the usage of competing methods, and multiple vendors [23]. 
A top-down approach facilitates companies to include strategic goals and consequences into implementing 
AI projects' running or planned implementation [24–26,14]. Due to these reasons, we propose a top-down 
approach for the framework of the strategic AI procedure model presented later in this paper. 

4. Description of the framework 

The framework of the strategic AI procedure model consists of three levels along the top-down-approach as 
shown in figure 1:  

• the corporate strategy level to set the target,  
• the meta-level of archetypal AI use cases to mediate between the corporate strategy and AI 

infrastructure level,  
• and the AI infrastructure level, including design fields. 

The result is a defined roadmap with prioritized design fields for the implementation. 
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Figure 1: Framework of the strategic AI procedure model 

 Corporate strategy level:  

Ransbotham et al. have shown that tying a strategy for AI to the company’s overall strategy is essential [7]. 
As stated above, we define an AI strategy as a subset of a corporate strategy, as it comprises the design of 
the value chain and sometimes the design of the business fields. It follows and aims to realize the corporate 
goals.  

The corporate strategy is a precondition. Based on the enterprise’s mission and long-term goals, it provides 
a frame and extracts specific corporate goals for the AI strategy. The company should consider multiple 
questions: Which of its core competencies is affected, or does it have to elaborate on new ones? What is the 
thrust of the AI strategy (is it a growth strategy, profitability-oriented strategy, or risk-oriented strategy)? 
What is the AI approach, and does it affect business fields (internal optimization, supplementing existing 
business areas, new business areas, or digital business models)? The long-term goal of implementing AI 
applications must be pointed out clearly, and it has to fit into the overall corporate strategy.  

 Meta level: Archetypal AI Use case collection:  

This level contains a collection of archetypal AI use cases. Due to technological progress and wide variety, 
the collection remains open for additions. This collection shall support identifying use cases under the 
aspects of identifying synergies with other use cases and technologies, planning scalability, preparing for 
selection, and supporting understanding of AI capabilities. Supporting this, each archetypal use case contains 
variables that are important for the selection process. In the following, we list a selection of key questions 
for several variables, which shall help to determine the relevant variables: Type of AI: What is the technology 
capable of? Does it assess, deduce, or react? Does it imitate human behavior or make rational decisions? 
Value creation: How does the use case create added value? How is it used? What are its limits? Addressed 
problems: Which problems is it tackling? Input: What is the required information or data input? Output: 
What is the required information or data output? Requirements: What are its requirements on data (amount, 
quality), domain knowledge, resources, talents, hardware (sensors, GPU, etc.), infrastructure, etc.? 
Interconnections: Are there interconnections with other technologies or use cases, e.g., synergies, 
dependencies, exclusions, or redundancies? Interpretability: Can humans interpret the technology? Do they 
have to? Time: Are there time constraints? How long is the approximate computing time? How long is the 
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approximate training time? Capacity: How much server capacity is needed? Scalability: Does the use case 
has to be scaled up? How do we ensure its scalability? Models: What models can be used for this use case? 

Based on the company goals using the archetypal AI use case collection, use cases can be pre-selected. 
Important factors are the use cases AI infrastructure requirements, corporate strategy fit, scalability ability, 
and possible synergies with other use cases or technologies. The single pre-selected AI use cases can then 
be clustered according to their synergies, value, etc. For instance, an autonomous vehicle use case represents 
such an AI use case cluster, as it contains several computer vision and decision-making models. 

 AI-infrastructure level: 

The infrastructure is essential for the success of implementing AI applications. To examine the future AI 
infrastructure thoroughly, we use three views proposed in the Aachen Digital-Architecture-Management: the 
organization expanded with culture, technology, and data [27]. The AI infrastructure can be divided into 
three views. For each view, we assign several design fields. A design field contains concrete steps, tasks, 
and methods to create a part of the AI infrastructure. Each design field belongs to a view, although some are 
comprehensive and cannot be assigned to only one view. Not necessarily all design fields must be addressed 
by each company; that depends on the existing infrastructure and the requirements of the to be introduced 
AI use cases. Examples for the design fields are Ethics & Legal, Cybersecurity (comprehensive), 
organizational structure, roles, data governance, sourcing & ecosystems (organizational), identification of 
new technologies, platforms, user experience (technology), data procurement, data storage, data processing, 
and data quality (data). 

On the AI infrastructure level, we propose three steps. First, a status quo analysis needs to take place. It 
should include infrastructure, system, and data environment analysis. Second, the company should identify 
relevant design fields for the pre-selected AI use case clusters, specify and compare them to the current 
infrastructure to estimate the needed effort. Based on this, a value and cost analysis for all clusters is to be 
conducted. With this information, the company can select its AI applications. Third, the selected AI use case 
clusters design fields must be customized and prioritized. With the prioritization of all applicable design 
fields of the selected AI use case cluster, the company can now create a road map for the implementation.  

5. Application of the Framework of the Strategic AI Procedure Model 

Although the German power grid is one of the most stable grids in the world, measured by minutes of power 
outages per year, the current energy (higher share of renewable energies) and mobility (battery-powered 
electric vehicles) transitions and the resulting volatility in the power grid are predicted to harm the grid 
stability. Higher volatility leads to increased usage and thus wear of the grid components. If grid operators 
maintained their currently time-based maintenance procedures under these conditions, either increasing 
power outage times due to grid component-related faults (higher wear and tear) or higher costs due to 
additional personnel (adjusted maintenance cycles) would be expected. Therefore, grid operators are 
particularly interested in condition monitoring and predictive maintenance. Developing an AI-based 
approach for these particular challenges is part of the ongoing research project FLEMING. [28] 

While the development of AI algorithms is a fundamental part of the FLEMING project, the project also 
aims at enabling grid operators to generate value by deploying AI applications. To ensure a strategic 
approach for implementing this project’s solution and for further AI opportunities, the proposed AI strategy 
procedure framework comes in. We will illustrate this AI Strategy Framework application in this context for 
a German grid operator who currently has no AI-based solutions in place. 
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Figure 2: The Framework of the Strategic AI Procedure Model applied for a Grid Operator 

 

As mentioned above, distribution grid operators have the strategic issue of maintaining their service quality, 
resulting in fewer power outages while being resource efficient. By using AI applications, they hope to 
strengthen their core competencies in the sense of efficient and reliable services. They focus on a 
profitability-oriented strategy, which does not negatively affect the corporate strategy. Thus, the AI approach 
is one of internal optimization. We then matched these company goals to the archetypal use case collection. 
For internal optimization, the collection proposes archetypal use cases as ‘predictive maintenance’, 
‘condition monitoring’ or ‘quality control by computer vision’. These use cases can be considered by 
themselves or be clustered to a multiple-use case solution, considering their synergies, corporate strategy fit, 
and scalability ability. Since ‘quality control by computer vision’ does not support its goals, it is rejected. 

In contrast, the first two use cases are pre-selected and, if applicable, specified (‘predictive maintenance for 
switchgears’). Each pre-selected archetypal use case cluster or single-use case contains comprehensive 
design fields and those connected to a view (organization & culture, technology, data), representing 
necessary elements of a holistic AI infrastructure. For the use case “predictive maintenance,” some relevant 
design fields could be, for example, ethics & legal, cyber-security (comprehensive view), data governance, 
change management (organization & culture view), sensor-devices, platform infrastructure (technology 
view), data collection, storage, and quality (data view). They can be compared to the current infrastructure 
after conducting corresponding analyses. Moreover, the design fields can be specified and identified, which 
are necessary for the transformation or building of the novel AI infrastructure. For example, if the grid 
operator already has all the necessary sensors needed for “predictive maintenance” operating, there is no 
need to further stress this design field. In the following, the clusters can be evaluated regarding their value 
and costs, which leads to their selection. 

At last, the selected cluster’s design fields are prioritized, and a roadmap for implementing it is developed. 
Since this approach is being developed in an ongoing research project, no validation exists at this time. 
However, the results from the research project will be examined and validated in more detail in subsequent 
publications. 
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6. Summary & Outlook 

This paper briefly presents the opportunities and pitfalls of AI applications for the industry. We identified a 
missing AI strategy as a major obstacle to a successful AI implementation. To tackle this obstacle, we 
introduced a framework of a strategic AI procedure model and applied it to a grid operator in the context of 
an ongoing research project. The framework is the subject of further development. We will create a collection 
of archetypal use cases and elaborate on relevant factors of the AI use cases. Moreover, we will complete a 
list of the design fields as far as possible and specify each field. Finally, we desire further research for the 
selection process of AI use cases and their cost and value analysis. 
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Abstract 

Factory planning and factory operation collectively form a major part of the factory life cycle. The growing 
awareness of uncertainties throughout the factory life cycle is not only a consequence of recent events, but 
also the realization that factories are operating in an increasing turbulent environment. In factory planning, 
various sources of risk (e.g. location, process) can cause uncertainties due to deviations in the planning 
parameters (e.g. filling quantity load carrier) that affect the capacities to be dimensioned. During factory 
operation, sources of uncertainty (e.g. lead time, quality) expose the factory to numerous events that may 
disrupt their business process (e.g. machine failure). Despite these short-term and random risk events, 
factories are confronted with long-term change drivers (e.g. new product variants) in the course of their life 
cycle due to continuously rising requirements. Instead of responding reactively in case of uncertainty, it is 
much more appreciated to proactively prepare the factory for the uncertainties. It is the task of factory 
planning to gear up the factory for whatever uncertainties may occur over the factory life cycle. But the 
ability to change goes hand in hand with higher cost levels, either in the form of capital or operational 
expenditure depending on the type of changeability. Since there is a wide range of factory planning measures 
that allow the factory to be configured in different ways, factory operation must be considered in order to 
select a suitable factory type from life cycle perspective. Therefore, the goal of this paper is to integrate an 
approach in the sense of risk management within factory planning. Consistent factory types for coping with 
uncertainties are defined in order to present a way on how to position the factory in the area of tension 
between profitability and changeability. 

Keywords 

Factory Planning; Uncertainties; Changeability; Factory Life Cycle 

1. Introduction 

In the course of a turbulent environment, factories are confronted with various uncertainties [1]. Specifically, 
the manufacturing sector encounters internal and external change drivers arising from so-called megatrends 
[2], but also short-term and operational risks or disruptions [3]. The effects of the uncertainties are further 
intensified by the ever-increasing dynamics and synchronization of processes in the factory. Even minor 
incidents can have significant consequences for factory operations. [4] As part of factory planning, suitable 
measures must be taken in advance so that possible consequences can be reduced to a minimum in the course 
of the factory life cycle [5]. The goal is to eliminate or reduce the probability of occurrence. If the effects of 
uncertainty manifest themselves nevertheless, the factory must at least be able to reduce them quickly. 
Therefore, an approach must be integrated within factory planning in order to be able to assess the exposure 
to uncertainties and determine the required degree of changeability of the factory planning variants. The 
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literature describes various forms of changeability that can mitigate both short-term and long-term 
uncertainties. In addition to the proven concepts of flexibility and transformability, resilient or robust 
factories, among others, are promoted in the wake of current events. A precise comparison of the terms has 
not taken place yet. Furthermore, factory planners are faced with the question of what level of uncertainty is 
to be expected over the factory life cycle and what level of changeability seems appropriate from an 
economic point of view. The goal of this paper is to provide a solid basis for managing uncertainties in the 
context of factory planning. Potential effects of uncertainties throughout the factory life cycle will be 
characterized and different concepts of changeability will be described as factory types. By linking different 
kinds of uncertainties to possible factory types, a first approach is given on how to position the factory in 
the field of tension between economic efficiency and changeability. 

2. Basics and Need for Research 

The factory as a socio-technical system is composed of both technical and social elements that have mutual 
interactions [6]. The factory and all its associated elements operate in a turbulent environment. In addition 
to the constantly emerging changes in this environment, internal changes also influence the factory and its 
elements [7]. This requires a wide variety of responses and adjustments at different times, which are usually 
planned, prepared and implemented as part of factory planning. In the literature, there are numerous 
definitions of the term factory planning, which have been combined in the VDI 5200 as a "systematic, 
objective-oriented process for planning a factory, structured into a sequence of phases, each of which is 
dependent on the preceding phase that extends from the setting of objectives to the start of production“ [8]. 
In addition to factory planning, the life cycle of a factory consists of realization, ramp-up, factory operation 
and shut down. The manufacturing of products takes place during factory operation using raw, auxiliary and 
operating materials [9]. The processes involved form the basis for order fulfillment. In addition, there are 
the processes of steering and controlling the operations in a factory [1]. 

A number of approaches dealing with the life cycle and life cycle management of a factory can be found in 
the existing literature. The overall factory life cycle is composed of different life cycles of the individual 
elements of a factory, which must be aligned and therefore requires a holistic, end-to-end planning activity 
[10]. Due to the turbulent environment, factory planning projects are becoming increasingly necessary and 
are consequently triggered at ever shorter intervals. In the meantime, they have become an interdisciplinary 
ongoing task for companies. [11] In the course of factory planning, the factory is usually designed for a 
certain time horizon of up to 10 years, depending on the planning case, and thus only covers a part of the 
factory life cycle [9]. Uncertainties must be taken into account within this time horizon in order to ensure 
that the factory is future-proof. To evaluate the effectiveness and efficiency of possible changeability 
concepts in the context of factory planning, a life-cycle oriented evaluation of the factory over the time 
horizon under consideration is required. Both initial capital expenditure for realizing the factory planning 
variants and operational expenditure in the course of factory operation must be included. Methods for 
evaluating costs over the life cycle are summarized under the term life cycle costs (LCC). [10] Literature 
reviews in the field of life cycle costs have shown that a quantitative evaluation of a factory has not been 
conducted yet [12]. The turbulent factory environment was not included in previous reviews though. 
Therefore, possible approaches for evaluating changeability in a factory have not been examined from a life-
cycle perspective yet. 

The required level of changeability is determined based on the assessment of uncertainties. The origin in the 
assessment of uncertainties comes from the concept of risk management, which originates from the insurance 
industry [13]. Initially, various process models in the literature have dealt with risk management as a 
systematic and continuous approach [14,15,13,16,17]. Subsequently, the focus shifted towards the 
assessment of individual, short-term uncertainties, such as fluctuations in demand [18–20], disruptions in 
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the production process [21–24] or supplier or quality issues [25,26], in order to derive suitable measures for 
dealing with short-term uncertainties. Only a few approaches address the effects of different categories of 
short-term uncertainties on the entire factory [27–29], also lacking a life-cycle evaluation of cost effects. 
Same applies to an approach, which not only takes into account short-term uncertainties but also long-
term uncertainties such as changes in technologies, laws, products, etc. [30]. Mostly, similar approaches 
in the literature focus exclusively on long-term uncertainties and attempt to evaluate respective 
responses either monetarily [31–33], to investigate the interactions between uncertainties and the 
factory [2,34,35] or to develop process models for managing long-term uncertainties based on the 
scenario analysis [36,37] or control systems [38–40]. In the light of current developments, new 
terminologies for the concept of changeability continue to emerge. There is a lack of an approach that 
combines the different strategies of changeability with the claim to consider both short-term and long-
term uncertainties within factory planning. The key requirement is the targeted adaptation of the 
influenced factory elements to the expected uncertainties during factory planning or operation in a life 
cycle cost-efficient manner based on the assessed level of impact and probability. 

3. Changeability through factory planning from life cycle perspective 

The first step in overcoming the aforementioned shortcomings will be to establish a universal understanding 
of the concept of changeability in the context of factory planning throughout the paper as a basis for further 
work. For this purpose, a distinction between short-term and long-term uncertainties is made first. This is 
followed by an explanation of how these uncertainties are taken into account in the factory planning process. 
Finally, various strategic factory types are described in the context of changeability and both differences and 
similarities between the factory types are identified. 

3.1. Differentiation of short- and long-term uncertainties 

In transaction cost theory, uncertainty is associated with the variability of outcomes, lack of knowledge about 
the distribution of potential outcomes and uncontrollability of outcome attainment [41]. Figure 1 shows that 
this uncertainty leads to changes that are the result of long-term developments in the factory environment. 
Alternatively, it emerges directly from the factory as a complex socio-technical system. Complexity drivers 
in factory planning or operations increase the level of uncertainty leading to an occurrence of events that 
cause disruptions in factory operations. 

 
Figure 1: Uncertainty influencing the control system of factory planning, based on [42] 

The control system of factory planning provides for an adjustment of the factory by factory planning as soon 
as controlling detects a deviation of the target/actual values of strategic and operative key figures. The target 
values can be derived from the corporate goals, while the actual values are recorded via the controlled 
system. [42] In the following, it will be explained how short- or long-term uncertainties lead to a negative 
influence of the actual values or an adjustment of the target values. 
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Uncertainty is present in any complex system. Sources of uncertainty may include lead time, market demand, 
product quality, and information flow among others [41]. The resulting events are usually random and have 
a probability of occurrence. They are disruptive, have a relevant impact on performance, and are sometimes 
difficult to anticipate. Therefore, an uncertain event occurring on a short-term basis is also defined as a risk, 
whose occurrence will have an impact on the achievement of one or more goals. [43] Regarding the 
interpretation of the term, a distinction can be made between a cause-related and an effect-related definition 
of risk. The risk can be considered as a causal factor that triggers an event (e.g. change of supplier in factory 
planning, faulty operation of equipment in factory operation). According to the effect-related definition, risk 
is understood as the possible occurrence of an event that negatively affects the achievement of a goal. [44] 
Consequently, risk is defined as the potential damage of a future event (e.g. change in container filling 
quantity in factory planning, machine failure in factory operation).  

In addition to risks as short-term uncertainties in factory planning and operation, change drivers appear as 
medium- and long-term uncertainties that lead to ever new requirements for the factory. They result from 
megatrends that have a global impact in all areas of society and are described as long-term developments 
with major economic, political and social relevance. [42] Due to the strong pressure of megatrends for 
change, companies are forced to adapt their strategy and corporate goals. Some prominent examples of 
current megatrends include climate change and demographic change [45]. They influence the business 
models of companies and their entrepreneurial actions [46]. However, megatrends only have an indirect 
influence on the factory. A direct influence results from the caused change drivers such as customer 
demands, the sales markets or the product and technology life cycle, which describe the effects of megatrends 
on the environment of manufacturing companies [1]. Constantly new requirements for the factory require 
increasingly frequent adaptions [2]. Various authors have developed catalogs for change drivers. An 
exemplary catalog was consolidated as part of the study of relationships between megatrends and change 
drivers [5]. The catalogs support companies in identifying relevant change drivers in order to respond to a 
changing environment at an early stage. 

3.2. From changeability planning to life cycle oriented consideration of uncertainties in the factory 
planning process 

During factory operation, defined threshold values can be continuously breached or exceeded. In this case, 
the factory no longer meets the desired requirements, so that a new factory planning process has to begin. 
Changeability planning facilitates the comparison of actual and target values and thus supports the planning 
decision to initiate a planning process. As factory planning is a recurring process, monitoring the threshold 
values to trigger a further planning loop is considered an essential part of changeability planning. [2] The 
temporal classification in figure 2 is done with the help of the factory life cycle. 

 
Figure 2: Classification of changeability planning in the factory life cycle, based on [2] 

The new planning of a factory is followed by factory operation. Further factory planning loops are triggered 
by certain events during factory operation. These are captured by changeability planning. Two types of 
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changeability planning can be distinguished. Structural planning involves the ability to recognize trends 
early on in order to initiate the necessary measures. In contrast, incremental planning involves a high level 
of responsiveness in order to be able to react to short-term changes in the production environment. [42] As 
the incremental planning seeks to establish a certain capability for turbulence in the factory, it equates risk 
management in the following. 

At the beginning of the incremental planning, the company defines its risk awareness [47]. To this end, 
certain risk strategies must be defined for determining which risks are to be taken and how they are to be 
handled in case of the occurrence of risk events. The individual phases consist of risk identification, risk 
assessment, risk control and risk monitoring [48]. In risk identification, all relevant risks are recorded 
holistically. This requires the exposure of all sources of danger, causes of damage or potential for disruption. 
Risk assessment focuses on the estimation and evaluation of risks. The purpose is to quantify the impact of 
risks in order to be able to estimate danger potentials. [16] This step is necessary in order to correctly assess 
and prioritize the need for further action [25]. The cause of risk as the actual reason for the occurrence of 
risk determines which risks can be influenced by the company. Risks of external origin cannot be influenced, 
or can only be influenced with great difficulty. Risk control involves the treatment of the previously 
identified and assessed risks. A distinction is made between risk avoidance, risk reduction, risk 
diversification, risk transfer and risk acceptance. [48,25,47] The main factors influencing the determination 
of measures are the risk class, the level of impact, and the probability of occurrence of the risks [47]. Risk 
monitoring is at the end of incremental planning. It runs alongside the processes and monitors the dynamic 
development of the risks [25]. Incremental planning of changeability does not necessarily result in the 
initiation of the factory planning process, as it is limited to an adjustment of the factory in terms of detailed 
planning [42]. As a result, very limited degrees of freedom are available. The focus of incremental planning 
especially lies on the mitigation of short-term disruptions. 

If the factory cannot be adequately prepared for the uncertainties through incremental planning, the factory 
is adapted using structural planning of changeability. In the process of questioning organizational and 
structural relationships in the factory, it is mandatory to go through the factory planning process again [37]. 
The success of the structural change process is not so much dependent on the ability to react, but rather on 
the timely recognition and implementation of necessary measures [42]. Emerging trends must be identified 
at an early stage through forecasting and must be shaped proactively by creating a new solution space. 
Structural planning consists of the monitoring of changes, the assessment of the quality of changeability and 
the determination of corrective measures in case an increase of changeability is necessary. It is divided into 
the two phases monitoring and assessment of changeability. [31,2] The assessment is only triggered if 
unknown changes in the environment are registered that have an impact on the factory. For this purpose, 
potential change drivers are derived from megatrends as a first step in monitoring. Relevant developments 
of the drivers as well as the resulting need for change are concluded. The need for change results from the 
change dimensions of quantity, variants, costs, time or quality. [2] At the end of the monitoring phase, the 
processes and elements of the factory that are affected by the need for change must be determined. This is 
followed by an assessment of the factory to determine whether the changeability of the affected processes 
and elements is sufficient to cope with possible future developments. If a need for action is identified, 
corrective measures to increase the changeability must be specified and implemented. [31,2] 

Changeability planning can be applied in cycles during factory operation. Another possibility as an addition 
to the continuous monitoring of uncertainties during factory operation is the use of the planning method in 
the factory planning process. [2] By identifying future requirements, these can be addressed in conceptual 
and detailed planning [37]. Provided that the factory's ability to change is identified as an essential target 
field, possible risks and change drivers that may occur during the factory life cycle should be identified when 
setting the objectives in factory planning. Depending on the necessary degree of changeability identified in 
this way, the factory can be designed accordingly. There are various strategies of changeability available to 
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the factory planner in this regard, which can result in different factory planning variants. The final selection 
of a preferred variant can only be made on the basis of a factory lifecycle-oriented evaluation by anticipating 
the later factory lifecycle and testing how the various planning variants deal with the uncertainties. This 
allows the capital and costs expenditures for changeability to be compared with the generated benefits along 
the factory lifecycle. In the following, the different strategies of changeability will be briefly introduced and 
distinguished from each other in the form of factory types. 

3.3. Selection of factory types in the context of changeability for coping with uncertainties 

Change is also defined as the "agreed establishment of a new state instead of the previous state" [49]. The 
ability to cope with change triggered by uncertainty can involve different levels and parts of the factory. 
Only isolated sections of the overall system are subject to a change process with first-order change. In 
contrast, all organizational dimensions are affected in the case of second-order change [50]. From a factory 
planning perspective, second-order changes are particularly relevant. In order to give an overview of 
different strategies of changeability in the literature, a preliminary review was performed and the resulting 
factory types are described below (Table 1). 

Table 1: Comparison of the different strategies of changeability as possible factory types 

 Robustness Resilience Flexibility Transformability Agility 

Ro
bu

stn
es

s Robustness represents the 
insensibility to internal and 
external disruptive events in 
relation to the performance of 
the production system. 

Resilience has a dynamic be-
havior compared to static system 
property of robustness.[3] 
Adaptations are allowed (require 
opex instead of capex), in the 
same way as temporary 
performance drops.[21] 

Flexibility is also intended for 
dealing with mid-term uncer-
tainties. In contrast to robustness 
with fixed capacities, reactive 
system adaptations are carried 
out that are reversible.[51] 

Transformability is also intended 
for dealing with mid- and long-
term uncertainties. [6] In 
contrast to robustness, potential 
is held for specific events and 
changes are made responsively 
when needed. [51] 

Agility is established for a 
complete company and network. 
[52] It does not require pre-
planning, thus future develop-
ments do not have to be known. 
[53] 

Re
sil

ie
nc

e 

Both types are conceived in the 
short term and operationally. 
The goal is a certain resistance 
to disturbances. Resilience can 
be a kind of balance between 
robustness and transformability. 
[45] 

Resilience refers to the ability of 
a system to endure certain 
disruptive events without failing 
completely and to return to its 
original state within a short time 
after the disruptions have ceased. 

Flexibility is also intended for 
dealing with mid-term 
uncertainties. Classification 
according to flexibility types. 
Besides the swiftness of 
adaptation, a strong focus is put 
on simplicity of adaptation. [51]  

Transformability is also intended 
for dealing with mid- and long-
term uncertainties. Increased 
focus on change drivers with the 
help of specific enablers that 
require capital expenditures for 
implementation. [9] 

Agility is established for a 
complete company and network. 
Very long-term impact horizon. 
[52,54] 

Fl
ex

ib
ili

ty
 Implementation of predefined 

fields of action in the form of 
flexibility corridors [20] and 
robustness limits to deal with 
potential developments within 
this field of action. [53]  

Both types are rather opera-
tional. Fast reactions are a 
crucial factor for success. [20] 
Flexibility is an implicit 
resilience characteristic. [21] 

Flexibility refers to the ability to 
adapt to change requirements 
simply in a short time and 
without major investment within 
defined flexibility corridors, 
with no significant changes to 
the structure. 

Flexibility represents reversible 
changes, affected operating 
costs, and maintained corridors, 
[30] whereas transformability 
represents irreversible changes 
that go beyond corridors and 
require an activation effort. [3,9] 

Agility refers to a complete 
company and network. Much 
more comprehensive, e.g. by 
switching between entire product 
families. [55,56] 

Tr
an

sf
or

m
ab

ili
ty

 

Proactive strategies by means of 
capital expenditures and thus 
considered rather irreversible 
once implemented.[3,53] 

Resilience can be achieved 
through a balance between 
robustness and transformability. 
Human creativity is important. 
[21,45] 
 

Represent the two categories of 
conventional changeability. [42] 
Transformability has historically 
emerged from flexibility.  

Transformability is the potential 
to carry out organizational, 
technical, spatial and logistical 
changes outside the flexibility 
corridors provided at all system 
levels by means of 
transformation enablers. 

Agility refers to a complete 
company and network and is 
thus more comprehensive. [52,9] 
It does not require preplanning, 
thus future developments do not 
have to be known. [53] 

A
gi

lit
y 

- 

Both types have quickness as a 
characteristic, as well as 
proactive and reactive elements 
in common. [21,52] 

Both are prone to change/ 
adaptations. Flexibility is an 
integral part of agility. [52] 

Both require extensive adap-
tation and are designed to cope 
with increasing market com-
plexity in a strategic way. [57] 
Transformability is an integral 
part of agility. [52] 
 

Agility gives the entire company 
the ability to respond to 
uncertainties and impulses for 
change strategically within the 
shortest possible time. 

 

          Legend:   Definition   Similarities   Differences 

 

Five different strategies of changeability have been identified in the literature as possible strategic factory 
types. First, a closer look is taken at robustness, for which divergent definitions exist. However, previous 
analyses agree that robustness describes the ability of a system to be insensitive to changing environmental 
influences [3]. To some extent, it is added that system adaptations do not need to be made in order to cope 
with these influences [51]. In case of changing environmental conditions or deviations caused by disruptions, 
the function of the system can still be maintained [58]. Thus, a robust production system can withstand a 
certain level of stress without suffering deterioration or loss of functionality [59].  
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The word resilience comes from the Latin verb "resilire" meaning "to spring back, bounce back". 
Interdisciplinary, resilience is described as the ability to handle critical situations, to prevent damage when 
disruptions occur, and to return to the previous state as quickly as possible through rapid recovery. [60] 
Transferred to a production system, a resilient system is allowed to leave the steady state for a short period 
of time. After a brief drop in the performance level following the occurrence of the disruptive event, the 
system must be able to return to its original performance as quickly as possible through self-regulation [53]. 
In this regard, humans as intelligent elements of a socio-technical system are at the center of resilient 
production systems due to their anticipation, interpretation, and decision making [21]. Other central notions 
include interconnectivity, resistance, adaptivity, decentralization, and learning capability [61].  

At the turn of the millennium, the term flexibility was one of the most frequently discussed approaches with 
regard to the ability of companies to change [9]. Over 50 different definitions and interpretations for the term 
flexibility have already been identified in 1990 [62]. Meanwhile, the concept of changeability continued to 
evolve. Former elements of flexibility are assigned to other strategies of changeability today. Essentially, 
flexibility refers to the ability of a factory to adapt quickly and with very little cost within flexibility corridors 
that are defined at the point of factory planning [54]. There is an increased focus on the simplicity and 
reversibility of adaptations [51]. Due to the flexibility corridors, the response options are limited [42]. The 
previous explanations correspond to the definitions of short- or medium-term as well as static flexibility. 
The literature also provides definitions of long-term and dynamic flexibility [31,37], part of which is 
associated with transformability. 

Transformability puts the factory into a commitment to change using a transformation potential, whose 
activation expands the original function or shifts the flexibility corridors [40]. Irreversible changes can be 
made responsively when needed, which are beyond the flexibility corridors held in reserve [54]. As a result, 
the time and cost required to prepare the necessary adaptations is significantly higher compared to the 
concept of flexibility. As soon as the preparations have been completed, organizational, technical and 
logistical changes can be implemented outside of maintained flexibility corridors in a short time when 
required, with low investments and taking into account the interactions of the system elements. [37] For 
example, the infrastructures for change are already configured and in place before specific needs for change 
are known or arise [9].  

The final element is agility, which is defined in broader terms than the conventional ability to change. The 
strategic focus also includes units outside production, such as sales, purchasing and controlling [9]. An agile 
approach empowers the company to change its entire production networks or its entire product and service 
portfolio [54]. This includes measures such as relocating the production site or switching from multiple to 
single sourcing [31]. By reducing planning activities to a minimum, it is also possible to respond to change 
drivers immediately during the planning phase. Thus, agile systems are able to cope with unforeseen and 
unpredictable events [53]. Generally, the identification of market opportunities is addressed through an agile 
business model, so that a prompt fulfillment of every customer request can be achieved [32].  

The factory types derived from the strategies of changeability are overlapping. To some extent, the terms 
are used mutually in the literature when defining strategies of changeability. One possible definition of 
transformability, for example, is a combination of the four aspects robustness, flexibility, agility and 
adaptability [51]. A clear distinction of the strategies of changeability does not exist, partly because the 
concept has been extended gradually over the last decades. Based on flexibility, transformability and agility 
were complemented first. Due to the current circumstances, the terms resilience and robustness are currently 
used repeatedly in the literature. The conclusions of this paper have been summarized in Figure 3. 
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Figure 3: An overview of changeability planning in factory planning, based on [30,24,59] 

The factory is part of a manufacturing company, which is located in an enterprise environment. In recent 
years, the degree of uncertainty has increased steadily both in the company's environment and in the factory 
system. On the one hand, this is expressed by long-term and continuous change in the form of superordinate 
megatrends, with effects on the company environment that are very difficult to predict. On the other hand, 
short-term disruptive events within the production system due to performance deviations inside or outside 
the factory are becoming more frequent. It is the task of factory planning to prepare the factory in the best 
possible way for the further course of the factory life cycle. For this purpose, different factory types or 
strategies of changeability are available to factory planning. Depending on the actual uncertainty present, 
the strategies of changeability capable of coping with the uncertainties most effectively over the further 
course of the factory life cycle must be designed. In order to be able to make such decisions in the context 
of factory planning, changeability planning must be integrated into factory planning. It is important that the 
uncertainties present in the use case are identified at the start of factory planning and considered from the 
very beginning. Subsequently, the changeability must be planned as part of the concept and detailed 
planning. An evaluation of the resulting factory planning variants is repeatedly carried out during this 
process, whereby changeability is usually only one of several factory objectives. In terms of changeability, 
it is important to evaluate whether the degree of changeability is sufficient for the predicted uncertainties in 
the course of the factory life cycle, so that the required performance level can be achieved, and which of the 
factory planning variants generates the lowest life cycle costs on top of that.   

It can be concluded that resilience and robustness are rather mentioned in the literature in the context of 
short-term risks. Resilience ensures that when a disruption occurs, the performance curve only drops to a 
minimum that is tolerable for the system and then returns to the previous level in the shortest possible time. 
Robustness sets robustness limits to design a system to be able to operate under as many environmental 
conditions within the boundaries as possible. However, this is only optimal in a few cases, which is 
characterized by the narrow optimal range. Flexibility and transformability use static and dynamic flexibility 
corridors as classic characteristics of the capability for managing long-term change drivers. At the same 
time, implementing the dynamics of transformability and installing redundancies as part of robustness 
requires increased capital expenditures. The benefits of flexibility and resilience become more apparent 
during operations and consequently come along with increased operating expenditures. 

4. Summary and Outlook 

The increasingly complex factory systems are located in an extremely turbulent environment, resulting in 
numerous requirements and challenges. Therefore, the goal of this paper was to elaborate the planning 
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process as well as different strategies of changeability. This knowledge will serve as a basis for identifying 
starting points for coping with diverse influences in the form of risks and change drivers. An analogy to the 
"two-factor theory according to Herzberg" accurately summarizes the findings: robustness and resilience are 
assigned to the area of dissatisfaction, meaning the negative effects on the factory. In contrast, 
transformability and agility refer to the area of satisfaction and enable the exploitation of opportunities and 
developments. Flexibility is ultimately found in both areas to some extent. Factory planning offers the 
opportunity to make decisions at an early stage, sometimes under considerable uncertainty, in order to 
prepare the factory for operation in the best possible way. However, mere knowledge of the factory types is 
not sufficient for this. They must be broken down to the inherent elements and processes in order to prepare 
them for risks and change drivers depending on their needs. The needs can be met in different ways. There 
will not only be one factory planning measure, resulting in different planning variants depending on the use 
case. Future research of the Institute of Production Systems and Logistics will work towards the quantitative 
evaluation of changeability over the factory life cycle. The impact of change drivers and risks over the 
factory lifecycle will be evaluated quantitatively in order to determine the right level of changeability in the 
context of economic efficiency. By knowing the behavior of the factory planning variants over the factory 
life cycle, they can be compared with each other. This should enable factory planners to select the factory 
planning variant that shows the lowest life cycle costs. 
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Abstract 

Due to growing environmental awareness, the Circular Economy and in particular the concept of Reverse 
Logistics (RL) are more and more becoming the focus of industry, yielding ecological as well as economic 
advantages. However, the successful implementation of the concepts requires that several challenges be met. 
One of the most common challenges is the lack of information within RL. One proposed solution is to use 
more Automatic Identification Systems (Auto-ID) to track returning goods and close the information gaps 
between RL participants. Currently available identification systems are often limited in their field of 
application, as they can be very expensive, require a huge change in current logistics processes or suffer 
from physical characteristics, such as electromagnetic absorption or limited visual contact. With this paper, 
we introduce our novel concept for load carrier classification and quantification using Time-of-Flight (ToF) 
cameras in combination with color images, beginning with a general overview of the system architecture 
and process structure. This is followed by an in-depth analysis of the process steps, starting with triggering 
camera records followed by image pre-processing, classification and finally a quantification of the loaded 
cargo. 

 

Keywords 

Circular Economy; Reverse Logistics; Classification; Load Carrier; Cargo Identification 

1. Introduction 

The discussion about the responsible use of natural resources has grown over the last decades. One major 
concept in addressing this issue is the Circular Economy [1]. It defines a production and consumption system 
that implements a circular life cycle for goods. This means not only that products, load carriers and packages 
are delivered from the manufacturer to the customer, but also that used goods are returned from the customer 
to the manufacturer for reuse or recycling, in a process called Reverse Logistics (RL) [2]. This process allows 
the sustainable usage of resources and components by returning them back to the commodity cycle [3]. 

Not only does the implementation of RL reduce the need for raw materials, companies can also gain 
economic benefits as well as social recognition [4]. Along with these benefits, RL faces several challenges, 
including social, political and economic barriers [5]. Other frequently mentioned major challenges are the 
lack of information, such as about the timing, quality or quantity of returned goods, and about the required 
technological systems needed to acquire this information [5]. If manufacturers implement Reverse Logistics, 
their production depends more and more on these kinds of information [6]. This paper contributes a technical 
concept for the classification and quantification of returned packages, especially load carriers, which can be 
easily adapted to current processes. The aim is to increase the amount of information which will improve 
knowledge about incoming and stored packages, enabling higher production certainty and better prediction 
of future material demands. 
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2. Related Work 

2.1 Automatic Identification (Auto-ID) 

In the Forward Supply Chain identification and tracking of goods are common tasks, mainly solved by using 
Auto-ID technologies. One of the most established and well used technologies are barcodes [7]. Even if they 
are easy to use and cheap, they have several disadvantages, such as the need for visual contact, the relatively 
short reading range [8] and susceptibility to environmental factors such as water and dirt [9]. On the other 
hand, Radio Frequency Identification (RFID) can solve the problem of visual contact and range, as it uses 
radio frequency for identification [10]. For the RL concept, RFID demonstrates good applicability for 
tracking returned products [11],[12]. While RFID seems to be a better choice than barcode-based 
identification systems, there are several drawbacks. RFID in general is much more expensive than a simple 
barcode. Besides tags, infrastructure for reading and processing the data is required [11], necessitating huge 
initial investments [13]. Further disadvantages result from physical characteristics. RFID uses radio 
frequency waves which are absorbed by liquids and reflected by metals, which reduces the utility of RFID 
in certain environments and industries [8],[14]. 

2.2 Machine Vision 

With the breakthrough of modern Machine Learning (ML) methods such as Convolutional Neural Network 
(CNN), Machine Vision has experienced a huge acceleration in different areas such as Image Classification 
and Object Detection and Segmentation [15]. As ML methods are data driven, many datasets are available, 
either general [16],[17] or task-specific, such as autonomous driving [18] or remote sensing [19]. As logistics 
involves a large number of different objects and is associated with a high degree of continuous change [20], 
especially when customized load carriers are used, it is very difficult to find usable datasets. There are only 
a few datasets available, such as Logistics Objects in Context (LOCO) [21], which offers a wide range of 
general objects used in logistics, such as load carriers, pallets and forklifts, or, on the other hand, datasets 
that contain only one class (load carrier) [22].  

3. Problem Description and Motivation 

The lack of information within RL cannot be solved only by using currently available Auto-ID technologies, 
which leads to the need to consider alternative technologies. With the huge breakthroughs that modern 
machine learning techniques provide to machine vision, new approaches for identification are possible. 
However, huge datasets are needed for such approaches, and they are often not available within specific 
areas. For a better understanding, we emphasize an example using the German beverage industry. Here the 
end customer returns empty bottles as well as the load carriers, mainly crates, to the retailer, which delivers 
them to sorting companies and then back to the bottler. Future production therefore depends on the number 
of returned load carriers, which requires a process for classifying and counting. Most of the commonly used 
Auto-ID technologies such as RFID are not applicable in this industry because of the liquids and the high 
investment resulting from the huge number of crates in relation to the costs for installing tags. Auto-ID 
systems using optical identification, such as barcodes, are not applicable, because the composition of the 
transported goods is often changed by different processes like sorting. Old barcodes therefore need to be 
removed and new barcodes need to be attached to cargo at every process that changes composition, or else 
every load carrier would get a barcode, which is not possible due to the lack of visibility. Additionally, most 
beverage manufacturer design their own load carriers for product branding purposes and change the designs 
regularly, increasing the difficulty of data mirroring recently used load carriers. Due to the limitations of 
current Auto-ID systems, stocktaking is often performed by hand, resulting in an inaccurate and inefficient 
mapping of the inventory, and potentially affecting future production. With this paper, we contribute a 
concept to address both challenges, combining a method for fast data acquisition with the use of machine 
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vision approaches to increase information density. This eliminates the need for manual stocktaking, reduces 
inventory differences and improves production forecasting. We aim to increase the scope of application and 
promote RL, mainly using cameras (ToF and RGB) and CNN for the classification of load carriers. 

4. Concept Overview and Architecture 

4.1 Use-Case 

To explain our concept, we will focus on the load carrier transportation processes within a German beverage 
manufacturer. Beverage load carriers are regular and uniform, but vary in geometry depending on the type, 
so that carriers of one type can be easily stacked and transported on a pallet by forklifts. Depending on the 
forklift’s size, it can simultaneously transport several pallets, which are called a bundle. 

4.1 Planned Hardware Setup 

For our setup we plan to use several sensors and computation units for different purposes. We will use two 
ultrasonic sensors with a measurement range of 4.5 meters to determine the distance between the forklift and 
the bundle and the height of the forks above the ground. For depth and color images, we will use a Microsoft 
Kinect V2, which combines color and a ToF camera in one single device. For process steering and data 
processing we will use an Nvidia Jetson NX Development Kit because of its small size compared to CPU 
performance and an integrated GPU to accelerate our CNN execution. All these components will be mounted 
on forklifts, so no external components are required. 

4.2 Pipeline Architecture 

For our concept, we designed a pipeline which can be subdivided into two parts. A general part provides a 
fast way to acquire and refine needed data (Triggering, Data Acquisition, Preprocessing) and two different 
modes − training (Labeling, Training) and operating (Classification, Quantification) − which can either be 
used for data labelling and training of neural networks or be used for classification and counting of load 
carriers (Figure 1). 

Triggering and Data Acquisition: As the forklift approaches the load carriers, we measure the distance 
between the forklift and the load carriers. If the distance falls below a certain threshold, an event signal is 
sent to activate the camera and start data acquisition. As the forklift is driving towards the load carriers, the 
distance continues to decrease. If a second threshold is reached, data acquisition is stopped because the 
camera modules are too close to the load carriers and the field of view is restricted. The recorded data 
between start and stop are henceforth referred as time series. In our case our time series contain color and 
depth images, which are both needed for further processing. The end of data acquisition represents the start 
of the preprocessing task, which is realized by sending an event signal from data acquisition to preprocessing. 

 

25



 
Figure 1: Pipeline overview. 

Blue boxes describe the tasks while the blue arrows show transitions between the tasks.  
Grey arrows and boxes refer to the results of the tasks. 

 

Preprocessing: The preprocessing task will provide necessary data for both modes, training and operating. 
First, we need to specify the position of our transported load carriers and separate them from other load 
carriers to prevent misclassification. Therefore, the main task for preprocessing is to calculate the Region of 
Interest (ROI) in the color image in which the load carriers are contained (Figure 2).  

 
Figure 2: Color image with marked RoI (red rectangle) 
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First, we identify specific key points within our depth image. As the load carriers are arranged as a cuboid, 
the most apparent key points are the four edges describing the front of the cuboid (Figure 3). Additional data 
about the cuboid are not used. Because our camera position is not restricted in height, the front is the only 
guaranteed visible part independent of the camera height. 

 
Figure 3: Depth image with marked edges.  

A: upper edge, B: right edge, C: left edge, D: lower edge 

By calculating the intersection of these edges, we find the corner points for our ROI, which are transformed 
from a depth image coordinate space to a color image coordinate space and used to crop the image (Figure 
4). Since load carriers differ in size and we do not know the size of our selected load carriers, we subdivide 
our image into predefined areas which can handle different sizes to preserve geometrical and structural 
information. For example, if we choose one mask too small for our load carrier size, we cut off necessary 
information. Using a lager mask compensates for these information losses, but contains a small amount of 
additional information from neighbor load carriers. Therefore, we need to select our mask sizes precisely to 
find an equilibrium between the loss and additional information. In addition, this is a common practice to 
reduce problem of scale invariance from which CNN suffer [23]. We therefore cut our cropped image into 
smaller pieces by using different masks of predefined size (Figure 4). The resulting stack of small images is 
henceforth called a patch. These patches are used for both modes, training and operating. The patch is useful 
especially in the classification task to determine whether the bundle contains different types of load carriers. 
Depending on the current mode, patches are either stored for offline processes like labeling and training or 
used directly for classification and discarded afterwards. 
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Figure 4: Cropped color image and the resulting subdivided images using different mask sizes (red rectangle and blue 

rectangle) 

Training mode: Training mode will be used for a fast generation of the necessary labeled data needed for 
the subsequent training of neural networks.  

Labeling: Thanks to the preprocessing task, we can generate a huge number of cropped images 
automatically. In addition, since we are working with time series, we need to label only the time series 
instead of every image, since the images inherit the time series label. 

Training: For training we will use Pytorch [24] as the framework for implementing and testing our CNNs 
for classification. Within Pytorch, several predefined CNNs such as ResNet [25] can be selected and trained 
with the generated patches. As our concept is developed to quickly switch to operating mode, object 
detection and segmentation are not considered because of the higher manual effort in labeling data. 

Operating mode: With the operating mode, the picked load carriers can be classified and, by using 
additional information from the ultrasonic sensors, the amount of loaded cargo can be calculated.  

Classification: Since we create our patch, we can now exploit the fact that every image contains only a small 
part of the original cropped image. Although we trained our CNN only with data created using bundles with 
single types, we can now classify every patch independently. By adding up the classification results of every 
single image, we can derive information about the whole bundle by evaluating the resulting distribution and 
making a statement whether there is only one or several types of load carriers within the bundle. In addition, 
if we use the position information of the patched images within our ROI and combine the information with 
our classification results, we can define areas within which certain load carriers occur.  

Quantification: If the classification was successful and we use the lower edge and upper edge height, we 
can determine the total height of the cargo. Using the classification and area information, we are able to look 
up historical data related to our loaded cargo, e.g., the single load carrier height and the number of crates per 
layer, which finally can be used to estimate the total number of crates picked up by the forklift. 

4.3 Restrictions 

Due to the cargo loading process and the sensors mounted on forklifts, we can gain information from only 
one side of the bundle (Figure 2). Our pipeline can therefore estimate only the class and number of load 
carriers based on this data. Because this approach reduces the operating area, no further process adjustments 
or extra components need to be installed. In addition, we have further restrictions regarding the two modes 
of our concept. 
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Training mode: To accelerate labeling it is necessary that the loaded bundle contain only one class of load 
carriers. This allows us to label a whole time series with just one single label. 

Operating mode: In contrast to the training mode restriction, different classes of load carriers can be handled 
within the bundle. However, with our restricted view of the bundle, we cannot detect mixed types outside 
the ROI. We therefore assume that, if our classification outcome predicts only one class, the whole bundle 
will be viewed as containing one type, otherwise the bundle is identified as mixed bundle. To quantify mixed 
bundles, an additional restriction comes into play. Because we have information about where different load 
carriers occur in our ROI, we can still estimate the number of load carriers if they are limited to pallets, e.g., 
every pallet contains only one type of load carrier. This allows us to look up historical data related to single- 
pallet cargo. If we cannot comply with this restriction, quantification is marked as impossible because of the 
high spatial mixing of different load carriers. 

5. Conclusion and Future Work 

Reverse Logistics as a part of the Circular Economy is a key concept for enabling a sustainable and 
environmentally friendly product lifecycle with additional benefits for companies willing to implement it. 
Beside the benefits, there are several challenges associated with Reverse Logistics, especially the lack of 
technical systems to acquire the information needed for successful operation. Current technologies such as 
Barcodes and RFID suffer from different physical, processual or economical limitations, e.g., 
electromagnetic absorption, limited visibility, major changes in current processes or high financial 
investments. In this paper, we presented a camera-based data processing pipeline for classification of load 
carriers to increase information density and overcome technical problems for manufacturers. Furthermore, 
our approach can be easily integrated into current processes without major changes, and the expense is 
scalable without huge initial investments, as no expensive external components are needed. 

In future work we will implement this concept within a beverage facility to test the system under real 
conditions. We assume that the quality of images recorded by the camera system will be especially affected 
by environmental conditions such as rain, snow, the day-and-night cycle or fog, as the system will be used 
indoors and outdoors. Accordingly, we are defining our requirements and developing the software needed 
to realize our concept. Afterwards a test phase under real conditions is planned with an evaluation of the 
concept. 
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Abstract 

Currently, companies are becoming increasingly vulnerable towards unforeseen disruptive events. One 
example of such an event is the COVID-19 pandemic, in which many companies are facing existential 
difficulties. The sudden loss of suppliers and customers as well as frequent changes in regulations at short 
notice present companies with considerable challenges. Potential uncertainties and complexity complicate 
the planning and the implementation of measures. A fast and effective overview and the benefit of measures 
is usually missing. Situation awareness monitors have long provided orientation for first responders and 
rescue operators within the field of crisis management and can be just as relevant for companies. 

Identifying, gathering, interpreting and visualizing external information from the corporate environment in 
relation to relevant disruptions remains an unsolved problem. In addition to the decision to implement 
effective measures before, during and after a crisis, an approach for the simulation of the disruptive impact 
and the effect of resilience measures on the company’s performance as well as liquidity is required. 

In this paper, a Situation Awareness Monitor (SAM) for resilience management is presented to address the 
aforementioned issues. First, the model-based IT architecture for the monitor is depicted. The enterprise 
model is coupled with an approach to assess critical processes of small and medium enterprises. Statistical 
models are applied to draw up the balance between single components, like input, output, supplier, storage 
and production. The result shows a continuous performance-based liquidity assessment to evaluate the 
resilience against disruptive events. Finally, single enhancement measures in alignment to the resilience 
phases – prepare, prevent, protect, respond and recover – can be analyzed. 

 

Keywords 

Business Resilience; Situation Awareness; Simulation; Crisis Management; Performance Monitoring 

1. Introduction 

Uncertain disruptive events and the changes of framework conditions are challenges especially for small and 
medium enterprises. Simultaneous disruptions to which a company is exposed or the potential adaptions 
before, during and after the crisis increase the complexity. This variety of information can lead to an overload 
of information management in companies. A fast provision of external and internal information before, 
during and after uncertain situations helps to derive effective and reliable solution strategies and decision-
making aids. A Situation Awareness Monitor (SAM), taking significant resilience characteristics as well as 
liquidity simulation into account, enables an effective analysis and visualization. 
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The example of the COVID-19 pandemic shows that many companies have encountered existential 
difficulties due to the sudden loss of suppliers and customers as well as frequent short-term changes in 
regulations. The frequent increase of infections has exacerbated the uncertainty and made planning security 
and implementation of measures more difficult. By applying resilience management, the disrupting event 
can be conceived, analyzed and evaluated in advance at any moment. 

The SAM for resilience management is able to combine incoming information and simulate the effects of 
disruptive events on a company’s liquidity. This means that all changes can be displayed in a detailed 
overview of the current company situation, taking into account the time and the corresponding recalculation. 

2. State of the art 

2.1 Situation awareness 

Since CLAUSEWITZ [1], the creation and use of SAMs have been of particular importance to emergency 
personnel of the military, police and health services for the success of networked action in crises. The starting 
and end point of the military command and control process as well as the police planning and decision-
making process is always the situation picture, since it forms the foundation of the entire operation [2]. The 
relevant data must be identified, captured, structured and correlated. The second step is a structured analysis 
of the information obtained. The result leads to at least one, ideally to several decision options, within which 
the respective advantages and disadvantages are pointed out and weighed. On the basis of the decision taken, 
the implementation planning – which can be seen as a constantly recurring control loop – pursues the goal 
of a continuous actual-target comparison and makes it possible to react promptly to the changing situation. 
The goal of networked operations is to link the information, command and control systems from the 
infantryman's helmet camera to a military satellite as well as across all military organizations and units in 
order to aggregate as much relevant information as possible into a common situation picture. The information 
is then made available to the organizational units on a user-specific basis – for example, via an integrated 
display system in the infantryman's helmet. This enables individual decentralized systems and organizational 
units to work in a coordinated manner and within a shorter time. As flight control systems gradually became 
more automated and pilots started losing track of flight operations and aircraft status, concepts for situation 
awareness were further developed for the aviation industry [3]. One of the dominating definitions and 
theories was given by ENDSLEY: The three-level model approach describes the three steps for information 
processing, starting from “the perception of the elements in the environment within a volume of time and 
space, the comprehension of their meaning and a projection of their status in the near future” [4]. 

What manufacturing companies have in common with these sectors is the bias between a decision-maker’s 
understandings of the system status – the company and its environment – versus the actual system status. 
This is mainly driven by the complexity of environmental influences, like natural disasters, climate change, 
geostrategic as well as economic policy influences, for example. In order to create a basis for further 
investigations and decisions for action, a large amount of information from a wide variety of sources must 
be collected and evaluated within a short time. This information must then be compared with existing 
findings, correlated with each other and communicated with responsible parties. 

Hence, it is essential for companies to monitor the execution of their business in real time and to consistently 
have an overview of the current state of the company’s liquidity and its facilities [5] [6]. Therefore, many 
companies today make use of so-called information systems, which are often summarized under the term 
management cockpit. However, the information processing is largely shaped by the hierarchical system of 
the automation pyramid [7]. This enables companies to provide operational data from process execution in 
production, to assign it to the corresponding order data and production specifications and to visualize it 
within the scope of performance analysis. Nevertheless, these instruments are just focusing on the impact of 

33



disruptions and are only partially suitable for the early planning of crisis containment measures and the 
assessment of their effects. They need extensions with regard to environmental influences as well as liquidity 
assessment. 

2.2 Life cycle oriented resilience assessment 

The reduction of potential risks is a central strategic challenge for small and medium enterprises. Classical 
crisis management calculates and estimates a possible disruption in advance, but does not make any specific 
adjustments in the further course of the disruption. SCHUMACHER shows that measures of a current crisis 
management are not suitable for small and medium enterprises [8]. Especially the COVID-19 pandemic 
showed that not many risk management systems were able to control risks within the supply chain or the 
maintenance of the business [9]. 

In contrast, a resilience analysis provides a holistic view of the situation. By continuously re-analyzing a 
disruption, the resilient approach provides, at any point in time (i.e. before, during and after a disruption), a 
reliable statement about the state and the effect of the disruption on the company as well as possible 
countermeasures and their positive effects on the company. With the help of resilience management, a 
specific assessment of the company's situation is carried out depending on the progress of the disruption. 

While resilience describes the ability to react to a disturbance and to return to the desired initial state through 
suitable measures, the resilience cycle [10] deals explicitly with the evaluation of the disturbed system at 
any point in time. Therefore, the resilience cycle can be broken down into five interconnected phases: 
prepare, prevent, protect, respond and recover. The prepare-phase evaluates the system before the disruption 
occurs. Prevent, protect and respond are resilience phases that evaluate the system during the disruption, and 
recover initiates the time slot after the disruption including a new prepare-phase to continue the analysis into 
a cycle and preparing the system more robustly for a new occurrence by analyzing known events. 

In addition, the Fraunhofer Resilience Evaluator (FReE) [11] was developed to support companies and 
systems to increase their resilience. For this purpose, a disruptive event is systematically analyzed and, with 
the subsequent evaluation, a company is enabled to successfully cope with a crisis [12]. The FReE tool gives 
a fast overview, but only a qualitative assessment concerning resilience. 

2.3 Requirements and objectives for Situation Awareness Monitoring for resilience management 

In order to create a SAM for resilience management and liquidity assessment for supporting tactical and 
strategic management decisions, it is of great importance to consider the previously mentioned open issues. 
In particular, the capability of monitoring the actual situation of the system in real time, collecting and 
evaluating the large amount of information from a wide variety of sources within a short time, correlating 
this information with existing findings and also communicating the results with responsible parties should 
be noted. Furthermore, the SAM for resilience management is characterized by its resilient, interactive, and 
interoperable performance. Specifically, resilience ensures situation awareness before, during and after a 
disruption. Interaction focuses on the communication between heterogeneous systems, and interoperability 
describes the clear visualization of relevant, reliable and up-to-date information, presented in a common 
situation picture. Thus, the functions to be supported by the system are: 

1. Perform a continuous situation assessment and environment analysis to detect every change in status 
and obtain an early warning system. Furthermore, the simulation of the situation assessment monitor 
includes the impact of disruptions and of countermeasures, focusing on liquidity and performance. 

2. Detect disruptions early and estimate potential effects through continuous analysis of trends, threats 
and deviations (e.g. delays in production). 
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3. Derive countermeasures and plan implementation support to obtain predictions of impacts of 
decisions and reliable predictions of environmental trends. 

4. Implement the most appropriate countermeasures into the system. 

5. Evaluate the changes and provide recovery. 

These five steps correspond chronologically to the five phases of the resilience cycle (prepare, prevent, 
protect, respond, recover), ensuring a holistic resilient approach. 

3. Situation Awareness Monitoring for resilience management 

3.1 Target model 

As explained above, the resilience cycle [10] serves the evaluation of the disturbed system throughout all 
five interconnected phases of a disruption. In Figure 1, the interdependencies between the activities and 
required resources in the resilience phases are described systematically with integrated enterprise modelling 
[13], supported by the modelling tool MO²GO [14]. 

 
Figure 1: Process model excerpt from a reference model for holistic resilience management 

The process “Manage Resilience Cycle” – which is depicted in the upper left corner of Figure 1 – triggers 
and controls the activities of the resilience cycle. It is an early warning system in the way that influences 
such as trends, external threats and internal deviations (e.g. delays in production) are continuously analyzed 
and their effect on critical performance parameters are evaluated based on simulated scenarios. If a 
potentially hazardous influence is identified, appropriate resilience measures are derived and assigned as 
controlling orders. In contrast to the other phases, activities in the prepare phase – such as ensuring the 
required redundancy by conducting employee trainings for multiple-qualification of employees – are carried 
out according to the continuous resilience assessment and are not only triggered by specific potentially 
hazardous influences. Based on the preparations of the company, prevent measures are carried out when a 
crisis becomes apparent and the previously defined crisis team is set operational. If the danger associated 
with the crisis could not be averted, protect measures must be carried out and the crisis team needs to be 
enlarged. In case the normal performance of the company could not be achieved, a rapid and well-organized 

Legend:

Prevent
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response is necessary before the system enters the recover-phase in which the focus lies on stabilization and 
deriving lessons learned for improving the resilience cycle for future disruptions. Each phase includes a 
continuous evaluation of the measures being taken, which represents a feedback of the resilience cycle to 
the previously mentioned control process.  

3.2 Model-based architecture 

The reference model for holistic resilience management is an integrated part of the integrated enterprise 
model. As shown in Figure 2, the integrated enterprise model and the SAM for resilience management are 
the central components of the model-based architecture. 

 
Figure 2: Model-based architecture for Situation Awareness Monitoring for resilience management 

From the structural perspective, the integrated enterprise model combines the objects of an enterprise and its 
relationships with their behavioral aspects in processes [13]. Behavioral aspects can be, for instance, the 
definition of the key performance indicators (KPIs) in relationship to the enterprise objects and processes 
(e.g. duration, overall equipment effectiveness (OEE)). These model parts are used for the configuration of 
the SAM. In addition, the integrated enterprise model contains operational data as well (e.g. duration of a 
single process): KPI values and measures in all phases of the resilience cycle. The resilience measures are 
connected to the process definition in the model. Additional data from the corporate environment and internal 
IT systems (e.g. data from the enterprise resource planning system) are gathered by the application 
programming interface (API)-Gateway, which is configured by the integrated enterprise model as well. In 
the SAM, the information is displayed using four reflective view types: Measure Management, Monitoring 
of internal and external status of processes and resources (KPI-based), Process Assistance and Simulation 
Results. These view types can be instantiated by configuration. The API-Gateway is providing data for 
simulation and liquidity assessment. For the design of the integrated enterprise model, clients of the MO2GO 
software [14] are used (e.g. modeler). 

3.3 Resilience-based liquidity assessment 

The model-based architecture helps to generate an abstracted overview of small and medium sized 
companies (SMEs) and to identify critical processes which give essential contributions to the liquidity of an 
SME. This section introduces an approach to assess the performance and the liquidity as basis for a resilience 
assessment. The left picture of Figure 3 shows a generic critical process of a manufacturing company 
including several components and their dependencies. The production depends on the number of orders, 
realized within the order management. The production further needs several components provided by the 
storage. An external dependence exists due to the component provision from appropriate suppliers. After the 
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quality assurance, finished products contribute to the business volume, presented by the delivery process in 
the left picture of Figure 3. 

For each component of the generalized model in the left picture of Figure 3, decisive parameters and their 
dependencies are developed and implemented into a tool for assessment. The result is a multi-dimensional 
model to describe the liquidity and the performance of a critical process. Single parts of the model are 
reserved with uncertainties. Examples are: 

• supply risks concerning quality, quantity and delay, 
• changing input based on a change of the market or the demand and 
• changes within the production, based on the capacity or the performance. 

In this approach, the theory of production logistics [15] is used to specify the resilience assessment with 
regard to the system to result in quantitative measures. The key figures of logistics are combined with 
probabilistic models to integrate potential risks, like failure rates or supply risks in combination with discrete 
event simulations, oriented to LANDTSHEER ET AL. [16] and CUBE ET AL. [17]. Insights of the reliability 
analysis of systems [18] are also considered. The combination of the different approaches allows a 
quantitative assessment of resilience. Performance and liquidity are derived as basic quantities. 

  
Figure 3: Left: Generic model to represent a critical process of an SME according to VDI 4499 [19]. Right: Overview 

of the graphical user interface to assess the resilience, the liquidity and further performance functions of a critical 
process. 

The result of the multi-dimensional assessment is shown in the right picture of Figure 3. The user can 
simulate the resilience and the liquidity for an arbitrary number of shop calendar days. The impact and 
interdependence of certain parameters can be easily evaluated. The liquidity is expressed by the relation of 
revenue, based on finished goods, and the costs for employees, resources and the supplier. The performance 
target for the resilience quantification (upper left diagram) is based on the relation of maximum and current 
capacity of the production. The overall assessment scheme allows a quick overview concerning the 
consequences of disruptive events. Furthermore, the effectiveness of certain resilience phases, like 
preparation, protection, response and recovery can be evaluated. 
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4. Application in use cases 

4.1 Application of the Situation Awareness Monitor for resilience management 

The SAM for resilience management serves as an assistance tool for tactical and strategic decisions as well 
as the implementation of derived measures in the event of disruption and in daily operations. A prototype 
with a view generated for a company in the prepare phase, for example, is illustrated in Figure 4. 

 
Figure 4: Prototype of the Situation Awareness Monitor for resilience management 

Following the approach shown in Figure 1, recent news are continuously displayed in the upper left side of 
the prototype and form the basis for the corporate environment analysis, which represents the core element 
of the resilience cycle management process. In the widget left of the news ticker, the preparation status of 
the company concerning relevant disruptions is displayed. The associated resilience measures are managed 
in the Kanban board below. In the later phases of the resilience cycle, the Kanban board facilitates the 
implementation of measures – including setting the crisis team operational – and thus enables networked 
action. In preparation for a pandemic, the exemplary company illustrated in Figure 4 has developed a hygiene 
concept, which had previously been defined as the minimum preparation level that must be reached in order 
to be above the critical limit. In order to reach the target preparation level with regard to a pandemic, the 
staffing plan needs to be revised and updated. The corresponding resilience level as well as the liquidity 
level can be monitored and simulated in the multi-dimensional resilience-based liquidity assessment that is 
integrated into the upper right side of the prototype. Processes that are potentially affected by specific 
disruptions as well as the company’s resources (e.g. staff availability and OEE) can be monitored on the 
center right side, which allows for a fast and targeted reallocation of resources in case of a disruption. In the 
lower section of the prototype, data of heterogeneous information systems (e.g. order management system, 
supply chain management system, manufacturing execution system, customer relation management system) 
is displayed for a comprehensive evaluation of the company’s situation. This enables the management board 
to assess the feasibility of customer orders in case of a pandemic as well as to search and implement process 
alternatives. 

4.2 SME liquidity during a disruptive event 

The introduced assessment tool (as shown in Figure 3) generates a quick overview concerning the dynamic 
interaction of certain parameters of a critical process within an SME. Within the consideration of a disruptive 
event, the effects on the liquidity are analyzed. Taking the COVID-19 pandemic as an example, the effects 
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are first seen in the suppliers and the customers. While many suppliers cannot provide reliable statements 
about the delivery status, the first impact on customers can be seen in the lockdown-induced retail closures. 
The action and information restrictions of these two elementary components of a critical process lead to 
massive limitations in the production of a manufacturing company. The affected parameters are primarily a 
drop in the economic indicator and order quantity, as well as an increase in storage time, storage space, and 
supplier pricing and delay calculation. Figure 5 shows the resulting liquidity in the left diagram, where a 
decreasing demand is considered. Furthermore, an increasing supply risk is realized by a larger uncertainty 
concerning the price and delay in delivery. After a few days, the liquidity decreases rapidly and losses are 
expected. 

        
Figure 5: Left: time-dependent liquidity of an SME during a crisis situation (decreasing demand, increasing supply 

risk). Right: Similar disruption with consideration of short-time work as enhancement measure. For both simulations, 
random data is used for visualization. 

Based on these impacts, suitable protective measures can be specifically derived. These are applied 
according to the category of the impact parameters in order to mitigate the disruption as far as possible at 
the point of origin. The right diagram of Figure 5 shows the result with the same disruption but the 
consideration of short-time work as countermeasure. The positive liquidity is reduced by a factor of two but 
extended on a longer time span. The decrease is induced to a delay in delivery by the supplier, but a fast 
recovery follows, based on the consideration of the enhancement measure. 

5. Summary and Outlook 

This paper provides an approach and a solution for an SAM for resilience management with an integrated 
resilience-based liquidity assessment. Due to its model-based architecture, the SAM and its reflective view 
types are generated by an integrated enterprise model, which enables a fast configuration of the SAM for 
various disruptions as well as daily operations and along the resilience phases. Furthermore, data from the 
corporate environment and internal IT systems is gathered and processed, which supports continuous 
performance and liquidity assessment. Moreover, the consequences of possible disruptive events as well as 
the effectiveness of resilience measures can be evaluated. Hence, the functions derived in Chapter 2.3 are 
supported by the SAM presented in this paper. The application example shows that the derived model 
considers the essential parameters to characterize the complex behavior of a small and medium enterprise. 
Further steps will focus on the validation of single elements, which is currently missing. 

However, currently there are opportunities for improvement. So in the future, the views have to be adaptable 
directly in the SAM. When implementing the appropriate countermeasures, for example, adjustments need 
to be made in the integrated enterprise model, which then generates the SAM views. Therefore, further 
research is needed on the technical level in order to agilely enable the user to make adjustments in the SAM, 
which are reflected in the integrated enterprise model and vice versa. Concerning the methodological 
approach, further research should be conducted on improving the accuracy of the SAM in order to assess the 
completeness and the consistency plausibility. Likewise, it is to be evaluated under which circumstances the 
parameter-based liquidity assessment is preferred to the event-discrete simulation. 
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Another aspect to be taken into account is the relationship between the introduced model-based resilience 
monitoring and the performance management using electronic performance boards on the production shop 
floor. On the one hand, a number of artefacts are addressed on both systems, e.g. output rate, sickness level, 
measure definition and monitoring. On the other hand, some elements are currently suitable in one of the 
systems only (e.g. external information, events in the SAM). In order to avoid complexity and redundant 
systems, further research has to be performed for synchronization and contextualization. So for instance, 
advanced performance boards can be enabled to integrate necessary views and functions as required along 
the resilience phases (e.g. communication channels to crisis management board). 
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Abstract 
The importance of supply chain management and its related complex activities has been widely noted 
recently. Many companies desire to enter the international market in today’s competitive environment, and 
logistics could be a significant strategic tool as well as information source. On the one hand, the emergence 
of third-party logistic companies have solved many of their entry problems and accordingly gained a great 
deal of attention. On the other hand, there are many barriers that, despite great need, stop companies from 
trusting and outsourcing their responsibilities to another party. This paper has surveyed retailers about their 
problems with outsourcing their logistics activities. While some factors such as a problem in the coordination 
are not considered important by the retailers, there are some interesting issues like law barriers and the 
absence of good review that would stop them choosing a third party to handle logistic activities. 
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1. Introduction 

Supply chain process includes a multitude of actions from creation to consumption. In the supply chain, the 
flow of goods is from the production chain to the consumption chain while the flow of money is from the 
consumption chain to the production. The flow of information and value, however, is mutual. The 
competitiveness of a product depends on the performance of these three flows in the supply chain 
organization. The competition rate is growing quite rapidly in the Iranian market, and it has shifted from the 
level of individual firms to the supply chain and prevailing business environment throughout the industry. 
There are various factors as to why the concept of Third-party Logistics (3PL) has not been fully taken 
advantage of in Iran. In this research, we firstly look at the concept of 3PL as a whole. Then we consider the 
challenges facing third-party companies in Iran. Finally, this paper explores the main barriers for retailers, 
in Tehran, the capital city of Iran, to outsource their supply chain activities to a third party and to choose a 
reliable 3PL partner. 

2. Literature review 

2.1 Types of logistics service providers 

Several definitions of the supply chain have been provided. Generally, the supply chain is the set of all firms 
that directly or indirectly contribute to accomplishing the consumer's demands [2]. In recent decades, 
manufacturers have found that, to gain competitive advantage and to survive in the global competition, they 
should focus their attention on production, costs reduction, improving the service level, and outsourcing their 
logistics activities. The establishment of companies providing logistics services and assigning logistics 
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operations to them is one of the most important measures that can help industry and enterprise owners [10]. 
During the previous decades, there have been a vast number of definitions with regards to the nature of 3PL 
as a concept and the providers of these services. Some of these definitions are mentioned below.   

According to Lieb [23], “3PL is concerned with the use of external companies to carry out logistic tasks 
which have been previously carried out within the firm. The tasks carried out by the third party can cover 
the whole logistics function or specific tasks within the process”. Berglund et al. [4] (1999, p.59) defines 
Third party logistics as following: 

 “functions taken care of by an external service provider on behalf of another firm which is consisted of at 
least the management and execution of transportation and warehousing processes.”  

 Furthermore, the duration of cooperation between the two firms should surpass one full year for the service 
provider to be known as a 3PL company, otherwise it is considered as ‘arm’s length’ sourcing of 
transportation or warehousing. Evangelista and Sweeney [12] (2006, p. 56) define the outsourcing in logistics 
as follows: 

“Third party logistics are functions which are taken care of by a logistic service provider on behalf of a 
shipper and is consisted of, at least, the process of transportation.” The concept of service offering in 3PL 
can also include various functions such as warehousing and the management of inventory, in addition to 
activities linked to value added supply chain and information. The 3PL industry is quite vast in size, therefore 
it is worth studying on its own. The academic attention in the field of 3PL has been increasing in the past 
decade. This is basically due to the increasing interest of firms in outsourcing most of their functions which 
are non-core activities [33].  

Various organisations, with the outsourcing of many of their public services, reduce the need for investment 
and asset creation within their firms [38]. As an example, an organization with outsourcing of their 
warehousing to 3PLs does not need to invest heavily in warehouses and refrigeration facilities. Meanwhile, 
the organization can use a 3PL service to direct a part of its capital rather than deploying assets to advantaged 
sectors. As an example, the organization, with the assistance of the transport fleet, no longer needs to invest 
in the purchase of transportation vehicles. 3PLs assists the company to maximize their capital and properties 
for storage. Failing to do so would lead to the loss of many corporate savings, because the warehouse or 
refrigerator of the firm is not always fully utilized. Therefore, part of these assets will be underutilised and 
will even result in fixed and current costs (repair, maintenance, old age, depreciation, etc.). However, with 
the outsourcing of services to 3PLs, the costs mentioned above are withdrawn from the responsibilities of 
the organization [17].  

Deciding upon the most eligible 3PL service provider has become a rather demanding task for many 
international companies. The selection of the most suitable service provider begins with correct 
establishment of the right criteria for the identification and evaluation of the right 3PL service provider 
company. These firms should have the highest potential for meeting the requirements and standards of 
service buyers [5]. Complex or multi criteria decisions related to the selection of the service providers with 
the most potential, is mainly related to the reasoning and the experience of the management team in charge 
of the selection process [9], [19]. Taking into consideration various multifaceted decision-making issues, 
hand picking of 3PLs service providers can be a multiple-criteria decision-making task (MCDM) [26]. While 
evaluating 3PL service providers, managers usually face a certain level of uncertainty, and the amount of 
input data is not accurately clear [28].   

As mentioned earlier, the decision-making process is always accompanied with uncertainty. The uncertainty 
factors are usually expressed in the form of interval numbers, rough numbers, fuzzy numbers, and grey 
numbers [17]. These are mostly suited for the presentation of uncertainty, linked to qualitative criteria by 
taking advantage of the linguistic scales and determining how reliable the expert`s evaluation is [35]. The 
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idea of applying algorithms in the process of decision-making supported by the interval approach, mainly 
implies that interval numbers are being used for the presentation of attribute values [13]. However, it is a 
rather demanding task to pinpoint the limitation of interval numbers, due to the fact that they are mainly 
based upon the intuition, experience and the perception of the managers in charge of the decision-making 
processes [29].  

Studies show that the service level of 3PL companies is increasing every year. Also, 3PL users utilize 
participatory collaboration which serves the third-party logistics service companies to improve performance 
and enhance their level of collaborations [14].  

Based on the concept of dynamic capability, to gain a long-lasting competitive advantage, companies which 
are competing in active markets, should be obtaining, intergrading, reconfiguring, and releasing resources 
[18], [24]. These factors in dynamic capabilities, precursor various norms and routines which companies 
develop for the purpose of value creation, aiming at better and more efficient responses to various forces 
within the market. The learning orientation of a company can directly influence their efficiency in adapting 
both effective and timely routines [36]. Although researchers have conducted various studies on learning 
orientation and its role on competitive advantage, [8], [14], [16], [32], [39], its influence on outsourcing of 
logistics remains largely unexplored [7]. Panayides [30] provided a substructure on how a company`s 
learning could lead to a successful link between logistics service providers and their service buyers. 
However, for 3PL companies, knowledge sharing, as a leading process for organization learning, is one of 
the biggest barriers for adoption of such services [31]. 

Due to reduced product costs, efficient logistics infrastructure leads to the prosperity of both producer and 
consumer. On the other hand, improving logistics in geographically suitable countries help them earn more 
income and increase employment rates. Currently, the improvement of the status of countries in the field of 
logistics has become one of the major goals of economic development. Since the inappropriate situation of 
the logistics network in each country increases business costs and reduces the ability of countries, especially 
developing countries, to join the global supply chain, policymakers consider essentially the implementation 
of coherent and sustainable policies to strengthen and integrate the supply chain and the improvement of the 
logistics situation not only in the best countries in the field of logistics, but also for emerging countries as an 
engine for growth [25]. 

 

2.2 Current situation in the 3PLs services market in the world 

Globalization as a concept has fundamentally and permanently altered the business environment. In response 
to this recent economic norm, various producers and suppliers have recognised 3PL companies as crucial 
players in the process of the supply chain. As dedicated logistic specialists, these companies enable their 
customers to concentrate on their core functions and areas of expertise [34], [40] and this focus ultimately 
lead to the improvement of the competitive advantage of the firm [1], [6], [20].  

The concept of customer and supplier relations has been challenged dramatically by the interdependence 
created due to outsourcing [22], [37]. Based on the seminal work of Morgan and Hunt [27], competition is 
included as the main characteristic of any free market. However, one can claim that commitment and trust 
are absolute necessities for the maintenance of a successful committed business relationship. In these 
convoluted and reciprocal relationships, the concept of success or failure depends on the presence of honest 
collaboration and the lack of opportunistic behaviours. Based on various literature, trust is one of the main 
factors in the promotion of cooperation and leads to a higher rate of data sharing amongst various 
interdependent parties [11], [15]. 
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2.3 Challenges facing third-party companies in Iran 

In previous sections, the position of 3PL companies in improving business conditions has been reviewed.  It 
highlights the importance of developing these companies in Iran. However, the specific conditions and 
characteristics of Iran, examples of which are given below, make the issue more relevant: 

• Positioning in a strategic place due to geographical location: These conditions have enabled Iran 
to become a logistical link between Asia and Europe, on the one hand, and a communication 
link between the countries of Central Asia and the Free Seas on the other. This special position 
is an advantage, which if properly addressed and effectively used, could generate revenue way 
beyond the revenue produced from oil [11]. 

• Definite need for active participation in international markets: Due to the policy of non-reliance 
on oil revenues, which is one of the main strategies for the country's economic development, it 
is necessary that domestic products are offered at world-class quality and price. This is rather an 
impossible task to accomplish without proper and optimal logistics infrastructure [21]. 

• The need to reduce prices: Due to recent economic trends in the country and rising prices of 
energy carriers, and consequently an increase in raw material prices, the cost of products and 
services has increased significantly. Undoubtedly, by optimizing energy consumption, raw 
materials or, in other words, increasing resource efficiency, the impact of these factors could be 
significantly reduced. This issue is the main priority in various industries and organizations [2]. 

• Supply and supplier related issue, fragmentation, reliability in delivery, flow of information, 
systems for the management of quality and inventory, disruption of customer service, processes 
of research and development, workers´ skill level, planning, costs related to production and 
waste management, fiscal management, currency rates, logistic, demand, and regulations are 
some of the main topics which are considered the many risks for manufacturing companies in 
Iran [21]. 

 

2.3.1 Sanctions against Iran 

Sanctions against are imposed by global powers to punish Iranian government or to persuade this country to 
give up some activities. Most of the sanctions against Iran are formed after the occupation of the U.S embassy 
in Tehran in 1979 and they are intensified with the challenge of Iran's nuclear program. Iran's atomic program 
has faced many sanctions in 2016, after the referral of the case from the atomic agency to the security council. 
Sanctions against Iran can be divided into two-four general groups based on the countries that impose the 
sanctions: multilateral sanctions such as sanctions of the security council, sanctions of the European union, 
unilateral sanctions of different countries such as U.S and sanctions of the U.S congress. In the current age, 
the economy is considered as an important basis of wealth and power production and a basis to reach growth 
and economic development. This has attracted the attention of Iranian policymaker and there have been 
many economic plans to reach economic development. In this regard, economic sanctions are the main 
barriers to reach this goal. Sanctions have targeted a large section of Iran's economy and have limited access 
to financial resources and currency, have reduced investment, have increased inflation and unemployment, 
and finally have reduced economic growth. 

Iran's economy will face a burdensome crisis under the influence of the U.S sanctions if the European Union 
does not cooperate with Iran (and it seems E.U is not willing to cooperate). Iran's oil export will face negative 
growth. The policy of oil for goods is the government's policy with other nations. Of course, given the 
government's policy to get dollar prices closer it's a real value, we will witness higher export for full national 
production that can somehow cover negative growth of the oil productions. Unfortunately, Iran will again 
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face two-digit inflation. The concern here is that the country will again enter stagnation and the only possible 
solution is to use policies to increase export [31]. 

2.3.2 Logistics in Iran 

There are 3 major players when it comes to logistics in Iran. These players are Government and governmental 
related organizations which hold 60% of the shares. Academia holding 25% and operating companies which 
hold 15% of the shares. Each of the mentioned sections contain several subsections which are stated below: 

Government  

• Road Development Ministry 
• Organization of transportation and maintenance of roads 
• maritime corporation 
• Civil aviation corporation 
• Islamic Republic of Iran´s railway  

Operations 

Shipping Lines of the Islamic Republic of Iran 

• Port of Sina 
• Middle East´s Tidewater 
• TukaRail Co 
• International Transportation Co. of Persian Gulf 
• Iran`s Tosse Tarabari 
• International Transportation of Iranian Chain 
• Kaveh Co 
• Sepahan Co 
• Iran Air corporation 
• Logistics Holding of Khadem 
• Aras Asia Seir Co 

Academia 

• Logistics and Supply Chain Society of Iran 
• Imam Hossein University Logistics Study and Research Centre   
• Trade Studies and Research institute 

 

Unfortunately, due to the political structure of the country, even though the government of Iran holds only 
60% of the shares of the logistic industry, it still has a very high influence on the rest of the shareholders. 
Iran has many advantages and potential in the field of logistics, of which the most important are the Middle 
East and the main five major corridors of transit and international transportation, the use of all modes of 
transportation, access to high seas, having blue shores and extensive land borders, having numerous ports 
and extensive road network. Due to these advantages, the country has the ability to become one of the major 
commerce centres in the region and even the world, but unfortunately, so far, the development of logistics 
in the country is not been significantly taken into consideration. Looking at Iran's position in the indicators 
related to the field of logistics is a good express of the country's weakness in this regard and the lack of 
development of the logistics infrastructure. 

2.3.3 International logistics in Iran 
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The Logistic Performance Index (LPI) is focused on a global survey of operators (global freight forwarders 
and express carriers) who provide input on the “logistic friendliness” of the countries in which they work 
and trade. They incorporate in-depth knowledge of the countries in which they work, comparative 
evaluations of other countries in which they deal, and global logistics expertise. Quantitative data on the 
success of main components in the logistics chain in the country of work is combined with feedback from 
operators. As a result, the LPI includes both qualitative and quantitative indicators, and it aids in the creation 
of logistic friendliness profiles for these countries. It assesses success across a country's logistics supply 
chain and provides two perspectives: global and domestic. The LPI overall score reflects expectations of a 
country's logistics based on the reliability of customs clearance, the consistency of trade and transportation-
related facilities, the convenience of organizing competitively priced imports, the quality of logistics 
providers, the ability to track and trace consignments, and the pace at which shipments arrive at the consignee 
on time. A higher score indicates better results. The index varies from 1 to 5, with a higher score indicating 
better performance [25]. 

Table 1.  Logistic Performance Index in Iran and other sectors of world 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The followings are the six main dimensions which are used to evaluate countries: 

1. Border control agencies, like customs, are efficient in their clearance processes (i.e., speed, 
simplicity, and predictability of formalities). 

2. Infrastructure for commerce and transportation (e.g., ports, railroads, roads, and information 
technology). 

3. Ease of coordinating low-cost shipments. 

COUNTRY 
LPI 

SCORE CUSTOMS INFRASTRUCTURE 
INTERNATIONAL 

SHIPMENTS 
LOGISTICS 

COMPETENCE 

TRACKING 
& 

TRACING TIMELINESS 

Region: 
Europe & 
Central 
Asia 3.03 3.16 3.14 3.17 3.24 3.62 3.23 

Region: 
East Asia 
& Pacific 2.98 3.02 3.08 3.07 3.12 3.54 3.14 

Region: 
Middle 
East & 
North 
Africa 2.6 2.78 2.96 2.81 2.86 3.29 2.89 

Region: 
Latin 
America 
& 
Caribbean 2.48 2.46 2.69 2.6 2.67 3.05 2.66 

Region: 
South 
Asia 2.42 2.45 2.68 2.56 2.56 3.03 2.62 

Region: 
Sub-
Saharan 
Africa 2.36 2.29 2.49 2.42 2.39 2.84 2.47 

Iran, 
Islamic 
Rep. 2.6 2.33 2.67 2.67 2.67 2.44 2.81 
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4. Logistics facilities (e.g., transport providers, customs brokers) competence and quality. 
5. Consignment tracking and tracing capabilities. 
6. Shipments arriving at their destination on time or ahead of schedule. 

Iran is ranked 112th in World Bank survey that examines logistics conditions and infrastructures in 155 
countries. This means that, considering its existing opportunities and logistical infrastructures, Iran has been 
unable to effectively leverage its logistics infrastructures and economic opportunities to become a Middle 
East logistics centre. However, many researchers believe that this can and will be improved by 2025. Other 
neighbouring countries, on the other hand, benefited from the Middle East's peculiar situation in terms of 
logistics and economic growth in a proper manner, through proper understanding of environmental 
constraints, infrastructure improvements, and efficient management of their logistics systems. Emirates, 
Kuwait, and Turkey are among these nations, which rank ahead of Iran despite having less favourable 
geographical conditions. Iran's biggest competitors, Turkey, and the United Arab Emirates, were ranked 17th 
and 27th in the World Bank annual survey, respectively [25].       

3. Methodology 

This study in terms of method is considered quantitative research. A Likert type questionnaire tool was used 
while the statistical population of the research was the clients of 3PL companies in Tehran. From within 
these companies, executives or experts were recruited in the study to answer the questionnaire. These 
customers were from a variety of companies, from clothing to interior design and decoration. The sample 
size in this section was calculated by the Cochran formula: 

    

𝑁𝑁 =
𝑁𝑁𝑡𝑡2𝑝𝑝𝑝𝑝

𝐷𝐷2(𝑛𝑛 − 1) + 𝑡𝑡2𝑝𝑝𝑝𝑝
 

 

Where n is the sample size, N is the total number of statistical population, p is the presence of the trait, q is 
the absence of the trait, D is the acceptable error of 5% and t is the confidence level at 95% and is equal to 
(96/1). The number of clients of 3PL companies in Tehran follows an unlimited population, and based on 
the Cochran formula, 384 executives and experts were chosen from these client companies as the statistical 
sample. 

This selection was done according to a random cluster model; different districts of the city of Tehran were 
considered as clusters and client companies were randomly selected from within these districts. The reason 
for using the random clustering method is that the intergroup variance is high regarding the statistical 
population, and by using this selection method an attempt was made to decrease this variance. The data after 
collection was analysed using SPSS software. First, the data was encoded and put into the software and then 
it was analysed using the two descriptive and inferential statistic methods. In the first and second sections, 
mean, variance, and frequency distribution tables and percentages were used to describe the opinions of the 
statistical sample regarding the questions. The significance level was set at 0.05. The results were analysed 
using descriptive and inferential statistics, Friedman's rank test, one-way t test, and mean comparison tests.  

4. Data Analysis 

The data analysis was performed after collecting the research data. The results related to the questionnaire 
of the 3PL companies’ customers were considered to describe the barriers variable. Theses variables are the 
absence of precise review of the program, ambiguity in some items of the contract, high costs, legal barriers, 
management challenges, not doing the tasks properly, problems in the coordination of the company with the 
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3PL company, usage of non-specialist force, unpredicted cases, and wrong choice of the 3PL company in 
alphabetic order. 

Table 2.  The descriptive statistics of the questionnaire 

  Numbers Average Standard deviation Minimum Maximum 

Corporate legal barriers 384 2.94 1.16 1.00 5.0 
Management challenges 384 3.25 1.25 1.00 5.0 
Law barriers 384 3.38 1.16 1.00 5.0 
Not doing the tasks properly 384 3.32 1.18 1.00 5.0 
High costs 384 3.28 1.13 1.00 5.00 
Use of non-specialist force 384 2.81 1.14 1.00 5.00 
Wrong choice of the 3PL company 384 2.87 1.13 1.00 5.00 
Absence of precise review of the 
programs 

384 3.53 1.01 1.00 5.00 

Problems in the coordination of the 
firm with the 3PL company 

384 2.93 1.15 1.00 5.00 

Ambiguity in some items of the 
contract 

384 2.82 1.2 1.00 5.00 

Unpredicted cases 384 3.07 0.86 1.00 5.00 
 

 

Figure 1: The descriptive statistics of the barrier’s variable 

 

According to the indices of the barriers, the factors related to absence of precise review of the programs has 
the highest average among the factors while factors indices related to management challenges, law issues, 
not doing the tasks properly and higher costs of outsourcing to 3pl companies seem to have higher scores 
among participants.  
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Table 3.  The results of the one-sample T-test to identify the barriers 

The society average = 3 

Variable name Average 
difference 

T-test 
statistic 

Significance 
level 

95% confidence interval 

Lower 
bound 

Upper 
bound 

Corporate legal barriers -0.06 -1.06 0.29 -0.18 0.05 

Management challenges 0.25 3.93 0.001 0.12 0.38 

Law barriers 0.38 6.37 0.001 0.26 0.49 

Not doing the tasks properly 0.32 5.28 0.001 0.2 0.44 

High costs 0.28 4.87 0.001 0.17 0.39 

Use of non-specialist force -0.19 -3.26 0.001 -0.3 -0.008 

Wrong choice of the 3pl company -0.13 -2.22 0.03 -0.24 -0.01 

Absence of precise review of the 
programs 

0.53 10.37 0.001 0.43 0.64 

Problems in coordination of the 
company with the 3pl company 

-0.07 -1.24 0.22 -0.19 0.04 

Ambiguity in some items of the 
contract 

-0.18 -2.93 0.001 -0.3 -0.06 

Unpredicted cases 0.07 1.61 0.11 -0.02 0.16 
 

To study the barriers, the index average was compared to the society average, which is equal to 3. The above 
average factors in table 1 were under T student test to check their significance and the results of Table 2 
shows that in the intended model, the factors of management challenges, law barriers, not doing the tasks 
properly, high costs and absence of precise review of the programs are significant in the level of 0.05, while 
average of the factor unpredicted cases could not be trusted as significant. Comparing the average difference 
of this factor with the zero-mean difference of the society shows that these factors of the company are the 
main barriers for the retailers in outsourcing the activities of the 3pl companies.  

5. Conclusion 

Despite the unique logistical potential and advantages in Iran, so far for various reasons, the development of 
logistics and its infrastructure has been neglected in the country. The main challenges of the country's 
logistics field can be summarized as lack of a comprehensive document for the field of logistics, lack of 
multimodal transportation in the country, lack of formation and development of third-party logistics 
companies, lack of private sector participation in logistics development, disturbances and lack of 
coordination in the supply chain of commodities and related organizations, lack of development of logistics 
centres in Iran, the inability to change the country into a commercial hub in the region and the lack of physical 
infrastructure development. 
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The most significant limitations of retailers in Iran when outsourcing a logistics activity include management 
of challenges, official limitations, Improper completion of the task, high costs, and lack of expert knowledge 
of software programs. The most common reason is that logistics, as a basic function, is much more important 
than outsourcing itself; cost savings will not be made easily and integrating Iran’s IT systems with the 3PL 
system is very difficult. While there is a particular logic behind each of these reasons not to outsource logistic 
responsibilities, solving some of these exact factors could accordingly encourage the related companies to 
farm out all or part of their supply chain responsibilities to 3PL potential partners. There is a great probability 
for the 3PL companies if they could possibly manage their legal issues to solve the related barriers, especially 
since it is noted as one of the most important barriers. The majority of 3PL companies’ potential customers 
clearly indicated that failing to carry out tasks properly as well as the absence of precise review of the 
programs upset them. One could always claim that the lack of communication is the main reason for these 
barriers; implementing an adequate communication network and good presentation of “how outsourcing the 
logistic works” could potentially bring a market growth for 3PL companies. Based on this study, it is quite 
clear what the most significant barriers for the spread of 3PL in Iran are.  

Iran is a country that connects the world's east and west, and it has long held a vital position in terms of trade, 
transportation, and logistics. However, there is currently only around 13,000 kilometres of road, which is 
insufficient for both passenger travel and foreign trade. Iran's airline industry is plagued by an out-of-date 
fleet. Lack of cooperation and communication with other modes of transportation, and poor airport 
profitability is also another major issue. The logistics industry in Iran is in desperate need of investment, and 
it is seen as a lucrative market for foreign investors. A wide market of 80 million people who are impacted 
by the current infrastructure (which is outdated, insecure, and slow) and a government which is monopolizing 
the logistic industry of the country by more than 60% and is not willing to compromise with the west to ease 
the sanctions. 
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Abstract 

The emergence of cyber-physical systems (CPS), cyber-physical production systems and smart products is 
fundamentally changing the approach to product development. The paper addresses the current challenges 
in the development and design of product innovations arising from the emergence of cyber-physical systems, 
cyber-physical production systems and smart products, and the resulting opportunities. To provide a basic 
overview of the existing challenges, results from studies, scientific publications and experiences from 
industry are described. These results from industry are obtained from project work with a globally operating 
German manufacturing company. In the course of these challenges, companies must reorient themselves in 
terms of their products, services and find their role in changing ecosystems. The aim is to show the extent to 
these challenges addressed in science and the state of the art. One approach to address these challenges is 
described in this paper using the technical concept of the asset administration shell (AAS) and the CRISP-
DM methodology. The goal is to provide insights in the early stages of product creation to drive incremental 
innovation or product improvement to facilitate the development of successful CPS and smart products. 
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1. Introduction 

The digital transformation is permanently changing production environments and thus also production 
systems. The systems used in production are becoming increasingly intelligent and connected. As a result, 
in the final vision of Industry 4.0, production systems should be able to control themselves autonomously. 
To achieve this goal, cyber-physical systems and cyber-physical production systems represent a central 
enabler technology to enable new use cases. [1]. 

In turn, the emergence of cyber-physical systems is having a major impact on the way products are 
developed. Their development is characterized by high demands on interdisciplinarity, resulting in a new 
complexity in product development that must be mastered for the development of successful products [2]. 

In this context, cyber-physical products and cyber-physical production systems offer new opportunities. By 
connecting them to an infrastructure and enabling them to collect data end-to-end, new information can be 
obtained about their operation, maintenance or manufacturing. This is made possible by the ability of CPS 
to self-describe. Thus the CPS has knowledge about its own state or about its own capabilities; furthermore, 
the self-description can also contain information about the periphery or about the system context [3]. These 
information can in turn be applied in early phases of product development to design cyber-physical products 
in such a way that they can be sold more successfully on the market or meet the customer requirements in a 
better way. This requires new methods to select, process and make available this data for product 
development. 
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The aim of this paper is to address current challenges in the development of cyber-physical and smart 
products and to introduce a new approach to meet these challenges. Existing research is described and 
terminology work on cyber-physical systems and directly related technological concepts is presented in 
Chapter 2. Chapter 3 covers the current state of science as described by technical interest groups from 
Germany and in selected literature. In addition, findings from industrial work are considered. Chapter 4 
describes an approach for a concept based on the asset administration shell and the Cross Industry Standard 
Process for Data Mining (CRISP-DM) procedure. Chapter 5 will briefly summarize the paper and conclude 
with an outlook. 

2. Current state of research 

This chapter explains the terms cyber-physical system and cyber-physical production system as well as the 
smart product based on them in context of this paper and the presented research approach. The Industry 4.0 
component will also be described. 

2.1 Cyber-physical product, cyber-physical production system and smart product 

An early definition for cyber-physical systems dates back to 2006 [4]. Whereby CPS are described as 
integrations of computations with physical processes. Embedded computers and networks monitor and 
control physical processes, while physical processes affect computations due to feedback loops and vice 
versa [4]. The Association of German Engineers (VDI) defines CPS as a "system that links real (physical) 
objects and processes with information-processing (virtual) objects and processes via open, partly global 
information networks that are interconnected at all times". It also notes that a CPS can optionally use local 
or remote services and have a human-machine interface, and that the system can be adapted during its 
runtime. [5]. A cyber-physical production system (CPPS) is referred to when it is a CPS that is applied in a 
production-specific context [6]. 

Smart products are cyber-physical products that are enhanced by external infrastructure (internet) based 
smart services. A smart service is understood to be a service that is based on product-related data collected 
from the customer and that can be adapted to customer needs on this basis and can be used in a context-
sensitive manner. Basically, it is stated that smart products generally consist of physical components (e.g. 
mechatronic components), intelligent components (e.g. software) and networking components (e.g. 
interfaces) [7]. Following this explanation, Figure 1 shows a simplified and generalized structure of the 
components of a smart product based on [7]. 

 
Figure 1: Simplified, generalized representation of the components of a smart product based on [7] 
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2.2 Industrie 4.0 Component 

The combination of an asset with the AAS makes the Industrie 4.0 component. Every physical or logical 
object of value owned by a company or institution can be considered an asset. Capabilities can be attributed 
to each resource, therefore also to each asset. A capability describes an implementation-independent 
description of the functionality of a resource that has an effect in the real or virtual world and that serves for 
the fulfillment of a requirement for the processing a product. This means that the fulfillment of a required 
capability is checked against the capability of a resource to decide if a capability is the right match for the 
fulfillment of a desired task. Therefore before the execution of a certain task is initiated, a feasibility check 
is taking place to assess if a functionality is delivering the desired outcome. Capabilities can be in a hierarchy 
to each other and be composed of different capabilities [8]. The Industrie 4.0 component can therefore be 
regarded as the logical next evolutionary stage of a cyber-physical system in an industrial environment.  

3. Current state in industry and academia 

The development of CPS and smart products is complex and requires a high degree of interdisciplinary, 
since their components described in Chapter 2 require knowledge from different domains. At the same time, 
however, CPS offer new opportunities since they can allow data from the various phases of the product 
lifecycle to flow back into the early phases of product development, thus enabling a closed loop - field data 
from actual product usage can be used to derive new insights. This includes phases such as ideation, the 
concept phase and development [9]. 

This is supported by the concept that CPS are aware of their own state parameters as they pass through the 
different stages of their product lifecycle. Integrated into modern production flows, they can capture and 
store this data about themselves, as well as communicate and interact with other components in production 
systems [10]. However, a large part of the CPS currently in use mainly act passively, so that they primarily 
communicate clearly assignable information about their status in the form of status updates. Some of the 
CPS can also make or participate in decisions on their own. For example, information can be used to detect 
indicators of problems or to trigger defined actions [11]. The data generated by these products, for example 
through maintenance or repair, can be used to derive new products and strengthen customer relationships. 
This data can also be of great relevance when it comes to developing service-based capabilities for data 
processing [12]. Furthermore, with the help of CPS, companies can better capture information about actual 
user behavior, so that new insights will become apparent to companies about which product functionalities 
are actually used by product users and which receive little attention or are even avoided [13]. This can help 
companies establish a systematic approach to product improvement [14]. This is particularly important 
because the integrated development of physical products and digital services requires them to be developed 
in harmony with each other [15]. New tools are already being used to analyze the behavior of customers and 
consumers in order to offer products that precisely meet the desired characteristics. The development of 
products with the help of new technologies that take social and technological megatrends into account is 
already on the rise [16]. In a survey of experts this is underpinned by the fact that eight out of ten experts are 
of the opinion that information retrieval through smart products holds great added value for product 
development in that individual customer needs can be better addressed by new products [11]. 

Although the description of these possibilities takes place in scientific literature, concrete applications and 
procedures for the implementation in practice are currently still lacking. In particular, methods for 
identifying customer requirements are among the most important factors, but at the same time there is a lack 
of customer integration in the product development and product evaluation process [10]. This also 
corresponds to the findings of the Platform Industry 4.0 study on the engineering of smart products and 
services. In this study, research needs in various areas for the development of smart products were identified 
by analyzing relevant work and conducting interviews with experts. In this context, research needs are 
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expressed several times when it comes to the use of product usage data for product development. For 
example, in the context of planning approaches, a need for research was mentioned for the provision of 
knowledge based on feedback information from previous product generations. In the context of requirements 
specifications and requirements management, for example, a research need was identified for approaches to 
generate knowledge from product usage data for new requirements specifications. According to the study, 
there is also a need for new approaches for the processing and for the provision of product utilization 
knowledge for engineering tasks [17]. It is also predicted that data from the product usage phase will 
increasingly be passed back into the development process and thus take on a more important role in the 
future [18]. 

During an industrial project with a component manufacturer who, like many representatives from the 
German SME sector, is facing the challenges of digital transformation, it was possible to identify needs 
similar to those in the study described earlier. Three significant topics that were identified during this work 
and are relevant for the considerations in this paper are summarized below: 

 A concrete need for the collection of product data from the field has been identified. This data is to 
be utilized in particular with the aid of analytical methods for the improvement of existing products. 

 Components that are already in use are able to collect data about themselves. However, there is 
uncertainty about how this data can be handled and used in the future. This goes hand in hand with 
the fact that it is currently still uncertain what role the collected data can play in future business 
models. 

 Deriving a scope of services for future products proves to be difficult. Especially in the respect that 
it is unclear what functionalities will be demanded by customers in the future and expected in 
products they intend to buy. 

From the identified needs of industrial partners, for which concepts are already described in the scientific 
literature, it is apparent that further solutions for industrial practice are needed. 

4. Solution proposal 

This chapter is describing the asset administration shell, the CRISP-DM and how these two concepts are 
being used in a new approach. 

4.1 Asset Administration Shell 

The AAS is a standardized representation of an asset and therefore a key factor for the interoperability 
between applications that are managing, steering and controlling manufacturing systems. The AAS and the 
asset that’s represented by it can be uniquely identified - yet several AAS can be assigned to one asset, e.g. 
from the manufacturer's and the user's point of view. Submodels of different kind of aspects are contained 
and technical functionalities are described by the AAS [19]. Thus, by representing the characteristics of an 
asset through the AAS, it can be linked to the information world. These characteristics can be very wide-
ranging and diverse. For example, they can be simple product properties, but also context-specific 
information about the product or information about its manufacturer. With an AAS containing multiple 
submodels, all information and functionalities of a given asset that a necessary for the completion of a 
dedicated use case can be described. Such information can include but are not limited to the features, 
characteristics, parameters, measurement data, capabilities or properties of the asset [8]. With the help of the 
AAS, a digital twin, i.e. a sufficient digital representation of an asset that meets the requirements of dedicated 
use cases, can be implemented [19]. These information can be covered by the AAS over the complete 
lifecycle of an asset and can therefore access its relevant data in every phase. 
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4.2 CRISP-DM 

The CRISP-DM Methodology is described in a 6-step process model. It is a standardized procedure model 
that finds application in many data mining use cases. General tasks are assigned to each of these six phases, 
but are not discussed in detail further in this description. The process model consists of the phases business 
understanding, data understanding, data preparation, modeling, evaluation and deployment. However, the 
phases are not a rigid sequence, as it is often necessary to go through individual phases several times. In 
addition, there are other relationships between the phases that are not apparent in the general illustration in 
Figure 2. Which phase occurs next depends on the results achieved in each phase process model. There is a 
regular sequence, which also represents the main dependencies of the phases. This is also represented by the 
arrows between the phases. The large arrows arranged in a circle indicate the cycling nature of data mining, 
as it is not finished with the deployment, but re-introduces new findings. The CRISP-DM process model is 
shown in Figure 2 [20].  

Figure 2: Phases of CRISP-DM [20] 

CRISP-DM provides a very suitable framework for the methodological approach, since both aspects for 
evaluating use cases and technical aspects are given the necessary attention. Therefore, it is suitable for the 
methodological approach discussed in this paper, in that it also does justice to interdisciplinary problems and 
can be used in all domains. 

4.3 Conceptual approach 

Although it is described several times in the literature that product usage data can unfold new potentials in 
development, in practice there is still a lack of available solutions for industrial applications. Products and 
systems that have all the necessary characteristics of a smart product are increasingly being used in 
production environments. One approach to successful create new product adaptions and gain additional 
insights out of the usage of products can be to enrich product creation with additional knowledge from 
different phases of the product lifecycle. It also supports the product creation to cope with the new 
complexity in product development and to design products according to actual needs. Due to the given 
potential of the AAS to capture data of an asset along its product lifecycle, it is a suitable technological 
concept to realize use cases where data from the different phases of the product lifecycle are to be utilized 
in the early phases of product development. Figure 3 shows an exemplary product life cycle and the 
schematic feedback of data from the different phases into product development with the help of the AAS. In 
this context, assets are already linked to an AAS in their creation and carry information from this phase. 
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Figure 3: Exemplary product lifecycle with a closed feedback loop 

In order to fundamentally assess the extent to which adaptations should be performed on a product, its quality 
in fulfilling specific tasks can be evaluated. This is to be based on the degree of fulfillment of a technology 
or a process, which results from the delta of the requirements of a product and the capabilities of a technology 
or a process. For this purpose, submodels of the AAS must be enriched with properties. These represent 
defined characteristics that are suitable for describing and differentiating products [19]. The source of this 
type of data continues to be the asset, with the AAS acting as a vehicle to enable a new type of interoperability 
and unique identification. 

Such products or systems and the AAS create the technological foundation to enable closed feedback loops. 
To select and analyze the data from the product life cycle and for the early phases of product development, 
CRISP-DM is a suitable approach [20]. The combination of the AAS and the CRISP-DM procedure 
represents a novel research approach to systematically enrich product development with available knowledge 
from the product life cycle. However, since the data continues to come from the asset, it is necessary to 
consider which of its data is relevant and in what quantity and form it is required for the product adjustments. 

 
Figure 4: AAS specific complementary tasks in the initial phases of the CRISP-DM 

Therefore Figure 4 shows for the proposed approach necessary tasks complementary to the CRISP-DM in 
its early phases to derive product changes with the help of the AAS. A distinction is made between 
functionality-based, performance-based and business case based changes. While functionality-based product 
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changes are derived from qualitative product usage, for example by not using functions or merging functions, 
performance-based product changes are derived from quantitative product usage, for example by using a 
product in a certain performance area in a defined period of time. Smart products also bring new challenges 
in the design of business models. Be it in the design of new monetization means, the design of value-based 
revenue models, or the use of product data in accordance with regulations. Therefore it is also important to 
continuously verify whether a smart product is contributing to the successful implementation and operation 
of a business model as planned. Therefore, it is necessary to continuously assess whether the currently 
operated business model meets the defined requirements and thus contributes to the planned business 
objective. The verification of the requirements and the associated hypotheses can be carried out with both 
qualitative and quantitative usage data. 

For all types of product changes, the product requirements and related assumptions are described in the first 
phase of CRISP-DM. The assumptions will be used to formulate hypotheses about potential product 
improvements, which will be confirmed or falsified using real usage data. Massmann et al. propose a 
hypothesis-based and an explorative approach to data analysis. In the consideration of this thesis hypotheses 
are used for all types of product changes, however function-based product changes also require an 
explorative approach [21]. While anticipated usage in the hypotheses is described by workflows in the case 
of functionality-based product changes, anticipated target performance limits are described in the case of 
performance-based product changes. For potential adjustments to the business case, assumptions and 
hypotheses are continuously tested with real usage data to assess whether the intended business objective is 
being pursued in a target-oriented manner. 

For all types of product changes, submodels of the AAS are defined whose properties and thus the collected 
data are suitable for testing the hypotheses. The capabilities of the Industrie 4.0 components are also 
described, what other capabilities they may be composed of, and what hierarchical relationship they have to 
each other. 

This is followed by the second phase, Data Understanding. This phase involves an initial review and 
collection of data, as well as their general and qualitative description. In this phase, it is also necessary to 
identify which phases of the product life cycle are the source of relevant data and should therefore be the 
focus of the analysis. The first and second phases are particularly important for developing a concept for 
using the AAS and CRISP-DM to implement a closed feedback loop. However, the weighing of the need for 
product adjustments is conducted differently. For functionality-based product changes, patterns in product 
usage are exploratively sought and compared to anticipated workflows. A deviation of workflows from 
actual usage, for example, can provide insight into functions that are not necessary and thus can be eliminated 
if they are not used. However, new functions can also be derived from frequently recurring workflows in 
actual product usage - in this case, for example, a new, hierarchically superior capability can be derived from 
multiple lower-level capabilities. In the case of performance-based product change, threshold values 
formulated in hypotheses are compared with performance metrics from actual usage. This comparison is 
intended to evaluate the delta between the planned capabilities of a product and their actual manifestation in 
reality. It must also be taken into account whether the capability under consideration is a composite capability 
and what its hierarchical relationship is to others. The business case based adjustments can be supported by 
both the functionality-based and the performance-based usage data. For example, to price the operation of 
leased machines and systems in the high performance range with higher usage costs or to derive new offers 
from new functions. 

Even if the focus is on these phases for the concept development, the other phases must also be addressed 
for a holistic assessment of the planned research. Accordingly, the data preparation and modeling phases 
must also address what data needs to be prepared and how, and what modeling techniques can help achieve 
the business objectives. In the evaluation phase, it is reviewed whether the results achieved meet the defined 
requirements or whether further iterations are needed. 
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5. Conclusion and Outlook 

The use of CPS and smart products has also increased in industrial environments and the trend points towards 
increased development of products with intelligent services. Enriching product development with data from 
the field can be a facilitator in the development of successful products. Even though it is frequently described 
in the scientific literature that data from the field is fed back into development in a closed feedback loop, it 
is not often used in industrial applications so far. One of the reasons is that there are still hardly any solutions 
on the market that solve this problem. At this point, further research needs have been identified. In addition 
to technical applications, further conceptual work is also needed to systematically address such use cases in 
the future. In this paper, a new possible approach is presented. It is based on the technical concept of the 
AAS and the CRISP-DM procedure. 

To verify this research approach, further conceptual elaboration is needed. In particular, a methodical 
approach is needed to make design decisions on the basis of parameters. It is also necessary to discuss the 
extent to which standardized submodels can be used for data-supported product development in order to 
proceed as standardized as possible. Also necessary is the application in industrial practice to put the 
approach to the test. In doing so, it is important to capture and sufficiently consider the needs and 
requirements of representatives from practice, so that a further step is taken for actual solutions to find their 
way into industrial practice, to enable closed feedback loops and to return product data from the life cycle 
to the early phases of product development. In this respect, further potential in product lifecycle management 
is also anticipated, as further valuable insights can be gained and provided for this through the 
interoperability of the AAS. 
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Abstract 

Production controllers have to make short-term decisions on the adjustment of production processes. 
Existing IT systems do not fully meet the information needs and functional requirements of production 
controllers and provide insufficient support for the decision-making process. The idea of Digital Shadows 
addresses this challenge by providing the user with the relevant information for a specific purpose 
consequently supporting the process of decision-making. This is achieved by linking, aggregating and 
analyzing production data from various sources. 

In this paper, an approach for the development of Digital Shadows for production control is presented. The 
approach comprises the three levels of Digital Shadows for production control: 1) data offers, 2) information 
requirements and 3) analysis methods. To describe the data offers, the relevant data and data sources 
identified and categorized. The information requirements are derived from the decisions in production 
control. To link the data offers and information requirements the relations between the data and the tasks of 
production control are modeled. At the analysis methods level, existing production control analysis methods 
are examined and categorized. Additionally, an approach for the application of the analysis methods to the 
data is explored. The approach for the development of Digital Shadows was further on applied in order to 
create an exemplary Digital Shadow for production control. 
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1. Introduction 

Production control has the goal to realize the production planning under consideration of the dynamic 
production situation in the best possible way. [1] This significantly influences the performance of production 
and is therefore crucial for the success of a company. [2] However, production controllers face multiple 
challenges. A major challenge is a reaction to short-term changes and disruptions like sudden resource 
failures or deviations of the processing time from the plan lead time. The production controller must decide 
on appropriate changes to the production processes. [3,4] The effects of this decision’s influence on the 
overall system can be hardly determined due to the high complexity caused by various interactions and 
dependencies in production. As a result, production control is often optimized only locally. [5]  

Besides, external demands increase the performance requirements for production, which also affects 
production control. For example, customers require high adherence to delivery dates, short delivery times, 
and fast response to change requests which influences the logistic target values. Production control can 
influence the fulfilment of these demands, which requires a high flexibility of production control. [6,7] The 
demands for individual products and shortened product life cycles increase the complexity of production 
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control, since the complexity of production control increases with the number of different orders and 
machines. [8,2]  

At the same time Information Technology (IT) systems do not fulfil the increasing requirements of 
production control sufficiently. The IT systems do not contain all required information for a decision, why 
user manually create spreadsheets containing the relevant information. [9] Digital Shadows provide relevant 
information for a decision and thus represent a promising solution to overcome these challenges in 
production control. 

Design and development of Digital Shadows is an objective of research within the Internet of Production, a 
German Cluster of Excellence at RWTH Aachen University. Digital Shadows collect, aggregate and analyse 
data from different sources to support the decision-making process. [6,10] For this purpose, the information 
required for a decision must be identified. [11] Information is generated by the application of analysis 
methods to aggregate, link and analyse the data. [12,13] Digital Shadows are a promising approach to 
improve a production system as they increase the decision-quality and provide users access to relevant 
information. [14] 

The paper describes an approach for the development of Digital Shadows in production control. First, an 
overview of the theoretical background of Digital Shadows and Digital Twins is given. In section 3 related 
work on Digital Shadows for PPC is examined. Afterwards, the proposed concept for Digital Shadows in 
production control is illustrated. The application of the concept is explained in a use case. Finally, a 
conclusion on the current state is drawn with an outlook on future work.  

2. Theoretical Background 

In this section, the theoretical background on Digital Shadows is examined. This includes definitions and 
core elements as well as a comparison of both concepts. 

A Digital Shadow consists of aggregated data traces and models. [15] The aim is to support the decision-
making process. [14] For this reason, the right information must be provided in the right quality at the right 
place and at the right time. [6,16] For this purpose, the relevant information is generated within a Digital 
Shadow by linking, aggregating and analysing data traces using models. [17] A data trace consists of time-
variant data and metadata. [12] A data-trace can originate from various IT-systems and are integrated by 
Digital Shadows. [18] The data-traces of a Digital Shadow describe both past and current states. [19] 
Changes in production create new real-time data traces. [15] Future states of the system can be derived from 
the application of simulation or prediction models. [19] As Digital Shadows are purpose-specific, different 
Digital Shadows exist. In production, they are used for e.g. production planning and order processing. [20] 

NASA provided an initial definition of Digital Twins as “an integrated multi-physics, multi-scale, 
probabilistic simulation of a vehicle or system that uses the best available physical models, sensor updates, 
fleet history, etc., to mirror the life of its flying twin”. [21] Current research often defines a Digital Twin as 
a virtual, complete representation of a physical system. [22,23,14,24] As a Digital Twin directly influences 
the physical system, a change of one system (e.g. virtual) leads to a change of the other system (e.g. 
physical). [25,23] Digital Twins analyse static and dynamic systems based on real-time production 
data. [26,19,24] A Digital Twin in production has the goal to optimize the production process by cost 
savings, efficiency increase and risk reduction. [25] In addition, a Digital Twin should support the decision-
making process by analysing data and providing predictions. [27] 

In summary, both Digital Shadows and Digital Twins support the decision-making process by providing 
information to the user. One difference is in granularity and scope. As a Digital Twin is a holistic 
representation of a system, it requires larger amounts of data and models than a Digital Shadow. A Digital 
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Shadow provides information for specific purposes, therefore only the necessary data and models are 
required. 

3. Related Work on Digital Shadows in PPC 

In this section, previous and related work concerning concepts for Digital Shadows and their use in the 
context of PPC are reviewed. Since Digital Shadows and Digital Twins contain similar elements, both 
approaches of Digital Shadows and Digital Twins for PPC are considered as related work. As of today, 
current research has barely addressed the design, use, and application of Digital Shadows for PPC. 

Bauernhansel et al. [6] describe Digital Shadows for production as a macro-service providing the right 
information to the user. Various micro-services enable the functionalities of Digital Shadows. These are, for 
example, the collection of user requirements, the selection and compression of information and the control 
of the information flow. Four development stages of Digital Shadows are described: linkage of information, 
information flow control, information quality control as well as feedback and self-optimization of data and 
information basis. 

The framework for Digital Shadows by Ladj et al. [28]consists of a virtual and physical system. The virtual 
part of a Digital Shadow is a data and knowledge management system. The knowledgebase is generated by 
the application of data analytic methods to the database. The information of the knowledgebase is used to 
support the decision-making process and to optimize the physical system. The Digital Shadow improves 
continuously, as it is self-learning. The application of the framework demonstrates improvements of the 
shop-floor performance.  

Schuh et al. [29] model a data structure of Digital Shadows in the single and small batch production as a 
basis for a knowledge management system. The data structure is modelled based on a generic order 
fulfilment process in an Entity-Relationship-Model. The model visualizes the relationships between data and 
elements of the order fulfilment process. Considered data types are mater and transaction data of a production 
system based on the required information in the different departments of the order fulfilment.  

Agostino et al. [30] describe a Digital Twin approach for PPC, which is based on a cyber-physical production 
system. The Digital Twin is a virtual representation of the production system. It consists of a 
simulation-based optimization model and functions triggering the simulation. The appliance of the results of 
the simulation optimizes the production system. Improved performance of production scheduling is 
demonstrated in a use case at an automotive supplier. 

The approach by Schuh et al. [14] describes a top-down-bottom-up concept for designing Digital Shadows 
for PPC. Relevant information for the decision-making process in PPC is  modelled top-down as information 
requirements. The information offers provided by analysing data with analysis models is modelled bottom-
up. The concept helps companies designing Digital Shadows and applying them for PPC. 

Kunath and Winkler’s [5] conceptual framework of a decision support system for the order management 
process is based on a Digital Twin. The relevant data for order management is derived from different 
information systems. A suitable model regarding the data and decision is chosen by an automatic model 
generator. If no model is suitable a new simulation model is generated. Algorithms supporting the decision-
making process evaluate the results of the simulation model. Possible applications of the framework are 
dynamic scheduling or dynamic pricing. 
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4. Digital Shadows for Production Control – Concept and Application 

This section presents an approach for Digital Shadows for production control. First, a concept of Digital 
Shadows describing the elements and their relations is presented. Based on this, the three core elements data 
offers, information requirements, and analysis methods are specified by the application in a use case. 

4.1 Concept of Digital Shadows for Production Control 

The concept for Digital Shadows consists of three levels: data offers, information requirements, and analysis 
methods. By connecting the levels, Digital Shadows can provide the necessary information and thereby 
support the decision-making process. Figure 1 gives an overview of the concept of Digital Shadows. On the 
information level required information is determined. At the analysis methods level, the information 
requirements are transformed into data requests. The requested data is provided by the data offers level. The 
application of analysis methods on the data generates the required information and provides it to the users. 

  
Figure 1 Concept of Digital Shadows for production control 

The lowest level represents the data offers. On this level, data and relations between data are described. To 
model the data offers, elements of production relevant for production control are described and modelled. 
Relevant elements are e.g. orders, machines, personnel, and material. A Systems Modelling Language 
(SysML) based Block Definition Diagram (BDD) and Internal Block Diagram (IBD) can be used to give an 
overview of the elements and the relation of the elements. The production elements are the blocks of the 
model. Attributes describe the characteristics of the production elements. For production orders, attributes 
are e.g. delivery date, start date, product number and work schedule.  

The data of each attribute is stored in the IT systems of a company. Both IT systems with a direct and indirect 
link to production control are possible data sources. IT systems with a direct link to production control are 
PPC systems, like Enterprise Resource Planning (ERP), Manufacturing Execution (ME), Advanced Planning 
and Scheduling (APS) systems. IT systems with an indirect link to production control are systems from other 
domains, such as development or purchasing, which contain relevant data for production control. These are 
e.g. Computer Aided Design (CAD), and Product Lifecycle Management (PLM) systems. As the IT system 
configuration is company-specific, the focus of this work is not on a generic description of the relationship 
between the IT system and data. 
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Data-specific features describe the data. These features contain information about e.g. source, type, quality, 
and generation frequency of data. The data offers are the foundation of Digital Shadows. They define the 
limits of the information generated by Digital Shadows in the current system configuration. If further 
information is needed to support the decision-making process, additional data must be collected and stored. 

At the top level, the information requirements in production control are modelled. First, the decision-making 
requirements are derived from the tasks in production control. To realize the production plan, production 
control must initialize, monitor and adjust the production. The related tasks are e.g. order release, capacity 
control, and order sequencing. [31] Each of the tasks requires at least one decision from a production 
controller. For example, order release decisions determine the start and sequence of order release to the 
production. For each decision, the necessary information is determined and converted to information 
requirements. During the order release, information like delivery dates of open orders, and availability of 
resources and materials are required. Depending on the production control level (e.g. production network, 
unit, machine) different information is required.  

The dimensions of information quality, type and quantity characterize the information requirements. 
Information quality describes the necessary accuracy, completeness and consistency. Information types 
range from descriptive, past-oriented types to predictive, future-oriented types. Information quantity 
describes the minimum viable data set to support the decision. [32] The modelled information requirements 
specify the information provided by the Digital Shadow through the model-based analysis of the data. The 
modelling of the information requirements thus represents the specifications for the digital shadow.  

At the middle level, analysis methods connect the top and bottom level of Digital Shadows. Data is 
preprocessed and production control methods generate information. In this context, production control 
methods are mathematical models that generate information from existing data via e.g. simulations, 
optimizations or AI-based analyses. One example is the prognosis of the lead time based on master and 
transaction data like in [33–35]. 

Existing production control methods are classified based on their characteristics. Characteristics of the 
methods are input data, output information, and analysis type. The input data specifies the data type, 
necessary data quality and quantity, as well as the aggregation level of data. The output information specifies 
the information type, accuracy, and ease of interpretation. The analysis type describes the logic, e.g. 
simulation or neural network, the scope, e.g. prescriptive or predictive, as well as the properties, e.g. 
calculation duration, and traceability. By matching information needs and the data offers with the input and 
output variables of the production control models, suitable models for the specific decision supports can be 
identified.  

Since the raw data from the system often does not meet the data quality requirements of the methods, the 
data is first preprocessed. This includes data integration, data cleaning, data normalization and data 
transformation. Data integration merges data of different sources to one data set. Data cleaning is necessary 
to correct and filter the wrong data. Data normalization and transformation adapt the convert the data into a 
form suitable for the production control model. [36] The Digital Shadow can then apply the models on the 
preprocessed data to generate the required information supporting the decision-making process.  

4.2 Application of Digital Shadows for Production Control 

The concept for Digital Shadows of production control described in section 4.1 is applied to a use case at the 
Demonstration Factory Aachen (DFA). DFA is a make-to-order manufacturer located in Aachen.  

Since Digital Shadows are task-specific, an explicit Digital Shadow of production control is described. The 
focus of the use case is on decisions regarding short-term capacity adjustments in the context of capacity 
control. These are e.g. ordering of overtime as a reaction to disturbances like a resource failure. The 
production controller needs information about the configuration, costs and logistical target variables 
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(adherence to delivery date, lead-time, capacity utilization and inventory [1]) of a future capacity scenario. 
The digital shadow must therefore provide future-oriented information on capacity scenarios in a second-
by-second resolution. The observation period varies case-specifically from 1 day to 1 week.  

The relevant elements of the system are the areas, such as logistics and production areas, machines, 
personnel, products, orders, material and IT systems. The IT systems are the source for the data of the 
individual attributes. Existing data sources are the ERP system as well as sensor data that collect electrical 
data. Figure 2 displays the elements as well as the descriptive attributes of the SysML BDD. The elements 
are production orders, products, machines, IT-Systems, personnel, material, transport vehicles and area. The 
attributes start-, end- and desired-date, work schedule, customer, order and product number, quality, and 
current state describe the production orders. The product number links every production order to one product. 
The attributes describing a product are product group, BOM, and work plan. The work plan defines which 
capacities are required to fulfil a production order. The work schedule defines when the capacities are used. 
Personnel and machines are the capacities to fulfil the production orders. Machine group (e.g. laser cutting, 
saw), hourly wage, number of workplaces, shift, wait-time, lay-time as well as electrical power and currency 
describe the machines. Personal group (e.g. assembly, welding), qualification, shift and hourly wage 
characterize the personnel. Attributes characterizing the material are material type, costs, number, stock 
location, quantity in stock, supplier and supply time. The BOM links each production order to the required 
material. Transport vehicles transport materials and products within the DFA. The vehicle type (e.g. forklift, 
electric crane), transport speed and quantity as well as the availability describe them. Relevant attributes for 
areas are size, required personnel and area type like storage, production or assembly. Either the ERP-system 
or sensors provide the data. For the task of capacity control, not all modelled data is necessary. Only the data 
used by the analysis methods are required. 

 
Figure 2 Block Definition Diagram of elements and attributes of DFA  

To fulfil the user’s information requirements, suitable analysis methods must be identified. To support the 
decisions of capacity control the Digital Shadow must calculate and evaluate different capacity plans. As a 
simulation can calculate and evaluate different production scenarios, it fits the requirements best. It is used 
as an analysis method for this use case. The simulation determines the occupancy of machines and personnel 
by orders in the simulation period under consideration of material availability (here between 1 day and 1 
week). Required data are the available capacities of machines and personnel as well as the required capacities 
of production orders. The possible processing time for a production order is limited by material availability 
and the planned start and finish dates. A calculated capacity plan is then evaluated regarding costs and 
adherence to logistic targets. Data of machine and personnel costs are required. Table 1 gives an overview 
of all required data for the simulation and the related attributes of the BDD. 

The simulation calculates and evaluates different scenarios with different capacity configurations. The 
results are information on possible capacity plans with their costs and logistical target values. The Digital 
Shadow provides this information to the user supporting the decision-making process of capacity controlling.  
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Table 1 Required input data for simulation model 

Production element  Required data for simulation model Attributes in BBD  
Machine Available capacities Shift plan 
 Machine costs Hourly wage 
Personnel Available capacities Shift plan 
 Personnel costs Hourly wage 
Order Possible processing period Planned start date 
 Possible processing period Desired end date 
 Allocation to product Product number 
Product Required capacities Work Plan 
 Required material BOM 
Material Availability material Availability 

 

In summary, the Digital Shadow enables production controllers to evaluate different capacity scenarios and 
decide on the best scenario according to the current targets. This increases transparency and improves the 
target achievement.  

5. Summary and Outlook 

The dynamic production environment as well as increased demands in production control require an 
improved decision-making process support for production controllers. The concept of Digital Shadows is a 
promising approach to provide the user with relevant information. In this paper, an approach for developing 
Digital Shadows for production control is presented. The three levels of the proposed concept are data offers, 
information requirements and analysis methods. The analysis methods link the data offers with the 
information requirements by generation the information based on the offered data. The concept is applied to 
a real-world use case at DFA. The developed Digital Shadow supports decisions of capacity control. 

In comparison to existing IT systems for PPC, the Digital Shadow provides all required information for a 
decision in production control. Data of different systems and domains are aggregated to the required detail 
level. Additionally, Digital Shadows use task-specific, in-depth analysis methods generating detailed 
information. In conclusion, the Digital Shadow provides the relevant information for a decision improving 
production control. 

The presented approach focuses on one use case. In further research, more use cases and the application of 
the concept at different companies can be addressed. In the actual configuration of the Digital Shadow, users 
choose the scenarios. In future realizations, an AI can be integrated to generate scenarios. In addition, the 
linkage of different production control models to generate information can be further examined. 
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Abstract 

For four years now, the concept of the Matrix Fusion Factory MFF has been developed and studied. The 
MFF dissolves the separation between digital and real entities and focuses on value creation in production. 
The MFF is based on two prerequisites: first, an organizational structure for assessing value creation in 
factories whose modular hardware and software structures are constantly reconfigured; and second, the 
fragmentation logic presupposes increasing complexity, which in turn requires methods for evaluating and 
reducing complexity. This paper focuses on the reduction and management of informational complexity 
since different ways of information management (i.e. capturing, selecting, compressing, and providing 
information) lead to different effects on the production system, especially if the information is processed by 
humans. Therefore, the central assessment approach for information management must be value creation. 
Thus, this paper discusses the impact of information management on value creation and how information 
management can support value creation. In particular, it is clarified how informational complexity in 
production can be reduced without distorting the underlying information and the implications for technology 
and organization are discussed. 

Keywords 

Matrix Production; Complexity Management; Information Management; Matrix Fusion Factory; Decision 
Making; Information Logistics 

1. Introduction and Motivation 

Ultra-flexible, mobile, and highly modularized manufacturing systems consisting of constantly reconfigured 
hardware and software module networks offer numerous additional degrees of freedom due to their 
modularity and mobility. To enable optimal value creation, these degrees of freedom require methods and 
approaches to deal with the enormous increase in complexity. [1–9]  

The basic requirement for creating value in production is to complete customer orders with assured quality. 
Especially in ultra-flexible factories, where the entire manufacturing system is in a constant state of change, 
the order becomes the only constant that cannot be changed by the manufacturing system [2, 10–13]. 
Therefore, the MFF considers the factory as a service provider for the respective order. The goal is to 
optimally adapt the manufacturing system to the order.  

The completion of the customer’s order is the basis of value creation, with the fundamental objective being 
maximum added value through a minimum use of resources. The MFF therefore aims at minimizing the use 
of parts and factory resources to complete an order. Prerequisites for the minimum use of production 

75

https://doi.org/10.15488/11287


resources are scalability of the resources themselves and sufficient degrees of freedom to adapt to the order. 
The MFF considers machines as context-related, temporary networks of scalable hardware and software 
modules, thus generating additional degrees of freedom [2]. 

According to Milling, a system is complex if the number of possible links within a system is no longer 
manageable and the causalities among them cannot be recognised anymore [14]. According to Kluth et al. 
complexity involves the four complexity dimensions variety, heterogeneity, dynamics, and non-transparency 
[3]. According to Siegert et al., complexity in modular and flexible production systems depends on the 
number of degrees of freedom of its subsystems and components [1]. These degrees of freedom include, 
above all, the spatial, time and informational forms, interconnections and changes of all entities of a system. 
However, even if complexity may not be quantified, the varying states of complexity of a production system 
can be described and differentiated from each other [1]. According to Weaver complexity can be -classified 
as organised and unorganised complexity [15]. Ferretti defines a system’s complexity as ontological 
complexity, the existing lack of order, or as epistemological complexity, i.e. the overstraining of human 
perceptual capacities because of a wide variety and diversity of existing interdependencies [16].  

Both extreme ontological and (perceived) epistemological complexity lead to an overload of information. 
Therefore, the concept of minimizing the use of resources is also applicable to information. In line with the 
other production resources, it must be decided how much and which information is required to fulfil a task. 
The effect of distorted information must therefore be considered. 

Each decision and each process in a manufacturing system is based on information [17–19]. In particular, 
the above-mentioned degrees of freedom can only be used to add value by modelling information [20]. Value 
creation is therefore dependent on the right information in the right place at the right time [21, 22]. For this 
reason, information, its provision, and its processing require special consideration in the MFF.  

The underlying research questions are therefore: 

• What is the role of information and information distortion concerning value creation in production? 
Especially considering the concept of a minimum use of production resources? 

• How to determine the admissible value/degree of information  
• distortion? 
• What requirements does this place on organizational and technical structures? How can these 

requirements be addressed?  

This paper uses the paradigm of the Matrix Fusion Factory to show how value creation can be optimized by 
incorporating relevant production aspects. In the following, the role of information and information 
distortion in the concept of a minimum use of resources is described and how to determine the permissible 
degree of information distortion. Then, the role of the decision maker is considered from a human and 
machine perspective before explaining the organizational structures of the MFF.  

2. Determining permissible information distortion  

Distorting information means selecting, presenting, or weighting information in such a way that the 
underlying facts described by the information are framed in a certain way. This usually results from omitting 
or not considering some additional information by oneself or others. That does not necessarily mean reducing 
the content of truth of the various pieces of information per se or creating false information. Thus, it is not 
necessarily the information itself that is distorted, but the picture that is gained from the information [23–
28]. Information distortion is therefore a cognitive bias [25–28] which in extreme cases may also lead to 
false knowledge.  
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Any way of aggregating information therefore leads to a distortion of the underlying facts [27]. However, 
since humans [29] or computers are unable to solve tasks unless information is aggregated, this is an essential 
step [30]. Therefore, it is not necessary to clarify whether information may be distorted but rather to which 
extent this is permissible.  

This poses the problem of how to identify potentially distorted information. Checking the content of truth of 
individual pieces of information is certainly not the sole solution because the truth of individual pieces of 
information may be unchanged. It is only possible to detect the absence or incorrect weighting of individual 
pieces of information causing a distortion, if the overall picture generated can be matched some other way. 
This can be achieved by comparing it either with the real facts or with other images with validated truth 
content.  

The relevant production target variable is quality-assured added value. In production, information is usually 
condensed to aid decision making. For this purpose, complex facts are simplified, or important 
interrelationships are highlighted. Whether the impression of a fact has been “mapped correctly” can 
therefore be determined by the impact of the decision made. If the decision or the resulting action adds value, 
the distortion of information was permissible or at least not detrimental. However, if the decision has a 
negative effect on value creation, the distortion was not permissible. The basis for assessing permissible 
information distortion is therefore its effect on value creation. 

This leads to a further examination of the decision-making process, its influences and the resulting actions 
within the production system. 

Understanding mental processes, such as perception, memory, reasoning, and motor response, as they affect 
interactions among humans and other elements of a system in general, is an independent discipline called 
cognitive ergonomics [31].  

According to Endsley, in cognitive ergonomics decision making and the subsequent performance of the 
decided course of action can be traced down to the situation awareness of the decision-maker [29, 31, 32]. 
Endsley [33] defines situation awareness as “the perception of the elements in the environment within a 
volume of time and space, the comprehension of their meaning, and the projection of their status in the near 
future”. Dominguez defines situation awareness as the “continuous extraction of environmental information, 
integration of this information with previous knowledge to form a coherent mental picture, and the use of 
that picture in directing further perception and anticipating future events” [34]. 

Consequently Endsley’s model 
[29, 32] (see Figure 1) is set into 
three levels of situation 
assessment, each level being a 
necessary precursor to the next 
higher level. This model follows 
a chain of information 
processing, from perception, 
through interpretation, to 
prediction. The three levels of 
situation awareness are as 
follows: Perception of the 
elements in the environment: this 
stage is the first step to achieve 
the situation awareness which is 
related to the human’s perception of information in a given time and space. Comprehension of the current 
situation: comprehension is essential to understand the significance of the elements perceived and to gain a 

Figure 1 Model of situation awareness levels [29] 
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picture of their relationships. Projection of future status: this level of situation awareness is associated with 
the ability to project the future of the elements in the environment. Accuracy of the projection is highly 
dependent upon the accuracy of perception and comprehension.  

In the context of decision making, information distortion can therefore be understood as the wrong 
perception of information or the wrong supply of information, or the wrong comprehension of the current 
situation and therefore a wrong picture of the relationships of the perceived elements. This will lead to a 
wrong projection of a future status and subsequently to a poor decision and taking a suboptimal decision. 

According to Endsley's model, the parameters influencing the situation awareness and therefore inducing 
information distortion can be divided into individual factors and task/system factors.  

Individual factors can be influenced by training and experience. This is underlined by the conclusion of 
Carley and Lin that information distortion can at least to some extent be combated by training [27] and ties 
in with IFF’s definition of competence [17]: “Competencies represent the entirety of abilities, skills and 
existing knowledge to adequately apprehend, analyse, evaluate, make decisions, and act correctly in 
complex, dynamic and sometimes chaotic situations, taking into account relevant goals.” This definition 
strongly emphasises the evaluation of the situation to take the correct action. Therefore, systematically 
correct action calls for the analysis and evaluation of the situation and for decision-making. Unsystematically 
correct action, i.e., action that is not in line with the decision but nevertheless adds value, makes the system 
unpredictable in the long term if it occurs frequently and should therefore be avoided. If unsystematically 
correct action is taken frequently, decision making processes or decisive entities should be checked for their 
suitability.  

Task/System factors are largely influenced by complexity and the resulting stress and mental workload. 
Mental workload reflects the amount of mental resources required to perform a set of concurrent tasks [35]. 
Manufacturing systems are therefore prone to diminishing the situation awareness and to inducing 
information distortion of the individuals since they typically have a high level of complexity, many different 
capabilities, are highly automated, and are usually operating under cost and time pressure, therefore creating 
a high stress and high workload environment for their employees to work in. This impedes the situation 
awareness of the decision makers and leads to information distortion. This is underlined by the findings of 
Chaxel, Wiggins et al., that the mere belief of having limited time to make a decision is influencing and 
aggregating information distortion [23]. In addition, according to Carley and Lin, technology based 
distortion is typically more debilitating than personnel induced information distortion [27]. Especially as far 
as big data approaches are concerned, this leads to the consideration of how to reduce the content of the 
various dimensions of the 5V model [36] without unduly distorting it. 

In short, to ensure correct actions and 
therefore value creation, the 
individual factors and the task/system 
factors must thus be brought into 
balance (see Figure 2). This paper 
focuses on the organizational and 
technical requirements for adjusting 
the task and system factors to the 
individual factors to avoid information 
distortion. 

  

Figure 2 Value adding and balancing factors 
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3. Determining optimal degrees of freedom  

In manufacturing systems, decisions are made by different actors or entities. Decisions can therefore be 
divided into decisions made by machines and decisions made by humans, depending on the type of entity 
making the decision. On a higher level, the process leading to the making of a complex decision is similar 
both for humans and machines, regardless of their different data processing capacities and speeds. Both need 
to consider the facts of the matter on the basis of information, weigh this information, determine possible 
courses of action, prioritize these courses according to the anticipated effects, and then decide on one of the 
courses of action [37, 38]. The fundamental difference between decisions made by machines and by humans 
apart from the suitability for different situations and areas of application is therefore from the industrial 
management point of view the assumption of responsibility [17].  

Greater degrees of freedom in the manufacturing system mean more possible courses of action and more 
scopes for action. In general, this means that the number of suboptimal courses and scopes for action 
increases disproportionately as the degrees of freedom increase. This is problematic because the possibility 
of making wrong or suboptimal decisions may not only have a negative effect on value creation but may 
also unnecessarily increase epistemological complexity. The decision maker (whether human or machine) is 
confronted with a multitude of decision options, from which the few relevant options must first be 
laboriously filtered out before the most suitable one can be determined [28, 39, 40]. 

Especially in the context of the dynamics of the production environment, this preceding step significantly 
increases epistemological complexity [1] which creates a much greater risk of making a wrong decision and 
ultimately taking an incorrect course of action. Polman suggests that this is even more the case if a decision 
is made for a third party [28]. This leads to the question of how to restrict the degrees of freedom in order to 
reduce the risk of making wrong decisions. 

Basically, it can be said that too much complexity must always be avoided, otherwise the chain of action 
consisting of analysis and evaluation cannot be run through systematically [17, 29, 32, 33]. In addition, 
evaluating possible courses of action calls for an assessment of the consequences of the decision made. 
Therefore, only those degrees of freedom should be implemented whose benefits and consequences can be 
estimated by the decision-maker with a certain amount of confidence.  

This leads to the following insight:  

1. Additional degrees of freedom make a positive contribution to value creation if the type and number of 
resulting decision options do not disproportionately raise the risk of wrong decisions. 

2. The question of the degrees of freedom required, or of the manageability by the decisive entity, always 
depends on the entity’s competence. 

3. The degree of overload can be strongly influenced by the way in which information is provided. 

It has become apparent that, particularly for point 3, a large proportion of the fundamental logistical 
principles and main objectives can be transferred to handling information: the 5Rs of information logistics 
are therefore structured as follows: the right information (right choice), in the right quantity (right 
aggregation), at the right place, at the right time for the right decision-making entity [41, 42]. 

4. Organizational requirements for socio-technical systems 

The requirements described above necessitate a socio-technical organizational structure that makes it 
possible to integrate people in terms of information and behavior so that they are cognitively addressed 
optimally and socially integrated. Only then they are able to make the right decisions at the right time and 
possess the necessary freedom and motivation to translate their decisions into correct action. This is 
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confirmed by different studies in the field of cognitive ergonomics which state that mental workload can 
vary between low (i.e., underload) and very high levels (i.e., overload) [43, 44].  

These two extremes are classified as inappropriate and can lead to imperfect or inaccurate perceptions, as 
well as to low levels of attention and capacity, and to insufficient time for a proper information processing 
[43–51]. High levels of mental workload occur when task demands exceed performer capacity [52]. [53] 

Therefore, a location- and time-dependent resource allocation of data, knowledge, competencies, and 
performed actions is necessary. Additionally, requirements increase with the scope of the decision to be 
made. In the factory context, the smaller the quality control loop the better [54]. This also applies to decision-
making control loops. Consequently, decisions affecting the direct creation of value should also be made 
close to the point where the value is added, since the information picture at this point is largely original and 
undistorted. This is underlined by the findings of Carley and Lin who state that regardless of information 
distortion performance is enhanced if there is a match between the complexity of organizational design an 
task environment [27]. 

In addition, the ability of the decision-making entity to recognize when it is overstretched, needs help, or can 
no longer assume responsibility should be considered. In the latter case, escalation management within a 
hierarchy chain is required. At the same time, the reverse case should also be taken into account. If the 
production-related person is capable of assuming responsibility for the right decision, he or she should be 
able and allowed to make it. This, in turn, requires the right of access to further information if the employee 
considers it useful for the decision. This increases the effectiveness and efficiency of value creation and is 
in line with the concept of minimizing the use of resources, since the information control loops should be 
kept as small as possible in the respective context. This also increases the employee's self-efficacy and 
enhances motivation and willingness to perform. 

This context-related shifting of decision points along organizational structures is modelled in the MFF by 
means of flexible, heterarchical quality control loops. 

In the MFF, information is provided in such a way that people can grasp the relevant facts quickly and 
correctly. It must therefore represent the facts correctly and, if possible, coherently. This particularly applies 
to the quality of the information. Contradicting information, or information that appears to contradict each 
other, leads to cognitive dissonance and leads to suboptimal decisions. Information must either be aligned, 
for example on different levels of aggregation, or must point these levels out. To avoid cognitive dissonance, 
it is important to ensure that information is not excessively distorted. The MFF embeds the information and 
the human being into the information supply by using the Standardized Coordinate System [20]. The 
manufacturing system is recorded by cameras and other sensors, merged with information from planning 
and control and the resulting information is then fed back into the real factory via projectors mounted on the 
hall ceiling (see Figure 3). This superposition of the digital and real world enables context-related 
information to be provided on the shopfloor in real time, thus supporting prompt decision-making adapted 
to the situation at hand. In addition, by overlapping the real factory 
with the digital image, cognitive dissonance is avoided because 
differing information is recognized immediately, enabling its cause 
to be ascertained. Furthermore, by interacting with the cameras on 
the hall ceiling, (e.g., via gestures), additional information can also 
be requested at any time, even when the system is in operation. The 
degree to which information is aggregated can be altered or the 
consequences of decisions can be simulated (e.g., when planning 
AGV routes).The MFF is increasingly using game engines which 
can quickly visualize even complex facts, simulate the 
consequences of actions and thus reduce the complexity of Figure 3 Matrix Fusion Factory 
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decision-making [55–58]. The integration of information into the physical shopfloor means that effects can 
be viewed directly in the real system, thus enabling, for example, collisions to be predicted and avoided. In 
addition, the display of information via projectors also fits in with the concept of a minimum use of resources, 
since information and light are only coupled and projected where they are needed. 

In the standardized coordinate system, all recorded data is classified according to time, place and position. 
It is then processed and, if it makes sense, merged or placed in relation to each other [20]. This also includes 
the information generated by the standardized coordinate system and projected into the shopfloor. The 
information provided by the projectors is simultaneously recorded again by the cameras in the context of, 
and together with, the real production. The MFF thus consists of a physical and a digital part of the 
manufacturing system, which together form the real manufacturing system on the shopfloor. This real-time 
fusion of real and digital facts, which also gives the MFF its name and enables correct action to be taken, 
can be used to identify distorted information or unmethodical actions before they lead to impairment of the 
entities or of value creation. This is true, whether the individual distorts the supplied information, the 
supplied information is distorted, or both. The state of the real manufacturing system can be retrieved in the 
standardized coordinate system for any point in time. Therefore, causes can be inferred by identifying the 
respective time and place. In an ideal case, the triggering action can be corrected in good time and the cause 
of the error eliminated before a negative effect can occur. 

5. Technological requirements 

The MFF strives to minimize the use of resources in value creation. To this end, only the number of resources 
deemed necessary to complete an order and optimize value creation are provided. Oversizing modular 
production resources is regarded as waste. For example, it makes no sense to use a six-axis robot if only 
three axes are required; the three remaining modules can be used to add value elsewhere.  

In particular, the transformation enablers according to Nyhuis (scalability, modularity, mobility, 
compatibility and universality) [59] are prerequisites for the adaptability of a manufacturing system made 
up of groups of hardware and software modules. Classical production systems often consider transformation 
enablers primarily in a hardware context. A distinctive feature of the MFF is that the transformation enablers 
are also considered in the context of groups of software modules. Especially game engines have been able 
to demonstrate their capabilities in this regard [57].  

However, transformation enablers are not sufficiently capable of determining how and to which extent an 
adjustment must be made to optimize value creation. This is in part due to the fact, that the effect of 
adjustments on the workload and capability of the individual decision-making entity is not considered. 

To determine how the manufacturing system of ultra-flexible factories must be adapted to orders in a way 
that adds value, the information contained within the production system must be mapped in an up-to-date 
and accurate manner. Due to the system’s dynamics and complexity, a map of this information can only be 
accurately generated if the system is able to describe itself in sufficient detail, at least in part. This 
presupposes the system’s basic ability to describe itself.  

For this the system must possess executable processes to describe itself and its parts which is especially 
important when new module groups with new process capabilities are assembled. The self-descriptive 
capability of the manufacturing system, including its process capabilities, is a prerequisite for achieving an 
optimal match between the order and the manufacturing system [1, 10, 11]. 

This technical self-description capability forms the basis of the socio-technical organizational structure. 
Since degrees of freedom always contribute effectively to value creation if the type and number of resulting 
decision options do not disproportionately increase the risk of wrong decisions, the complexity of the 
information map of the manufacturing system restricts the degrees of freedom that can be used to create 
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value. This calls for a situation-specific representation of information depending on the deciding entity and 
the decision space available. The representation must be focused and sufficiently up to date to enable correct 
decisions to be made. These target variables conflict with each other, as shown in Figure 4 based on the 
target cross of production logistic variables. 

The challenge in using computer-based information processing, also to support decisions made by humans, 
is the high degree of modeling effort required to represent complex systems. In recent years, the capabilities 
of machines and algorithms in terms of data processing, aggregation, and analysis have greatly improved. 
Especially the rapid development of artificial intelligence leads to a steady increase in performance [38, 60–
62]. Nevertheless, complex simulation tasks often require costly or elaborate hardware equipment and 
extensive computation times, which conflicts with the requirements of near-real-time decision making. To 
enable the right decisions to be made at the right time, a balance between both objectives that is adapted to 
the situation must be achieved. Therefore, the accuracy of the model must be adjustable so that the decision 
maker is presented with a sufficiently complex picture of the facts within a sufficient period of time, thus 
allowing him or her to use the relevant information to make the right decision. 

To this end, the MFF also uses computational 
decision-making processes such as machine-
learning algorithms. These are mainly used to 
support human decision making by providing and 
preprocessing information, such as person-neutral 
detection of the viewing direction for optimal 
positioning and orientation of information 
projected onto the hall floor. Especially in 
dynamic and complex situations, the decision-
making competence of humans is required. To 
avoid cognitive dissonance and improve the 
quality of decisions, in the MFF machine-
processed information is integrated into the 
context of the real factory. 

This is in line with the position taken by the German Ethics Council, which points out the dubious quality 
of algorithm-based decision support systems and is concerned about effects on human self-efficacy [63]. In 
the MFF, therefore, the focus is on the ability of the person to adapt the representation of information to his 
or her needs and to understand and verify it. This improves the receptivity and quality of decisions and 
enables the person to be more involved in decision-making processes. The standardized coordinate system 
also makes it possible to document and assign decisions. 

6.  Conclusion and Future Works 

The paper has demonstrated the role of information and information distortion in ultra-flexible factories, 
particularly with regard to the concept of minimizing the use of resources. It has also explained how 
permissible information distortion can be determined. Based on this, the role of human and machine decision 
making was considered, the requirements of complex information management were ascertained and 
presented, and the effects on the organizational structure and technology were derived. The target cross of 
production information was developed and introduced.  

In the future, approaches will be investigated that improve model quality and reaction times in the context 
of the provision of information by machines. In addition, further cameras and sensors on different levels of 
the MFF will be included in the Standardized Coordinate System. The integration of additional data 
processing capabilities into a holistic information logistics approach will be examined. As part of this, the 

Figure 4 Target cross of information processing in 
production 
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5R approach is to be validated. Also, greater emphasis will be placed on the interaction between humans and 
technology. Exoskeletons also will be integrated into the MFF and the concepts presented in this paper will 
be transferred to human-exoskeleton interaction.  
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Abstract 

The blockchain technology represents a decentralized database that stores information securely in immutable 
data blocks. Regarding supply chain management, these characteristics offer potentials in increasing supply 
chain transparency, visibility, automation, and efficiency. In this context, first token-based mapping 
approaches exist to transfer certain supply chain events to the blockchain, such as the creation or assembly 
of parts as well as their transfer of ownership. However, the decentralized and immutable structure of 
blockchain technology also creates challenges. In particular, the scalability, storage capacity, and the special 
requirements for storage formats make it currently impossible to map all supply chain events unrestrictedly 
on the blockchain. As a first step, this paper identifies important supply chain events for different use cases 
combining blockchain technology and supply chain management. Secondly, the supply chain events are 
classified in terms of their expected technical properties and their relevance for the respective use case. 
Finally, the identified supply chain events are evaluated regarding their transferability to blockchain 
technology and a classification model is introduced. 

Keywords 

Blockchain; Supply Chain Events; Supply Chain Management; Classification Model 

1. Introduction 

To overcome the challenges in supply chains, such as increasing transparency, traceability, security, etc., the 
potential of blockchain technology has been proven in recent years [1]. The blockchain technology represents 
a distributed electronic register to store and retrieve information permanently, transparently, and in a 
trustworthy manner without the need of accessing a central instance [2,3]. Information is stored in so-called 
‘blocks’. Thereby the blocks and thus also the information in the blocks are encrypted with so-called ‘hashes’ 
[4]. Hashes are an encryption and can be seen as a kind of fingerprint or identification of the individual 
block. When a new block is created in this chain, a new hash is generated for the emerging block. In addition 
to its own hash, a block always includes the hash of the previous block. Therefore, the individual blocks are 
connected in a linear sequence to form a secure chain [4]. Another significant feature of blockchain 
technology is the decentralised network whereby every network participant has access to the complete 
blockchain [3]. When a new block is created, this information is sent to all participants in the network, so 
each of these participants verifies the newly created block and confirms the conducted changes in this block 
[5]. The blockchain technology is thus a decentralised database that can hardly be manipulated and is 
accessible to every participant in the network [4]. With the implementation of smart contracts, the technology 
became relevant for application areas beyond the financial sector [6]. Smart contracts are prefabricated 
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program codes that specify the contract terms of the respective contract partners in advance and are triggered 
when the contract terms are fulfilled [6]. The mentioned characteristics of the blockchain in combination 
with smart contracts can be used for example to overcome challenges of supply chains [7,8] to increase their 
transparency, traceability, automation, and immutability [1]. A major challenge, however, is the 
simultaneous use of the three properties: decentralisation, security, and scalability. For example, increasing 
the degree of decentralisation and security of a blockchain system automatically reduces its scalability. This 
current correlation is also known as the blockchain trilemma [9]. In order to circumvent the scalability 
problem, it requires to divide supply chain scenarios into supply chain events (SCEs) to differentiate them 
individually when transferring them to a system such as blockchain technology [10]. The “Event Product 
Code Information Service (EPCIS) enables different applications to create and share event data with 
visibility, both within an enterprise and across enterprises [11]”. Each event is described with the four 
dimensions of the generic ‘EPCIS-Event’. These four dimensions are the object(s) or other entity(ies) that 
are the subject of the event, the date and time, the location where the event occurred and the business context 
[11]. In summary, the generic EPCIS-Event describes “what, when, where and why” happens. The ‘what’, 
in turn, is differentiated into the four core event types Object Event, Aggregation Event, Transaction Event 
and Transformation Event [11]. According to GS1, the definitions of these core SCEs are as follows [11]:  

• Object Event. “The Object Event represents an event that has happened to one or more physical or 
digital objects”.  

• Aggregation Event. “The Aggregation Event represents an event that has happened to one or more 
objects that are physically aggregated (physically forced to be in the same place at the same time)”.  

• Transaction Event. “The Transaction Event represents an event where one or more objects are 
associated or disassociated with one or more identified business transactions".  

• Transformation Event. “The Transformation Event represents an event in which input objects are 
fully or partially consumed and output objects are produced, such that any of the input objects may 
have contributed to all of the output objects”. 

This paper aims to classify SCEs regarding their transferability in a blockchain technology context. First, 
challenges when transferring SCEs to blockchain technology are presented to raise problem awareness and 
explain the rationale of the research. Secondly, the classification model is developed based on the 
fundamental structure of blockchain architectures in supply chain management and relevant data quality 
dimensions. Finally, a classification model is proposed and the results are discussed.     

2. Related works and rationale of the research 

Especially when mapping supply chains with complex products on the blockchain, a transfer of different 
SCEs is necessary [1,12]. To enable a holistic mapping, GS1 defines generic EPCIS-Events consisting of 
Object Events, Aggregation Events, Transaction Events, and Transformation Events [11]. With its special 
decentralised and immutable structure, the blockchain technology poses special requirements for the transfer 
of SCEs, which have not yet been uniformly clarified in research. Holtkemper [12] considers the storing of 
SCEs with (large) files on the blockchain practical at certain stages in the supply chain. Even though 
Holtkemper [12] considers the storage of files generally to be possible, he points out that due to the increasing 
storage capacity of the blockchain transferring certain files to different storage systems could be reasonable. 
Hepp et al. [13], on the other hand, point out that blockchain's structure has such a limiting effect on the 
transfer of SCE-Data, that certain files and transactions cannot be stored on the blockchain. In addition, Hepp 
et al. [13] indicate that the localisation of the data to be stored has an impact on the data integrity and 
transparency of the overall system. To clarify this matter, this paper develops a classification model of SCEs 
regarding their transferability to blockchain technology. In order to develop the model, data quality 
dimensions of SCEs are identified and evaluated in a blockchain technology context. The proposed 
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classification model is intended to serve as a foundation for evaluating supply chain use cases in terms of 
their sense and feasibility with the adoption of blockchain technology.  

3. Development of a classification model 

In this chapter the development of the classification model takes place. First, the fundamental characteristics 
of blockchain architectures in supply chain management are described. Subsequently, this chapter discussed 
the data quality dimensions to be considered when transferring SCEs to blockchain technology. Finally, the 
results are summarised in a classification model.  

3.1 Blockchain architectures in supply chain management 

A holistic supply chain mapping has to include the mapping of the four supply chain core events (Object, 
Aggregation, Transformation and Transaction Events) [11]. As the evaluation of blockchain publications in 
supply chain management shows, most of the research deals with mapping approaches based on simple 
supply chains [1]. This includes the mapping of subsets of the existing event categories mentioned above, 
but not a holistic mapping of all core events in one architecture [1]. For this to be possible, it requires to 
connect physical assets to unique identifiers or ‘digital profiles’ on the blockchain [14], which is also known 
as ‘tokenising of assets’ [15]. Fundamentally, one can distinguish between two types of tokens, fungible 
token and non-fungible token [22]: 

• Fungible token (FT): Different units of a FT are interchangeable and have no unique properties.  
• Non-fungible token (NFT): Each unit of a NFT is unique from another, allowing the tracking of their 

ownership. 

Based on these technical properties, FTs are particularly suitable to represent cryptocurrencies while NFTs, 
as the term ‘non-fungibility’ suggests, are intended to identify unique digital or non-digital assets [16]. This 
makes the adoption of NFTs suitable for mapping assets throughout supply chains on the blockchain [17]. 
For the holistic mapping of complex supply chains two different token-based approaches exist.  

The first approach aims to map SCEs in individual smart contracts based on the non-fungible ERC-721 token 
standard [18]. Each SCE, except Transaction Events, is represented by a smart contract on the blockchain 
network. Transaction Events are already embedded into the ERC-721 token standard and do not require the 
deployment of own ‘transaction’ smart contracts. The other SCEs are represented by individual smart 
contracts and their creation can be connected to certain conditions. This means that the creation of a token 
can be dependent on another token, but the tokens themselves, however, are not logically coupled [19]. This 
architecture with individual smart contracts without logical coupling enables a fast implementation but 
merely a static mapping of supply chains on the blockchain [20]. Consequently, dynamic adjustments in the 
supply chain or product structure lead to a redeployment of all smart contracts which are affected directly or 
indirectly (smart contracts with defined dependencies on each other). This makes it difficult to maintain the 
architecture in supply chains that place high demands in terms of continuous flexible adjustments [20]. In 
addition, the lack of logical coupling complicates considerably the auditability of the individual tokens [19]. 

The second approach aims to map all SCEs holistically with functions embedded into one smart contract 
[20]. The individual SCEs can be both, dependent on each other through defined conditions and logically 
coupled with each other on an application level. With the help of an embedded authority concept, dynamic 
adjustments in the supply chain or product structure can be conducted without the need of redeploying a new 
smart contract on the blockchain network [20]. This allows the mapping of supply chains that place high 
demands in terms of continuous flexible adjustments. However, this approach considerably increases the 
planning effort before the deployment of the smart contract. Due to the immutability of the blockchain, 
eventualities regarding the structure and the supply chain events must be defined in advance and embedded 
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into the source code [20]. Figure 1 shows the fundamental architecture with one supply chain smart contract 
in a decentralised blockchain network.  

 

Figure 1: Fundamental architecture with one supply chain smart contract in a decentralised blockchain network 

Figure 1 shows that in such architecture one can distinguish between three different data layers. The 
blockchain metadata layer provides the basis. Depending on the type of blockchain, private or public, either 
only selected participants have access to this data layer, or it is publicly accessible. The blockchain metadata 
layer includes the metadata of the network such as the time of transactions, the transaction initiators, or the 
type of transaction (financial transaction or smart contract interaction) [21]. The second layer consists of the 
smart contract data layer. This data layer contains the data to be stored within the smart contract. Only 
authorities with access to the smart contract have the possibility to access this information or add new 
information. From the perspective of transferring SCEs to the blockchain, this data layer represents the 
critical data storage. Unlike the metadata layer, the smart contract developer can determine the scope of data 
to be stored in this layer. However, they must adhere to the framework conditions of the blockchain metadata 
layer (see Section 3.2). Due to the limited scalability of blockchain technology, various approaches exist that 
extend the smart contract data layer with a blockchain-verified central data layer – so-called blockchain 
verified off-chain storages [21,22]. Such off-chain storage approaches store data in a content-addressable 
storage system, which stores files by their hashes. The respective hash is also stored in the smart contract on 
the blockchain and serves as a reference to the complete data set. Clients can then compare the hash resulting 
from the off-chain data with the hash stored in the smart contract on-chain. A modification of the data would 
result in another hash making it easy to verify the correctness of the off-chain stored data [22].  

This raises the critical question of what data should or can be stored on-chain in the smart contract data layer 
and what data should be transferred to the blockchain verified central data layer. However, the type of SCE 
itself cannot determine this. For example, for some Object Events it is sufficient to add a simple identification 
number to the object when creating it; for other Object Events it is necessary to add an entire construction 
plan or a CAD drawing [12]. As a basis for such decisions, this paper considers an evaluation of SCEs based 
on different data quality dimensions.  

3.2 Data quality dimensions  

The mapping of core SCEs represents a transfer of data from multiple sources in a larger information systems 
context. When conceptualizing such larger information systems, Strong et al. [23] recommend a holistic 
view on data qualities (DQs).  In this context, larger information systems “cover the organizational processes, 
procedures, and roles employed in collecting, processing, distributing and using data [23]“.  
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Strong et al. [23] define four DQ categories: Accessibility, Representational, Contextual, and Intrinsic. The 
Accessibility DQ and the Representational DQ are technical in nature and must be ensured within the 
information system. The Contextual DQ and the Intrinsic DQ, however, must be ensured during the transfer 
of data into the information system. Transferred to the blockchain architecture presented in Section 3.1, the 
Accessibility DQ and the Representational DQ must be ensured within the blockchain technology and the 
smart contract, while the Contextual DQ and the Intrinsic DQ must be ensured when transferring SCE-Data 
to the blockchain and the smart contract.  

Table 1: DQ categories and dimensions with blockchain relevance 

DQ Category DQ Dimensions 

Contextual DQ Relevancy, Value-Added, Timelessness, Completeness, Amount of data 

Intrinsic DQ Accuracy, Objectivity, Believability, Reputation 

Blockchain Suitability DQ Data Format, Transaction Frequency, Data Size 

This paper extends the DQ categories by Strong et al. [23] with a blockchain specific DQ which aims to 
evaluate the suitability for storing data on-chain. Table 1 shows the DQ categories and dimensions with 
blockchain relevance. In this context, important DQ dimensions are represented by the data format 
(transactions, source code, or files) [12], the transaction frequency as well as the data size [13].  

• Data format. Current blockchain platforms support the storage of transactions and codes, but do not 
support the storage of files [12]. Approaches exist that convert files into a blockchain transaction 
format, store them on-chain, and decode them to restore the file at any point [24]. However, if it is 
necessary that certain files remain in a certain format (e.g. PDF-files) throughout the supply chain, 
it is not suitable to store these files on-chain and a blockchain-verified off-chain storage is preferable. 

• Transaction frequency. Blockchain platforms are inferior to central systems in terms of their 
transaction processing. For example, the main Ethereum network currently processes only 14 
transactions per second [25]. Therefore, SCEs that require a higher scalability regarding the 
transaction processing, cannot be transferred to the blockchain network. If the transaction frequency 
of a single SCE is just below the transactions-per-second limit, it can theoretically be supported by 
the network, but could have a negative impact on the usability of the overall system. In this case, the 
overall transaction load of all SCEs must be aligned with the network capacity and considered in the 
decision whether events should be stored on-chain or off-chain. In this context, the threshold values 
differ depending on the blockchain platform used.      

• Data size. The data size that can be transferred to the blockchain within one transaction is limited 
by the block size of the used blockchain platform [13]. Currently, the average block size of the 
Ethereum blockchain is around 50 KB. Similar to the transaction frequency, transactions with bigger 
data size must be evaluated regarding the holistic SCE context to determine whether the transfer of 
such events could have a negative impact on the usability of the overall system. Again, the threshold 
values also differ depending on the blockchain platform used. 

The findings regarding the Blockchain Suitability DQ together with the DQs listed in Table 2 are transferred 
to a 3-level blockchain-related model (see Figure 2). The Contextual DQ ranges from irrelevant to relevant 
for the respectively considered use case. In between are SCE-Data, which are not relevant for the actual use 
case but potentially offer added value to the considered use case (e.g. detailed shipping information). The 
Intrinsic DQ ranges from poor quality to high quality, whereby the lowest DQ is for example represented by 
manual data input and the highest DQ can be provided by so-called blockchain oracles. “A blockchain oracle 
is a mechanism that fetches data from the external world to include it in the isolated execution environment 
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of a blockchain. [...] Blockchain oracles are needed to bridge blockchains and the external world because of 
unique characteristics of blockchain [26]”. Therefore, blockchain oracles act as trusted intermediary service 
between blockchains and a variety of independent data sources [27]. In between, ‘normal’ IoT (Internet-of-
Things) devices that can transfer their data automatically to the blockchain provide a medium Intrinsic DQ. 
Figure 2 shows a summary of the findings with a three-level subdivision of the DQ categories. The results 
of this chapter are summarised and discussed in a classification model in Section 3.3. 

 

Figure 2: Three-level subdivision of the DQ categories with blockchain relevance 

3.3 Classification Model 

The findings of Chapter 3 form the basis for the three-dimensional classification model of supply chain 
events regarding their transferability to blockchain technology. Figure 3 shows the proposed classification 
model. In this model, the z-axis represents the Contextual DQ, the x-axis the Intrinsic DQ, and the y-axis the 
Blockchain (BC) Suitability DQ. The first number (1 x x) indicates the Contextual DQ, whereby irrelevant 
SCEs are rated with a ‘3’ and relevant SCEs are rated with a ‘1’. These SCEs have add either low or high 
value to the respective use case. The second number (x 1 x) indicates the Intrinsic DQ, whereby poor quality 
SCEs are rated with a ‘3’ and high quality SCEs are rated with a ‘1’. These SCEs determine the integrity of 
the input data and therefore affect the integrity of the overall system.  
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Figure 3: Classification model of SCEs regarding their transferability to blockchain technology 

The third number (x x 1) indicates the BC Suitability DQ, whereby unsuitable SCEs are rated with a ‘3’ and 
suitable SCEs are rated with a ‘1’. These SCEs determine the data transparency of the system. SCEs with 
are unsuitable for on-chain storage must be stored in blockchain verified off-chain storages and therefore 
indicate a low data transparency. In reverse, SCEs that are suitable for an on-chain storage increase the data 
transparency of the system. As the model shows, the SCEs events with low use case relevance, poor Intrinsic 
DQ, and unsuitable for an on-chain storage (3 3 3) represent the worst classification. The counterpart is 
represented by SCEs with high use case relevance, high Intrinsic DQ, and high suitability for storing them 
on-chain (1 1 1). Such SCEs add high value to the respective use case, guarantee a high data integrity, and 
offer a high data transparency.  

4. Discussion 

The proposed model enables a classification of SCEs regarding their transferability to blockchain 
technology. According to Strong et al. [23], it is essential that an information system consists of a high 
Contextual DQ and that the stored data provide an added value for the respective use case. Due to the 
scalability problems of blockchain technology described in Section 3.2, the Contextual DQ becomes even 
more important, as data without benefit for the respective use case would burden the overall system with 
unnecessary data traffic. For this reason it is recommended, to first of all filter the SCEs with high contextual 
DQ when applying this model to a certain use case (1 x x). As Figure 4 indicates, the top layer of the 
Blockchain Data Quality Cube represents such SCEs. In a second step, the selected SCEs with high relevance 
can be evaluated regarding their Intrinsic DQ. As described in Chapter 1, the blockchain technology provides 
a trustworthy, secure, and immutable data storage. Regardless of the Blockchain Suitability DQ, Blockchain 
projects that mainly consist of SCEs with poor intrinsic DQ (x 3 x) can severely compromise the integrity 
of the overall system. Therefore, the colour scheme of Figure 4 emphasises all SCEs with a poor Intrinsic 
DQ. Derived from this, supply chains with low Intrinsic DQ SCEs can be advised to raise the Intrinsic DQ 
of particularly critical SCEs (for example, by introducing RFID readers or Blockchain Oracles). Finally yet 
importantly, the selected SCEs can be evaluated regarding their Blockchain Suitability DQ. In particular, 
SCEs that require low data sizes and infrequent transaction rates are suitable for an on-chain storage. SCEs 
that do not meet one or more requirements regarding the DQ dimensions described in Section 3.2 are 
unsuitable for an on-chain storage and must be transferred to a blockchain-verified off-chain storage.  
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Figure 4: Blockchain Data Quality Cube with evaluation regarding recommended implementation approach  

As mentioned in Section 3.1, transferring SCE-Data to an off-chain storage decreases the data transparency 
of the overall system. Supply chains with many ‘level 2’ Blockchain Suitability DQ Events (x x 2) must be 
further evaluated regarding the scalability of the overall systems. Although the SCE-Data sets are 
transferable to the blockchain technology, they could have a negative impact on the usability of the overall 
system.  In such a case a multi-stage evaluation process could be considered, whereby the proposed 
classification model can be applied again to all SCEs with ‘level 2’ classification (x x 2). These can then be 
compared among each other and be evaluated based on their Contextual DQ, Intrinsic DQ and Blockchain 
Suitability DQ.  

5. Conclusion 

Token-based blockchain architectures enable a holistic mapping of supply chains on the blockchain. 
Thereby, SCE-Data can either be stored on the blockchain or in blockchain verified off-chain storages. The 
current limitations of blockchain technology in terms of its scalability have a significant impact when 
transferring SCEs to the blockchain. Based on the proposed model the authors recommend that the transfer 
should initially focus only on SCEs with high use case relevance. Here, the intrinsic DQ determines the 
integrity of the overall system and the Blockchain Suitability DQ determines the data transparency. 
Blockchain projects that mainly consist of SCEs with poor intrinsic DQ can severely compromise the 
integrity of the overall system and therefore, can be considered questionable. Regarding the Blockchain 
Suitability DQ, in particular SCEs that require low data sizes and an infrequent transaction rate, are suitable 
for an on-chain storage. Otherwise, the data must be stored off-chain. Thereby the block size and the 
transaction rate of the selected blockchain platform determine the limitation. SCEs with high resource 
requirements should rather be stored in blockchain verified off-chain storages. SCEs that require high 
resources but only occur infrequently, for example, can still be stored on-chain. The highest data 
transparency and integrity can be achieved in supply chains consisting of a large number of SCEs with 
blockchain suitable events and a high intrinsic DQ. The proposed classification model serves as a theoretical 
foundation for evaluating supply chain use cases in terms of their sense and feasibility with the adoption of 
blockchain technology. Further research is currently being conducted to examine the influence of the 
individual DQ categories on the feasibility of blockchain projects in an industrial scale. Furthermore, a 
prototype application is currently being developed to evaluate the practical feasibility of such blockchain-
based SCE tracking system. In the proposed model, all DQ categories are assessed equally. Similar to the 
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Failure Mode and Effects Analysis (FMEA), a multiplication of the individual values can be taken into 
account. Derived from this, a different weighting of the individual DQ categories can possibly take place 
and a holistic feasibility framework for applying blockchain technology to supply chains can be developed.  
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Abstract 

To increase competitiveness in the hot forming sector, there is a constant urge to improve the rolling process 
and its products. Industry 4.0 and its impact on data acquisition and data availability enable data driven 
methods for optimization. In order to optimize the quality prediction of rolled rings in Radial-Axial Ring 
Rolling (RARR) with regard to ovality as early as possible and hence prevent scrap and unnecessary rework, 
machine learning methods from the early classification on time series subdomain are used and evaluated 
within this research. Different approaches from the time series classification domain within supervised 
learning are used and compared. A so-called minimum prediction length of the ring rolling process time 
series is analysed using real world production data from thyssenkrupp rothe erde Germany GmbH. Building 
upon results of earlier research regarding the use of time series classification in RARR by FAHLE ET AL. 
fully automated as well as domain specific minimum prediction lengths will be investigated. The results of 
both approaches are compared and evaluated with regards to the current maximum prediction accuracy using 
the whole sequences, which should provide the highest score as it holds all available information of each 
sample.  

Keywords 

Radial-Axial Ring Rolling; TSC; ECTS; Quality 

1. Introduction 

Preventing scrap and unnecessary rework is a difficult task in many areas of manufacturing. In Radial-Axial 
Ring Rolling (RARR), production times vary depending on the rolled geometries. Smaller rings with an 
outer diameter smaller than 1.5 m may need production times less than one minute on the actual ring rolling 
machine and can be rolled within one heat. Rings with diameters of up to 16 m however need several minutes 
divided in different heats. For this process, current RARR machines log several channels during the forming 
and give access to high dimensional information including forming forces, torques, geometric features within 
the forming process and many more. All those information can be interpreted as a fixed sequence for each 
rolled ring and thus can be analysed using methods from machine learning. Every sample (representing a 
single rolled ring) used within this research was measured after the production process using an automated 
3D-laser measurement unit, producing accurate targets regarding the ovality of each ring. This combination 
of logged channels (features) and measured ovality (target) allows the utilization of supervised machine 
learning methods. Within supervised machine learning, there is the domain of time series classification 
(TSC), where time series such as the logged channels are used to predict a continuous or discrete label. For 
the underlying task of predicting ring quality, a discrete label approach is chosen. A general introduction and 
brief definition of TSC and time series is given.  
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According to FAWAZ ET AL. and specifications given by FAHLE ET AL. regarding RARR the TSC-task can 
be formulated as followed: An univariate time series  

𝑋𝑋 = [𝑥𝑥1,𝑥𝑥2, … , 𝑥𝑥𝑇𝑇]          (1) 

is a timestamp ordered set of real values with a fixed sampling rate. The length of X is equal to the real 
values T depending on the individual rolling time of each ring. Each univariate time series represents a 
logged channel of the RARR process. An M-dimensional multivariate time series  

𝑋𝑋 = [𝑋𝑋1,𝑋𝑋2, … ,𝑋𝑋𝑀𝑀]         (2)  
consists of M different univariate times series with 𝑋𝑋𝑖𝑖 ∈ ℝT. A dataset 

𝐷𝐷 = {(𝑋𝑋1,𝑌𝑌1), (𝑋𝑋2,𝑌𝑌2), … , (𝑋𝑋𝑁𝑁 ,𝑌𝑌𝑁𝑁)}       (3) 

is a collection of corresponding pairs (𝑋𝑋𝑖𝑖,𝑌𝑌𝑖𝑖) with 𝑋𝑋𝑖𝑖  either being a multivariate or univariate time series 
and 𝑌𝑌𝑖𝑖 as its target variable vector. For now, the classes are defined as a binary classification task of either 
“no ovality” or “ovality” [1,2]. This data set can then be used for a supervised learning task to find a model 
that learns a function that maps the input sequences to a class label [3]. For more in depth information, a 
great introduction to the different problem definitions using machine learning in the domain of sequence 
data and its variants is given by LONING ET AL. [4]. 

A working TSC model for the application in RARR does provide several advantages such as a cost-efficient 
post-process labelling of product quality regarding the used threshold for its training data. If the model is 
sufficiently accurate and precise, this can lead to an alternative way of predicting quality instead of 
measuring it for every single sample whilst only measuring those that were predicted to be of bad quality 
and thus save production and energy costs. Other benefits of such a TSC model are several techniques such 
as a class-activation-map (CAM) which visualizes the decision of the model to show what neuron is firing 
given each time step within the sequence [2]. However, TSC holds one negative effect, which is the post-
process prediction of each label, i.e. the rolling process has to be finished before a prediction of the quality 
(ovality) can be made by the used model. This does only allow for a prediction and not for a prevention of 
the regarded quality aspects. Extending the model to prevent bad quality, a prescriptive approach has to be 
implemented. This can be done by using models and methods of a subdomain called early classification on 
time series (ECTS) that seeks to classify time series as early as possible while not neglecting the prediction 
accuracy. In contrast to the approach of labelling a full time series with a label, there is the challenge of 
classifying a time series as early as possible. Thus, this approach tries to classify time series with less time 
steps than the TSC approach and therefore is generally a more difficult task to provide sufficient or equally 
accurate results according to MORI ET AL. [5]. A more in depth and detailed definition of the ECTS approach 
is given by XING ET AL. and MORI ET AL. [5,6].  

In the following section, a short summary of the basic domains i.e. RARR, TSC and ECTS is given by 
presenting related works in form of current research and industrial advances in each domain. 

2. Related Work 

The following section covers the related work in the domain of RARR and the two subdomains of the 
machine learning domain: TSC and ECTS. Current research and state-of-the-art algorithms will be discussed 
and presented to give a broader overview of the research focus within this experiment. 

2.1 Radial-Axial Ring Rolling 

Many approaches concerning current research within the domain of RARR are dealing with FEM-
Simulation, quality issues and process improvements. For example ALLEGRI ET AL. proposed new milling 
curves that achieved good quality results with reduced process time and loads based on a FE-Simulation [7]. 
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An innovative control strategy for titanium alloy based on an intelligent FE-simulation is introduced by 
LI ET AL. to prevent damage to the microstructure of the titanium alloy by controlling its temperature [8]. 
Enhancing this approach, LIANG ET AL. used an intelligent FE-simulation to plan rolling paths for the ring 
rolling process of titanium alloy [9]. 

Process improvements and new and innovative ways to combine RARR with other processes are researched 
as KUHLENKÖTTER ET AL. investigated the suitability to combine the RARR process with thermal spraying 
to compact coatings in an innovative manner. Yet a final intact coating could not be established in the initial 
experiments, promising results, showing that by the subsequent rolling of thermally sprayed coatings the 
porosity can be significantly reduced and higher compressed residual stresses can be induced, are presented 
[10]. Another approach where RARR was combined with a different process is shown by MICHL ET AL. by 
using additive manufacturing in form of a wirearc additive manufacturing. The authors explored whether 
wirearc additive manufacturing is a suitable solution to produce better near-net shape pre-forms. Referring 
to their results, wirearc additive manufacturing shows promising results to lower process expenses and 
improve process efficiency [11]. 

An overview of the advantages of data driven techniques in metal forming as well as remaining research 
questions are given by HAVINGA ET AL. such as model uncertainty and measurement accuracy in metal 
forming [12]. Research regarding machine learning for quality prediction was conducted by different 
authors. GIORLEO ET AL. used a regression model based on process parameters from FEM data to classify 
product quality with regards to the fishtail defect [13]. A different form error prediction using machine 
learning was researched by FAHLE ET AL. regarding ovality. The authors investigated the data utilization and 
data analysis methods in RARR in 2019 for a variety of German ring rolling companies [14]. Moreover, they 
used a TSC to classify real world production data to improve the process quality and focused on different 
preprocessing approaches [1]. This TSC approach will be enhanced throughout this study and the current 
related work for the domain of TSC and ECTS will be lined out. 

2.2 TSC 

During recent years, many models and algorithms of different types have been proposed and a comparable 
data base for validated comparisons was established by introducing the UEA & UCR Time Series 
Classification Repository [15]. This database was the baseline to validate a variety of models such as HIVE-
COTE: a big ensemble with great results on the repository [16]. A big effort was taken by BAGNAL ET AL. 
in their review of current advances regarding TSC algorithms where a variety of current algorithms was 
evaluated and compared [17]. Nevertheless, deep learning approaches, which have gained great popularity 
during the last decade due to their advances in image recognition and other areas, have not been the focus of 
the review. However, several deep learning approaches to solve TSC tasks have been proposed such as 
InceptionTime that bases on an Inception architecture [18] or another approach combining the convolution 
based structure with long short-term memory cells in a so-called MLSTM-FCN network architecture [19]. 
During the last years several approaches have been taken to form unified architectures for the TSC task, one 
of those is sktime by LÖNING ET AL. which is compatible with the famous scikit-learn python library and 
presents a unified interface to deal with time series [4]. 

2.3 ECTS 

SANTOS ET KERN investigated different approaches for the early classification on time series and many 
agreed on the definition that a classification decision should be made as early as possible while the 
classification accuracy should not be sacrificed too much. They further investigated different approaches 
and already included deep learning approaches to solve the ECTS problem [20]. Another recent systematic 
review for ECTS was published and reviewed different ECTS approaches for many different domains such 
as Human Activity Recognition, Industrial Process Mining, Quality Monitoring and others [21]. A fairly 
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new approach is proposed by SCHÄFER ET LESER named TEASER. TEASER uses a two-tier approach where 
a slave-master structure is established to find the best individual decision times for an early classification. 
The slave classifier classifies the time series and computes class probabilities which are then passed to a 
master classifier that decides whether the probability is sufficient to emit a final classification result [22]. 
Another approach that focuses more on the multivariate aspect in ECTS is a confidence-based approach by 
HE ET AL. Within their research they focus on a multivariable and interpretable approach based on 
interpretable rules mined from the time series and using subsequences [23]. Moreover, ECTS is used in a 
variety of different domains. It is used by HATAMI ET CHIRA to classify odor in the bio-chemical domain. 
They use an ensemble to agree on either accepting or rejecting the class label. The authors use their 
implementation as the core mechanic for their online e-nose system for odor classification [24]. Moreover, 
it is applied to other real world datasets within the UCI machine learning repository such as the hydraulic 
system monitoring data set. One example is the divide-and-conquer-based approach by GUPTA ET AL. [25] 
or other applications of ECTS such as semiconductor manufacturing [26,27]. 

3. Experimental setup 

The following section describes the essential parts of the later conducted experiments namely the data set all 
experiments are based on, the preprocessing steps and the used models and approaches.  

3.1 Data set 

The used data set for this research is provided by thyssenkrupp rothe erde Germany GmbH and is part of its 
real world production data of different production days. The used samples represent a mixture of different 
geometric preforms and rolled shapes. New production data is constantly added and preprocessed but the 
state of the current data set consists of 1078 multivariate samples. Due to a non-disclosure agreement the 
dataset must not be made available to public. The data set is almost evenly distributed as the threshold for 
the quality prediction was set to in internal standard to enable a working model to increase production quality 
by a sufficient amount. The data is acquired at thyssenkrupp together with their representing targets acquired 
by an independent measurement unit. The multivariate channels/features of the dataset range from radial and 
axial forces, ring growth rates, motor current and several geometric features of the process. The used data 
set is split up into a train and test split using an 80/20 split ratio to prevent information leakage. Moreover, 
a five-fold shuffle split validation is performed for more reliable classification results on the domain specific 
approach. 

All data samples were backpadded to ensure an equal length as process variations lead to different length 
time series. Backpadding was used because of the requirement that this model is intended to be deployed in 
a real world radial-axial ring rolling mill system and predicting ovality as early as possible to enable counter 
measurements. Thus, a backpadded approach is used because the incoming time series length of the process 
is not known prior due to the different preforms and rolled geometries. Moreover, a second preprocessing is 
used to the extent that a specific logged channel represents the current rolling phase that the process is in. 
This channel was used in earlier research by FAHLE ET AL. [1] to investigate suitable preprocessing methods 
for the application in RARR. Figure 1 depicts an idealized trend of the ring rolling process and its respective 
rolling phase. The preprocessing that is done in this research in addition to the single backpadding is a cutting 
between phases, meaning that all samples were separated in four different data sets each containing the 
samples up to the different rolling phases (e.g. Start,…, End Phase 1; Start, …, End Phase 2; etc.). This is 
done to investigate a minimum predictive length for the ECTS approach in combination with necessary 
process specific counter measurements that need to be performed at specific times in the process as they 
cannot be implemented in every step of the process. 
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In addition, all samples, neglecting their earlier preprocessing, were examined using standardization, with a 
scaler fitted on training samples only to ensure no information leakage into the test set, or their raw input 
values with no standardization. All these preprocessing steps are performed to ensure an early classification 
as well as ensure system specific requirements due to the process nature. 

 
Figure 1: Representation of an idealized rolling phase of a RARR process adapted from [28] 

3.2 Baseline ECTS approach 

As a baseline the implementation of a non-myopic algorithm is adapted from [29,30]. The algorithm is non-
myopic in the sense, that it calculates an optimal time to give a prediction for each time step. This algorithm 
is chosen as a baseline comparison as it uses a k-nearest-neighbor classifier and chooses the time steps at 
which a prediction is made automatically, depending on some hyper-parameter choices (used choices in 
brackets). One parameter was the cluster size (2) for a needed clustering within the model. The next was a 
lambda (15) value for the evaluation of a prediction during the computation of the cost function. The cost 
time parameter, alpha (0.0001), is used to shift the trade-off between earliness and accuracy. Lastly, the 
minimum length (15) for a prediction is set via a separate hyper-parameter. The MPL for the baseline 
approach needs to be investigated and is only influenced by the hyper-parameter choice. 

3.3 Domain-specific rolling phase approach  

The domain specific rolling approach has been briefly discussed earlier. The general idea is to predict ovality 
on-line at designated process states to ensure, that if a prediction is made that requires a process intervention, 
suitable counter methods can still be applied and the process is not too advanced. This is done even though 
the accuracy might suffer in order to reach hard earliness requirements. Counter methods such as a 
dislocation of the ring or an induced change in the axial frame force might not be established with measurable 
effects if the process is too advanced. This leads to the proposed approach to predict at the end of each rolling 
phase, depicted in Figure 1. Thus, the MPL for the domain specific approach is set to either one of the four 
phase endings. 

3.4 Summary of chosen approaches 

This baseline approach was chosen to investigate the different prediction times, depending on the 
aforementioned hyper-parameters, if they were chosen automatically. Whereas the domain specific 
prediction times of the domain specific approach are fixed with regard to each individual process. These 
prediction times will be investigated and discussed within the evaluation in the next section. It will be 
analysed whether the domain specific approach and the corresponding process phase endings show similar 
MPL or are completely different.  
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4. Experiments 

The conducted experiments where divided into two parts. In the first part the automatically chosen prediction 
times using the baseline approach were investigated using model trainings on the train and test split. The 
second part uses a domain specific approach on the five-fold shuffle split validation using a Time Series 
Forest (100 estimators, criterion=entropy, max features=log2), InceptionTime (batch size=32, number 
filters=64, use_residual=True, use_bottleneck=True, depth=9, kernel size=64) and LSTM-FCN (LSTM=2, 
Filters=[64,128,64], Kernels=[8,5,3]) model as those models have been proven to be suitable for the time 
series classification task in the domain of RARR. 

4.1 Baseline-Approach 

The non-myopic model was used to generate different prediction times. The hyper-parameters were chosen 
using a grid search and the final parameters are mentioned in section 3.2. The model was trained on both the 
raw data set as well as on the standardized data set to see if prediction times could vary with respect to value 
changes due to standardization and the cost time parameter used to force an earlier or later prediction with 
an accuracy trade-off. It can be seen in Figure 2 that the standardization does change the prediction time for 
the non-myopic model significantly, as there is a shift from a heavily separated prediction split from either 
very early and very late prediction towards a more divided prediction, yet the high predictions at a very early 
stage of the process still occur in the standardized data. 

 
Figure 2: Differences in the earliness of predictions regarding standardization 

Moreover, regarding the accuracy within both data sets, it can be seen that with a lower alpha value the 
accuracy is lower due to the bigger focus on earlier predictions. Yet, it is surprising, that the lowest alpha 
value does not always produce the highest accuracies, as for the standardized data set predictions with an 
alpha value of 0.0001 produce a higher accuracy even though the predictions were made earlier than those 
with alpha 0.00001. Further, Figure 3 depicts two samples (left and right) of the data set that are predicted 
using the different alpha models and showing the results regarding accuracy. In the example, it can be seen 
that the prediction made on the bottom (red line) prediction is incorrect for both samples as the time series 
could not be distinguished correctly by the model at this early stage. The blue (first) and green (second) lines 
predictions show the later predictions. In this example the latest prediction correctly classifies both example, 
whereas the second model using an alpha value of 0.0001 does only correctly classify one of the two 
examples. 

Inspecting not only those two examples, it was hard to differentiate whether there is a specific point in the 
process to which extend all information needed was gathered by the non-myopic approach. Yet, the 
prediction switches towards the depicted times at about 180 time steps (green) and 390 (blue) seem similar 
to the process phase approach discussed in the next section. 
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Figure 3: Visualization of different predictions on two samples made by the three different non-myopic models 

4.2 Domain specific phase approach 

The aforementioned similarity can be seen by analyzing the average phase lengths of each sample. Figure 4 
shows the range of the phase lengths on the left side and the cumulated time steps each phase ends on the 
right. It can be seen that the ending of phase one at about ten time steps is similar to the very early predictions 
of the non-myopic model. The average phase ending of phase two on the right shows a direct similarity to 
the model depicted in green in Figure 2. Yet, the average phase ending of phase three at about 320 on the 
right of Figure 3 is slightly earlier than the prediction made in blue in Figure 2. 

 
Figure 4: Comparison on the phase lengths and phase endings for the underlying RARR data set 

Table 1 shows the test results of the five-fold shuffle split validation training with five runs each for the 
LSTM-FCN, Inception and Time Series Forest model. It can be seen that the accuracy drop between the 
predictions after phase one and two as well as phase two and three are noticeable yet between phase three 
and four are only minor. It is surprising, that the best mean (0.884) and maximum (0.921) accuracy for not 
standardized data reached for all phases was after phase three and not after phase four. Moreover, it can be 
seen, that the Time Series Forest performs very well overall and even best when looking at not standardized 
data in Table 1. For a very early prediction e.g. after phase two the LSTM-FCN Model is performing best. 

With regard to the real-world deployment of those models it has to be discussed whether a prediction after 
phase two or three needs to be forced if the chosen counter measurements need to be applied during the 
earlier stages of the ring rolling process. The accuracy of the best performing models with regard to the phase 
is decently high, yet to be deployed into an industrial production chain the accuracies should improve to 
higher levels. 
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Table 1: Test-results for the early prediction using the domain specific rolling phase approach 

Rolling Phase 
No Standardization 

mean                        max 
Standardization 

mean                max 
Classifier 

1 
0.762 0.805 0.762 0.800 Inception 
0.771 0.800 0.772 0.805 LSTM 
0.812 0.847 0.732 0.753 TSF 

2 
0.864 0.888 0.856 0.893 Inception 
0.866 0.902 0.867 0.907 LSTM 
0.863 0.888 0.845 0.888 TSF 

3 
0.868 0.898 0.866 0.898 Inception 
0.871 0.907 0.868 0.898 LSTM 
0.884 0.921 0.878 0.907 TSF 

4 
0.870 0.907 0.867 0.907 Inception 
0.868 0.907 0.873 0.912 LSTM 
0.882 0.916 0.879 0.907 TSF 

5. Conclusion 

Within the present research, after reviewing the state of the art for TSC and ECTS, the fundamentals of 
RARR were explained. Then, the dataset used was described and a baseline and domain-specific approach 
was presented. Within the experiment section, both approaches were analyzed and compared and achievable 
accuracies of the ECTS case were presented. The investigation of the different prediction times chosen by 
the non-myopic approach showed, that the prediction times occur roughly at the same time as the ring rolling 
process phase changes. This underlines the used approach to link the prediction of different models to the 
rolling phase changes as it is done in section 4.2. The overall better performance of the domain specific 
approach is due to the different and more complex models used and the baseline approach was used to gather 
useful information about the minimum prediction length of the data. For the implementation at the radial-
axial ring rolling mill at the chair of production system real world experiments will be carried out using the 
early prediction models to initiate counter measurements to avoid ovality, resulting in better quality. 

6. Future Work 

The aforementioned results will be used to deploy an on-line system for quality prediction at a ring rolling 
mill. Depending on the different levels of earliness of the predictions different counter measurements will 
be triggered via a direct connection to the CNC: Further validations regarding those counter measurements 
will be conducted. Moreover, the earliness and accuracy will be constantly improved and the data set will 
be enlarged to achieve higher prediction accuracies throughout all rolling phases. 
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Abstract 

The continuous testing and redesign of current business models and the associated adaptation of increasingly 
customized value propositions are nowadays becoming more and more important for companies. Thereby 
the additional or integrated offering of services as new forms of hybrid value creation are gaining importance. 
Small and medium-sized enterprises (SMEs) in particular are still at the beginning of the challenge of 
successfully designing the transformation to offer product service systems (PSS), as they often lack time, 
technical and methodological resources. This paper first describes the derived requirements for a process 
model of PSS-oriented business model development for SMEs. The requirements result on the one hand 
from the research of current scientific publications on this topic and on the other hand from the analysis and 
evaluation of use cases from practice at SMEs. This is followed by an overview of current process models 
that deal with business model development and innovation. The identified process models are analyzed in 
terms of the considered phases, the used methods, and the industries of the potential users. Furthermore, they 
are examined for SME suitability on the basis of the derived requirements. By means of the comparison of 
the current process models and the requirements from the SMEs the necessity of an adaption and further 
detailing of the individual phases of the process models is pointed out. SMEs have to be able to apply these 
models independently. Finally, the article presents an initial approach specifying the development phase of 
PSS-oriented business models by means of detailed planning with a focus on the mechanical and plant 
engineering sector to support the users. 

 

Keywords 

hybrid value creation; business model development; process planning; product service systems; SME 

1. Introduction 

After the degree of digitization of SMEs has continuously increased in recent years, companies are now at 
an important decision point: as the current IFM study "Future Panel Medium-Sized Businesses 2020" [1] 
shows, SMEs have acquired a clearer understanding of digitization, In this insight digitization is not a self-
contained target, but gives enterprises much more potential. During the first phases of digitization discovered 
potentials must be used and the skills acquired must be channeled in such a way that new innovative value 
propositions can be created. A solution approach that has already been discussed for three decades and 
addresses precisely this integration is the service transformation, i.e. the transformation of manufacturing 
companies towards providers of product service systems (PSS) [2]. A PSS is an integrated offer of one or 
more goods and services [3].While many companies and especially SMEs have long shied away from 
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initiating their service transformation, it has recently become apparent that digitization is acting as a driver 
in this process. By the measurability of usage data, new digital technologies enable, for example, more 
transparent and controllable service processes as well as innovative billing models [4]. It can be observed 
that SMEs are also increasingly making this change in strategy of a service transformation. For the 
development of PSS, a holistic systemic view must always be taken in order to define all relevant elements 
of a production and service system and their relationships to each other. The transformation process must 
thus be considered in direct connection with the possible ecological, technological, socio-cultural and 
institutional potential for change in the production and consumption system. Such a systemic view in the 
innovation process from classic business models to hybrid business models also creates challenges for 
developers, especially in SMEs. The paper explores the research question if existing process models for 
business model transformation meet the requirements for the business model transformation to offer PSS in 
producing SMEs. Therefore the needed requirements from practice which also can be observed in literature 
are derived in chapter 2. The literature review for process models and the synthesis of general phases for the 
transformation process is described in chapter 3. Also the analysis and the evaluation of the selected process 
models is contained. The last chapter summarizes the results in consideration of the research question and 
gives an outlook for further research. 

2. SME requirements for process models for business model transformation to offer PSS 

The Plan-Do-Check-Act (PDCA) cycle is an established model for changing processes, especially in SMEs 
[5]. With its phase-specific structure, it serves as a best-practice example and a possible basis of comparison 
for the requirements to be considered for a process model for the transformation of the business model. 
Therefore, it can be seen as a starting point for any necessary adjustments. 

The PDCA cycle consists of four basic phases, which in turn can be divided into a total of six more detailed 
phases: At the beginning, the task or a problem must first be identified. This task is then analyzed so that 
solutions can be developed. The developed solutions can then be implemented and evaluated. Finally, the 
successful solution to the task must be standardized to ensure a sustainable solution to the task. [5] How 
extensive individual phases of the PDCA cycle are or whether they are complete depends on the requirements 
of the target group and the target context. Requirements for process models therefore relate not only to the 
phases themselves but also to the content that should be covered by the existing phases of the models. Thus, 
in the area of service development or servitization of a product, for example, it is necessary to include the 
customer as well as the structure of the company-specific processes or to involve employees in a 
participatory manner in order to avoid resistance to organizational and cultural change [6]. Further 
requirements for corresponding process models, thus often result from various implementation barriers that 
have to be overcome during the transformation process. 

A transformation of the business model is particularly challenging for SMEs due to limited resources and 
competencies [7]. Within the ongoing research project, further requirements were derived from expert 
interviews and from workshops on topics such as lessons learned, customer journey, or stakeholder analyzes 
based on three different SME use cases. As a result, numerous important aspects were identified. These 
include, for example, a sufficiently long phase for explaining the topic and recognizing its benefits. In this 
way, interest in a transformation can be generated among all participants. In addition to interest in the topic, 
a process model should also generate an understanding of the company's own processes, potential, industries 
and customers right from the start. Above all, from the point of view of the application companies, a process 
model should also provide content to check whether certain minimum requirements prevail in the company 
or include methods to fulfill them. After the requirements that are specifically directed at the first phases of 
a process model, however, requirements also arose for the development phases. Here, it is necessary for 
SMEs that a process model contains best practices or concrete examples for inspiration, so that their own 
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creativity is stimulated and they can also think outside the traditional corporate processes. However, this also 
means that risks can be identified for both the existing business model and the new, innovative business 
model ideas. Only on the basis of known risks a well-founded decision can be made as to whether the 
company's own business model should be transformed. 

If the planned transformation is also to be implemented, a process model should also cover more specific 
areas in terms of content and, in relation to the offering of data-oriented PSS, also provide information on 
how the existing data infrastructure must be adapted or what data infrastructure must be created. Another 
area that a corresponding process model should cover would be practicable assistance for contracting and 
pricing the newly developed offerings. The concepts developed within a process model should then also lead 
to a detailed process concept for implementation in order to get from the initial state to the target state step 
by step. The required qualifications of key personnel should also be identified. At the end of the process 
model, methods for anchoring the target state should also be shown. 

Table 1: Special content and target requirements of SMEs for a process model for the transformation 

Content and target requirements primarily based on SME-use-cases 
A process model should … 
... include a sufficiently long phase for explaining the issue and recognizing its benefits, as well as 
generating interest in a transformation. 
… generate an understanding of the company's own processes, potentials, industries, and customers right 
from the start. 
... check whether certain minimum requirements exist or include methods to fulfil them. 
... include best practices or concrete examples for inspiration. 
... identify risks of the existing business model and also of the developed concepts. 
… include information on how the existing data infrastructure must be adapted or what data infrastructure 
must be created. 
... include workable guidance on contracting and pricing for new offerings. 
... include a detailed process concept to get from the initial state to the target state. 
... identify the required qualifications of key personnel. 
... include methods for anchoring the target state. 

 

In addition to the content requirements for process models summarized, the interviews and workshops 
already mentioned provided insights into cross-cutting requirements that apply independently of individual 
phases or content, e.g. how the content of the process model should be communicated or applied. This 
includes, for example, the approach of first initiating a process top-down via the management level of a 
company and then shaping the successful implementation bottom-up via the operational level in a creative 
and participatory manner.  

From the perspective of the user of the process model, one of the mode requirements is that, wherever 
possible, content is conducted or conveyed within personal discussions between experts and SME 
stakeholders. In this way, employees of transforming companies feel more valued and can receive direct 
assistance even when problems arise. This also means, for example, that content of the process model should 
be easy to understand, especially in terms of language, so that employees with different skills and 
qualifications have the same opportunities to understand it. Content should also be transparent at all times 
with regard to its significance and its specific effects on the overall process. In this way, SMEs do not get 
the feeling that they could be wasting their valuable time senselessly. This also leads to the fact that content 
in the process model could be accomplished temporally as well as financially with low expenditure. In 
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addition, a process model should be implemented with change management methods and a lot of 
communication between all SME participants at the various company levels. In addition to the basic phase-
specific requirement mentioned at the beginning, the mode requirements derived from use cases are 
summarized in Table 2. 

Table 2: Special mode requirements of SMEs for a process model for the transformation 

Mode requirements primarily based on SME-use-cases 
Contents in the process model should ... 
… first be initiated top down at the management level and then developed and implemented sustainably 
bottom up at the operational level. 
… be carried out or conveyed within personal discussions between experts and SME participants. 
… be easy to understand, especially in terms of technical language. 
… be transparent in terms of its importance as well as its specific impact in the overall process. 
… be implemented at low costs in terms of both, time and money. 
… be implemented with change management methods and a lot of communication between all SME 
stakeholders. 

 

It has been shown in practice that SMEs are interested in a specific process model for PSS business model 
development, provided it meets their corresponding requirements. In the following, existing process models 
are therefore analysed and checked for their suitability. 

3. Analysis of selected process models for the business model development 

This chapter presents the procedure and the actual analysis of selected process models. Starting point was a 
literature research for process models for the business model development which, among others, also 
consider the offering of PSS. 

3.1 Literature review 

First of all, various criteria and boundary conditions for the literature research were defined. The research 
should be limited to process models that were published from 2010 onwards. This restriction addresses the 
requirement that explicit methods and technologies should be specified that are of interest for current 
production systems in consideration of the digitization. In addition, the literature, as mentioned above, should 
provide a process model with different phases and not only list points and facts that need to be observed. 
The researched papers were reviewed if they contain or name other process models in their work as 
foundational or state-of-the-art. The papers thus found are also reviewed against the criteria and, if they met 
them, selected accordingly for analysis. All in all 25 process models were collected and present the input for 
the actual analysis. 

Before starting the analysis, a synthesis, based on selected process models is carried out. It aims to define 
general phases for the business model development, because many process models name and categorize their 
phases differently. The general phases are necessary to compare and jointly analyze the models. For this 
purpose, the steps of the four well-known process models Business Model Innovation [8], Business Model 
Management [9], Developing Business Models: 55 innovative concepts with the St. Gallen business model 
navigator [10] and Business Model Generation [11] are compared and the general phases for the analysis 
derived. In his approach, Schallmo considers the six steps of idea generation, vision development, prototype 
development, business model development, business model implementation and business model extension 
[8]. Wirtz and Daiser draw on a total of seven steps, ranging from analysis, ideation and feasibility analysis, 
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through prototyping, decision-making and implementation to sustainability [9]. The third model by 
Gassmann et al. specifies the four steps of initiation, idea generation, integration and implementation for 
the development of business models [10]. By developing business models according to Osterwalder and 
Pigneur, the five steps mobilize, understand, design, implement and execute are proposed and explained [11]. 
Based on the steps of these models, the following six general phases are derived for the analysis of the 
process models: preparation, idea generation, design, evaluation and selection, implementation and 
sustainment. The first phase preparation addresses activities which help to call attention and prepare the 
company for the start of the transformation process. The phases idea generation, design and evaluation and 
selection describe the creative process for new ideas, their design and evaluation. The implementation first 
in pilot areas and for pilot products and later for the whole company or business organisation happens in the 
fifth phase while the operation as well as the continuous improvement process of the business model is 
carried out in the last phase. 

3.2 Conduction and evaluation 

For the detailed analysis the steps of each researched process model for business model development are 
assigned to the general phases. During the assignment, each step is transferred to the general phases by 
noting the heading and a short description or keywords of the step for the corresponding phase (see Table 
3). At the same time, it is also analyzed for each of the phases considered whether the process model 
mentions methods or tools that support the implementation of this step. 

Table 3: extract of the analysis sheet 

model / phase preparation 
idea 
generation 

design 
evaluation & 
selection 

implemen-
tation 

sustainment 

Lins et al. 
(2021) [6] 

attention (1), 
requirement 
(2), current 
status (3) 

creative 
phase (4) 

prototyping 
(5), 
development 
(6) 

contained in 
development 

implemen-
tation (7) 

continuity (8) 

Osterwalder 
and Pigneur 
(2011) [11] 

mobilize (1) understand 
(2) 

design (3) contained in 
design 

implement 
(4) 

manage (5) 

…       
 

Table 3 shows an extract from the analysis sheet documenting the process models. It becomes clear that the 
models can all be assigned to the general phases. In some cases, several steps are assigned to one phase (cf. 
Lins et al. (2021) phase preparation) or 2 phases are addressed with one step, so that this step is valid for 2 
phases (cf. Osterwalder and Pigneur (2011) phase evaluation & selection). In addition to the assignment, the 
two exemplary models suggest methods that support the implementation of the respective step. The Ability 
model, for example, mentions a best practice database for creating attention in step (1). Both models use the 
Business Model Canvas method, among others, to record the current status of the business model and prepare 
for a successful business model development project (cf. Lins et al. (2021) step (3) and Osterwalder and 
Pigneur (2011) step (1)). If methods are mentioned by the authors, they are listed in the analysis sheet and 
assigned to the phases as well as to the steps of the process models. All in all, by analysing the 25 process 
models all general phases are filled with steps even if some process models only cover a few phases of a 
complete transformation as evaluated hereafter. The results of the detailed analysis of the individual process 
models are transferred to a table that provides information on which of the general phases are taken into 
account in the models (see Table 4). An "X" means that the model includes at least one step that can be 
classified in the corresponding phase. The six phases are considered with different frequency (see Figure 1). 
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All models contain steps that can be assigned to the design phase, and 22 of the 25 process models consider 
the phase idea generation. Not quite as often the phases preparation (14 of 25), evaluation and selection (16 
of 25), as well as the phase implementation (19 of 25) are addressed. The fewest models include process 
steps that can be assigned to the phase sustainment. The evaluation and selection of the business model ideas 
is already included as a step in the design of several models, but is then marked and highlighted in the 
analysis for both phases (cf. Osterwalder and Pigneur (2011) in Table 3). 

Table 4: phases considered in the analyzed process models 

model / phase preparation idea 
generation 

design evaluation 
& selection 

implemen-
tation 

sustainment 

Amit und Zott (2015) [12]  X X    
Amshoff (2016) [13] X X X X   
Boßlau (2014) [3]   X X   
Bucherer (2010) [14] X X X X X X 
Echterhoff (2018) [15]   X X X  
Echterhoff et al. (2017) 
(project GEMINI) [16] 

X X X X   

Enkel und Mezger (2013) 
[17] 

 X X  X  

Eurich et al. 2014 [18]  X X X X  
Frankenberger et al. (2013) 
[19] 

X X X  X  

Gassmann et al. 2013 [10] X X X  X  
Johnson (2010) [20] X  X  X  
Köster (2014) [21]  X X X X  
Lehner (2016) [22] X X X X   
Lins et al. (2021) (project 
ABILITY) [6] 

X X X X X X 

Osterwalder und Pigneur 
(2011) [11] X X X X X X 

Peitz (2015) [23] X X X X X  
Pynnönen et al. (2012) [24] X X X X X  
Rose (2015) [25]  X X X X  
Schallmo (2013) [8]  X X  X X 
Sosna et al. (2010) [26]  X X  X X 
Teece (2010) [27] X X X    
Van der Pijl et al. (2016) 
[28] X X X X X  

Weiner et al. (2010) [29]  X X  X  
Wirtz (2010) [9]  X X X X X 
Wirtz und Daiser (2018) 
[30] 

X X X X X X 
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The evaluation of the general phases mentioned shows that the process models take into account about four 
general phases on average. At the same time, according to the evaluation, the individual process models have 
an average of 4.84 process steps. The most steps are proposed in the models Lins et al. (2021) with eight and 
Wirtz and Daiser (2018) with seven. The lowest number of steps in the process models is 3 (cf. 
[12,3,17,20,29]). Regardless of the number of steps, 16 of the 25 models explicitly mention methods and 
tools for a successful execution of the steps (e.g. [15,20,8]) and three others state at least supporting guiding 
questions or starting points for the transformation. A useful tool to support the idea generation as well as the 
elaboration and the design is the application of business model patterns. Five of the analyzed models suggest 
using patterns and contain possible samples of different business models of different branches (cf. e.g. 
[16,10]). These can be examples on actual business models as well as samples with abstracted models. 
Another way of assisting the successful passing through the phases of the process models is to provide a 
software tool that helps the users to transform their business models. Boßlau (2014) and Echterhoff et al. 
(2017), for example, provide tools in form of software programs that support the documentation und 
selection of business model design elements through stored content as well as their links and dependencies. 

 
Figure 1: phases considered by the process models 

3.3 Summary of the analysis results considering the special requirements 

The analyzed process models cover all derived general phases with their respective process steps. Most of 
the steps can be assigned to the phases idea generation and design. Starting from these two phases in the 
transformation process, the number of models that cover the phases with their steps decreases both forwards 
and backwards. In accordance with the requirements for process models for producing SMEs derived in 
chapter 2, it can be stated that many models cover a large proportion of the phases for holistic transformation, 
which is particularly important for SMEs. Pointing out practical methods and tools that can be used in 
numerous models also supports the use and applicability of the models in manufacturing companies. This is 
also strengthened by the models that accompany the implementation of the steps of the process model in 
terms of software programs. Some of the process models have more detailed steps (more than 6 process 
steps), which partially range from raising awareness and documenting the current business model to 
operating the new business model (e.g., [6] and [30]). This supports the transformation of SMEs in particular, 
because the companies can understand the steps well and apply them better. Besides the detailed execution, 
the business model patterns and best practices are a good help and orientation for users of the process model. 
A more in-depth detailing of the patterns or of possible characteristics of business models to explicit process 
descriptions for parts or elements of the new business model in the form of specific process modules is not 
suggested in any of the analyzed models. 
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4. Conclusion 

The procedure of a business model innovation is fundamentally similar to the procedure of certain 
improvement processes, whereby the occurrence of the preparation phase and thus ensuring the readiness 
for transformation is the most important adaptation and is in line with the special requirements of SMEs for 
offering PSS. The analysis has shown that there is already a large number of process models for business 
model development and innovation. The models cover the entire transformation process and provide 
numerous methods and tools, most of which can be used in an industry-neutral manner. However, 
comparison of the models with the specific requirements of producing SMEs shows that most of the models 
do not ensure a close support for the manufacturing companies and that there is no specific preconception of 
individual processes. This poses challenges for SMEs, since they often do not have the technical, human and 
time resources to work their way through the process models independently, parallel to their daily business. 
It is assumed that the generation of ideas is sufficiently supported by the known models and that these ideas 
can be used as input for a detailed planning. The detailed planning is initially to be implemented industry-
specifically for the mechanical and plant engineering sector and, in particular, to support SMEs in designing 
and planning the implementation of new business models for PSS. To this end, standardized processes are 
to be derived and the necessary elements and resources for the design are to be defined. This detailed 
planning is intended to enable SMEs to move independently from their actual business model to their target 
or their desired business model. For a successful transformation of companies in the future, also other topics 
must be considered in more detail, which are either only touched by the analyzed process models or not 
considered at all. In addition to detailed planning, these include a risk management and a simulation of the 
effects of potential risks of the business models to be developed or transformed. Moreover, a user-friendly 
way of pricing PSS transparently and comprehensibly would meet with great approval among SMEs. 
Overall, it can be stated that many detailed process models for business model development and innovation 
exist, but they do not yet fully meet the requirements with regard to support the transformation of SMEs to 
a business model for PSS. Thus this suggests other approaches for considering specific phases of the 
transformation process more in detail. 

 

Acknowledgements 

Parts of this article have been elaborated during the research and development project ABILITY (reference 
number: 02L17B024), which is financed with funding provided by the Federal Ministry of Education and 
Research and the European Social Fund under the "Future of work" programme. 

 

References 

 

[1] IfM Bonn, 2020. Herausforderungen des deutschen Mittelstands in der Corona-Pandemie: Sonderauswertung des 
Zukunftspanel Mittelstand. 

[2] Vandermerve, S., Rada, J., 1988. Servitization of business: Adding value by adding services. European 
Management Journal 6 (4), 314–324. 

[3] Boßlau, M., 2014. Business Model Engineering: Gestaltung und Analyse dynamischer Geschäftsmodelle für 
industrielle Produkt-Service Systeme. Dissertation, Bochum. 

[4] Coreynen, W., Matthyssens, P., Van Bockhaven, W., 2017. Boosting servitization through digitization: Pathways 
and dynamic resource configurations for manufacturers. Industrial Marketing Management 60, 42–53. 

[5] Johnson, C.N., 2002. The benefits fo PDCA: Use this cycle for continual process improvement. Quality Progress 
35 (5), 120. 

115



[6] Lins, D., Arnold, D., Mahl, T., Köhler, C., Kuhlenkötter, B., Prinz, C., 2021. Phasenmodell zur Überwindung von 
Implementierungsbarrieren bei der Entwicklung hybrider Geschäftsmodelle, in: Gesellschaft für 
Arbeitswissenschaft e.V. (Ed.), Arbeit HUMAINE gestalten. Bericht zum 67. Arbeitswissenschaftlichen 
Kongress. GfA-Press, Dortmund. 

[7] Wiesner, S., Nilsson, S., Thoben, K.-D., 2017. Integrating requirements engineering for different domains in 
system development – lessons learnt from industrial SME cases. The 9th CIRP IPSS Conference: Circular 
Perspectives on Product/Service-Systems 64, 351–356. 

[8] Schallmo, D., 2013. Geschäftsmodell-Innovation: Grundlagen, bestehende Ansätze, methodisches Vorgehen und 
B2B-Geschäftsmodelle. Springer Gabler, Wiesbaden, 335 Seiten. 

[9] Wirtz, B.W., 2010. Business Model Management: Design - Instrumente - Erfolgsfaktoren von 
Geschäftsmodellen, 1. Aufl. ed. Gabler, Wiesbaden, 361 pp. 

[10] Gassmann, O., Frankenberger, K., Csik, M., 2013. Geschäftsmodelle entwickeln: 55 innovative Konzepte mit 
dem St. Galler Business Model Navigator. Hanser, München, 320 pp. 

[11] Osterwalder, A., Pigneur, Y., 2011. Business Model Generation: Ein Handbuch für Visionäre, Spielveränderer 
und Herausforderer. Campus Verlag, Frankfurt, New York, 282 pp. 

[12] Amit, R., Zott, C., 2015. Creating Value Through Business Model Innovation. MIT Sloan Management Review, 
36–44. 

[13] Amshoff, B., 2016. Systematik zur musterbasierten Entwicklung technologie-induzierter Geschäftsmodelle. 
Verlagshaus Monsenstein und Vannerdat OHG, Münster. 

[14] Bucherer, E., 2010. Business Model Innovation - Guidelines for a Structured Approach. Shaker Verlag GmbH, 
Aachen. 

[15] Echterhoff, B., 2018. Methodik zur Einführung innovativer Geschäftsmodelle in etablierten Unternehmen. 
readbox publishing GmbH, Münster, 160 pp. 

[16] Echterhoff, B., Koldewey, C., Gausemeier, J., 2017. Pattern based business model development - identification, 
structuring and application of business model patterns. The ISPIM Innovation Forum. 

[17] Enkel, E., Mezger, F., 2013. Imitation processes and their application for business model innovation: An 
explorative study. International Journal of Innovation Management 17 (01). 

[18] Eurich, M., Weiblen, T., Breitenmoser, P., 2014. A Six-Step Approach to Business Model Innovation. 
International Journal of Entrepreneurship and Innovation Management 18 (4), 330–348. 

[19] Frankenberger, K., Weiblen, T., Csik, M., Gassmann, O., 2013. The 4I-framework of business model innovation: 
a structured view on process phases and challenges. International Journal of Product Development 18, 249–273. 

[20] Johnson, M.W., 2010. Seizing the White Space: Business Model Innovation for Growth and Renewal. Harvard 
Business Press, Boston (Massachusetts), 1 online resource (1 volume). 

[21] Köster, O., 2014. Systematik zur Entwicklung von Geschäftsmodellen in der Produktentstehung. Verlagshaus 
Monsenstein und Vannerdat OHG, Münster. 

[22] Lehner, A.-C., 2016. Systematik zur lösungsmusterbasierten Entwicklung von Frugal Innovations. Verlagshaus 
Monsenstein und Vannerdat OHG, Münster. 

[23] Peitz, C., 2015. Systematik zur Entwicklung einer produktlebenszyklusorientierten Geschäftsmodell-Roadmap. 
Verlagshaus Monsenstein und Vannerdat OHG, Münster. 

[24] Pynnönen, M., Hallikas, J., Ritala, P., 2012. Managing Customer-Driven Business Model Innovation. 
International Journal of Innovation Management 16 (4). 

[25] Rose, H., 2015. Methode zur agilen Geschäftsmodell-Innovation. Dissertation, Stuttgart. 

[26] Sosna, M., Trevinyo-Rodríguez, R.N., Velamuri, S.R., 2010. Business model innovation through trial-and-error 
learning : the Naturhouse case. International journal of strategic management (Vol. 43.), 383–407. 

116



[27] Teece, D.J., 2010. Business Models, Business Strategy and Innovation. Long Range Planning 43, 172–194. 

[28] van der Pijl, P., Lokitz, J., Solomon, L.K., 2016. Design a better business: New tools, skills, and mindset for 
strategy and innovation. Wiley, Hoboken, 269 pp. 

[29] Weiner, N., Renner, T., Kett, H., 2010. Geschäftsmodelle im "Internet der Dienste": Trends und Entwicklungen 
auf dem deutschen IT-Markt. Fraunhofer-Verl., Stuttgart, 68 pp. 

[30] Wirtz, B.W., Daiser, P., 2018. Business Model Innovation Processes: A Systematic Literature Review. Journal of 
Business Models 6 (1), 40–58. 

 

Biography 

Dominik Lins (*1991) has been working as a research assistant at the Chair of Production Systems (LPS) 
at the Ruhr-University Bochum since 2016 in the field of production management. He earned a bachelor’s 
and master’s degree in mechanical engineering at the Ruhr-University Bochum. His primary research topics 
are the digitalization of production systems and product service systems. 

Dominik Arnold (*1991) completed a cooperative engineering education in mechanical engineering at the 
Bochum University of Applied Sciences and worked at the company Eickhoff Bergbautechnik GmbH. Since 
2019, he has been working as a research assistant at the Chair of Production Systems (LPS) in the field of 
production management and is conducting research in the area of product service systems. 

Christian Köhler (*1980) has been professor of industrial engineering and management as well as scientific 
director of the Institute of Industrial Engineering (wi institut) at Saarland University of Applied Sciences 
(htw saar) since 2016. Previously, Prof. Dr.-Ing. Christian Köhler worked as head of the production and 
engineering department for the global company Festo.  

Tobias Mahl (*1992) has been working as a research assistant at the Institute of Industrial Engineering (wi 
institut) at Saarland University of Applied Sciences (htw saar) since 2019. He earned a bachelor’s and 
master’s degree in industrial engineering at Saarland University of Applied Sciences (htw saar). His primary 
research topics are business model innovation and product service systems. 

Christopher Prinz (*1985) studied mechanical engineering at the Ruhr-University Bochum. After receiving 
his doctorate in 2018 on the topic of knowledge management in production, he was named Academic 
Councilor at the Chair of Production Systems (LPS). As part of the chair management, he is responsible for 
the strategic development of the chair and the initiation and controlling of research projects. 

Until 2009 Bernd Kuhlenkötter (*1971) was responsible for product management and technology at ABB 
Robotics Germany. In 2009 Bernd Kuhlenkötter took over the Professorship for "Industrial Robotics and 
Production Automation" at the Technical University of Dortmund. Since 2015 he holds the professorship of 
the Chair of Production Systems (LPS) at the Ruhr-University Bochum. 

117



 

CONFERENCE ON PRODUCTION SYSTEMS AND LOGISTICS 
CPSL 2021 

__________________________________________________________________________________ 
 

DOI: https://doi.org/10.15488/11235 

 

2nd Conference on Production Systems and Logistics 

Transformation Of Change Requests Into IT-Modules of ERP- and 
ME-Systems 

Andreas Külschbach, Günther Schuh, Volker Stich 
Institute for Industrial Engineering (FIR) at RWTH Aachen University, Aachen Germany  

 

Abstract 

Industrial practice shows a strong trend towards digitalization. It is not only economic crises, such as those 
triggered by Covid-19, that are reinforcing this trend. It is also the entrepreneurial urge to fulfill customer 
wishes in the best possible way and to adapt to new requirements as quickly as possible. Due to the advancing 
digitalization, the role of business application systems in manufacturing companies is therefore becoming 
increasingly important. The data processed in IT-Systems represent a great potential, especially for the 
evaluation of change requests in production. Through efficient change management, companies can record 
and process changes quickly. However, the necessary data basis to decide on existing change requests is still 
hardly used. Existing IT-Systems for change management coordinate the processing of change requests, but 
do not relate to data of operational application systems such as Enterprise-Resource-Planning. Therefore, a 
conceptual approach is required for the evaluation of change requests. This approach is based on an objective 
recording system that enables the transformation from the change description to an evaluation space. The 
paper presents an approach for the systematic transfer of requirement characteristics into the world of 
operational IT-Systems. 

Keywords 

Change Request; Change Management; ERP; Evaluation 

1. Introduction 

1.1 Initial situation 

The industrial revolutions have brought many changes within production and markets. The international 
orientation of many companies leads to the exploitation of new markets and new customer segments. The 
exploitation of such markets is linked to changing competitive situations with competitors. New markets can 
also show enormous differences in customer requirements. In addition, the market situation can change more 
rapidly than ever before due to advancing digitalization [1]. The customers who consume the products and 
services are constantly creating new requirements. According to the Kano model, the requirements of users 
are continually shifting. The model clearly shows how old products and product features are considered 
obsolete after a certain time and are taken for granted by the customer. [2] These trends in the development 
of markets have accelerated significantly in recent years. Digitization promotes the exchange of information 
both on the customer side and on the side of the manufacturers of products and services. The customer and 
his requirements for a product define the market success and thus the competitiveness of a company. This is 
why customer centricity is more important than ever before. [3] 

These developments have led to enormous pressure on product development and production cycles. Time is 
elementary for the development of competitive advantages. Therefore, the product development times are 
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shortened. This is to ensure that customer requirements are fulfilled. [4] The difference between customer 
requirements and product functions must be kept as small as possible. The shortening of development times 
for new products goes hand in hand with a shortening of the utilization phase and thus a shortening of the 
product life cycle. [5] 

1.2 Problem definition and motivation 

The initial situation explained in the previous section leads to major problems for manufacturers. Highly 
competitive markets lead to increased pressure on companies to meet customer requirements in the best 
possible way. This leads to a high frequency of changes. The changes can affect the product directly or the 
structures that are used for manufacturing [6]. Looking at the manufacturing industry, a study from Germany 
attributed a significant role to change management for the 2020s [7]. One of the reasons for this is the high 
complexity of change management. It is a holistic approach that takes into account correlations between the 
areas of organization, technology, process and product [8] [9]. Moreover, this correlation must be considered 
in the digital representations of production. In manufacturing advancing digitization is continuously 
generating data streams, which are coordinated using operational application systems. It is particularly the 
use of data that characterizes the production and value creation processes [10]. In terms of change 
management, such consistent use of data is currently not evident. The systems established on the market 
focus on the management of change. This means that the handling of a change request is prioritized, and the 
systems rarely have interfaces to the operational application systems of the production and development 
department. Consequently, the data generated by the production system is not directly integrated into the 
management process of a change. The lack of a definition for a standardized change request evaluation 
process is one of the reasons for the insufficient integration. A comparison with change management norms 
and standards shows that the evaluation process is mentioned by most of them but is not specified in greater 
detail. The reference process of change management of the German Association of the Automotive Industry 
serves as an example at this point. This is explained in the associated guideline (VDA 4965) and is shown 
in Figure 1. It is noticeable that the assigned reference step does not contain any associated process 
descriptions for the evaluation process [11] [12]. This lack of integration and consideration of operational 
application systems in change management standards and norms is the reason for the missing integration 
into change management systems. This means that the people who decide whether to accept or reject a 
change request must rely on their expertise or search for information in the operational application systems 
to take it into account. 

 
Figure 1: Engineering Change Management reference process [11] 

The aim of the present approach is therefore to demonstrate a way in which change requests can be made 
evaluable with the help of operational application systems in use. This requires an approach that enables a 
connection between an existing change request and functions of the operational application systems to 
comply with the holistic approach in the sense of change management. For this purpose, first the objective 
recording of a change request is explained. It is followed by a concept for establishing a connection to the 
IT systems based on the recorded characteristics of a change request. For this purpose, an approach is 
presented that uses the Aachen-PPS-model as a reference system to link the recorded characteristics with the 
functions of the operational application systems. In conclusion the results are discussed and further need of 
research is highlighted. 
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2. Conception and detailing of the solution approach 

The focus of the following sections is to integrate functions of operational application systems into the 
reference process of change management. To evaluate a change request the decision-relevant information 
must be established. This information can be found within an Enterprise-Resource-Planning System (ERP) 
and Manufacturing-Execution-System (MES) [10]. 

2.1 Neutral objective recording of changes 

The handling of changes is usually regulated internally. In most cases, it is precisely defined according to 
which specifications a request must be recorded and in which order it must be processed in accordance with 
internal change management [8] [11]. The analysis of common standards shows a wide use of evaluation 
categories. In industrial practice, a combination of descriptive text in combination with defined parameters 
(mass, costs, cycle time, etc.) is often used for data recording. In order to standardize the recording process, 
companies have created templates to enable standardized recording. [13] An analog recording is the most 
frequently used type of recording. Change management systems increase the degree of digitization at this 
point by digitally representing the recording documents. In change recording, it is common to estimate 
effects, which is why a subjective value is the basis of the recording. This subjectivity cannot be corrected 
in the subsequent evaluation process. Therefore, a systematic approach is required to carry out a fact-based 
evaluation after the recording. For the objective recording of a change request, the approach developed by 
KÜLSCHBACH ET AL. is used. This uses the methodology of the characteristic schema to generate 
standardized description characteristics and can be seen in Figure 2 [14]. The approach is useful for executing 
a transformation due his standardized characteristic values which avoid textual descriptions by users. It 
excludes the subjective interpretation. This enables a consistent transformation. 

 
Figure 2: Characteristics schema for change request recording [14] 

2.2 Transformation 

The change management systems do not provide a direct link to facts or information but focus, as described 
in the introduction, on the pure management and coordination of change requests. This creates a gap in the 
information flow, which makes the evaluation even more difficult and is not considered user-friendly. To be 
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able to perform a transformation from the level of the characteristic schema according to 
KÜLSCHBACH ET AL. a process-related reference is required. Operational application systems are 
characterized by their support function within order processing. Therefore, the processes of order processing 
can be understood as a connecting element between the characteristic attributes of the characteristic schema 
and the functions of the operational application systems. The elaborations of SCHUH ET AL. offer a suitable 
framework for this, as the tasks of production planning and control are defined as a descriptive reference 
model [15]. The analysis of the publications of SCHUH ET AL. shows a deficit in the integration of IT-
Systems. The wide distribution and use of the approach therefore shows the need for research [16] [17] [18]. 

 
Figure 3:Transformation matrix for characteristics schema to PPS tasks – domain Origin 

For connecting IT-modules to the tasks of production planning and control a two-stage procedure was 
selected for the transformation. This is based on the TRIZ methodology according to ALTSHULLER, which 
is used to solve complex tasks. A concrete problem is transformed into a solution space and then concretized. 
This is necessary because the direct solution path from specific problem to specific solution is too complex. 
[19] This is also valid for a transformation from the characteristic schema to IT-modules and functions. 
Therefore, a generally valid reference point for the assignment of characteristic attributes to IT-modules and 
functions is needed. This reference is given by the tasks of the Aachener-PPS-model according to 
SCHUH ET  AL [15]. Based on these elaborations, a logical derivation of the assignments was developed in 
the first step of the transformation. These correlations between characteristic attributes of the schema from 
KÜLSCHBACH ET AL and tasks from the Aachener-PPS-model were made based on an analysis of content 
description. In addition, the correlations were validated in discussions with experts from industrial practice. 
These experts were representatives from different ERP providers like Asseco Solutions; Comarch, SAP® 
and proALPHA. Figure 3 shows the correlations between the characteristic attributes of the domain Origin 
(represented within rows) and the tasks of production planning and control (represented by columns). As an 
example, an excerpt of the correlations of the characteristic attribute Customer from the Author domain will 
be explained. The customer as the source of a change has a decisive impact on sales planning (Core task: 
Production program planning) since customer requirements are decisive for this planning. From the sales 
plan, internal production demands, based on end products, can be identified. The characteristic attribute 
therefore also correlates with the tasks of product program planning (Network task: Network config.) and 
primary demand planning (Core task: Production program planning). If a change is initiated by the 
customer, his sales orders may be affected, which in return may have an impact on the order release task of 
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the in-house production planning and control. Through the correlations between characteristic schema and 
Aachener-PPS-model tasks, the specific problem was transferred to the solution space according to TRIZ 
methodology. Based on these correlations, the user can understand how the characterized change request 
affects certain production tasks. After that, a connection to IT systems must be established to provide the 
user with additional data and information. This allows effects of the associated change to be evaluated on a 
data basis. Therefore, the second step of the transformation, the correlations between tasks from the 
Aachener-PPS-model and IT-modules and functions were analyzed. For this purpose, the current 
performance range of ERP and MES were analyzed. The range of performance was defined by the means of 
requirement specification sheet, which are used for the selection of ERP and ME systems. The requirement 
specification sheets for ERP and MES were provided by Trovarit AG. The Trovarit AG supports national 
and international companies in the selection of ERP and ME systems. It has a platform on which over 700 
ERP providers and over 350 MES providers are listed to participate in tenders. The analyzed requirement 
specification sheets are used for these tenders.  

As a result of the analysis, connections are made between the tasks of the Aachener-PPS-model and modules 
of the IT-Systems. At this point, correlations are to be clarified based on the task In-house production 
planning and control. This core task of the Aachener-PPS-model is characterized by controlling and planning 
activities. These includes planning functions such as detailed resource planning and sequencing of 
production orders. These planning functions are described in the production planning IT-module which is 
why this IT-module is clearly related to the core task In-house production planning and control. 
Furthermore, a comparison is made with the current stock levels and stock status as part of the material 
availability check. This clearly shows that material and warehouse management as an IT-module is affected 
to the In-house production planning and control core task. As a result of the analysis, correlations to modules 
of production planning, material master data management, material and warehouse management, as well 
as shipping can be determined. The complete result of the analysis for all tasks of the Aachener-PPS-model 
is summarized in Figure 4. 

 
Figure 4: Assignment of IT-modules to production planning and control tasks 
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Based on this allocation, the detailing of the identified IT-modules can be carried out for all tasks of the 
Aachener-PPS-model. For this purpose, the requirements specification sheet of an ERP and an ME system 
were analyzed in detail for every IT-module [20] [21]. To show the correlations, the core tasks were 
summarized in rows and the IT-modules with their functions are summarized in columns as shown in Figure 
5. In the following, the scope of the core task Production demand planning will be explained in excerpts. 
The aim of Production demand planning is the realization of the production program. The determination of 
demand can be carried out deterministically with the help of bill of materials (BOM) explosion. These are 
stored in the material master data, which is why there is a correlation to Material master management and 
BOM management within the IT function module Material master data management. For the Disposition 
module, a correlation to Material disposition can be proven since this is decisive for the determination of 
heuristic requirements. Since no allocation with stocks within the Gross secondary demand determination 
takes place, no correlations can be proven in the module Purchase and Procurement. The Net secondary 
demand determination determines the necessary dependent demands to be procured. This takes place by 
consideration of different stock types, which are planned either on date or summarized within a period. This 
justifies the correlation to Production program planning and Production planning. Since material master 
data are also used, the correlations of the Gross secondary demand determination for the individual functions 
Material master management as well as Material planning are also valid. In addition, the result is the 
material quantity to be procured. Therefore, a correlation must exist in the context of Order quantity 
determination and Purchase requisitions. The subtask Procurement type allocation must determine for the 
materials to be procured, according to which procurement type is acted. This is stored in the material master 
data, which is why there is a correlation with the function Material master management. The strategic Make-
or-buy decision is a core component of Production demand planning, which is why the associated task 
correlates. Lead time scheduling structures the production process from a time perspective. Compared to 
detailed In-house production planning and control, rough key dates are targeted. For this, an unlimited 
capacity of resources is assumed. Resource management is therefore directly affected. The reference to 
production orders is established in the context of Production planning, which additionally enables the 
possibility of a first rough Production simulation. For the subtask Capacity demand determination, the 
required available capacity is determined. The processing time depends on the unit lead time and the number 
of units. Therefore, a correlation to Lot sizing can be identified. The entirety of the correlations is shown in 
Figure 5. 

 
Figure 5: Correlation between Production demand planning and IT-Modules 
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3. Outlook and need for further research 

The results of the study are two transformation matrices which enable a transfer to modules and functions of 
the operational application systems ERP and MES. The approach generates a standardized procedure for 
transforming and evaluating change requests. Users can link the change request with data and information 
from operational application systems. The approach presented in this paper enables users to understand the 
linkage between tasks of the production system and specific IT functions. The first transformation matrix is 
used to transform an objectively recorded change request. The use of the Aachener-PPS-model guarantees a 
high degree of transferability to manufacturing companies. The second transformation enables the user to 
identify affected IT functions. Discussions with providers of ERP systems and experts from industrial 
practice show that the use of standardized requirement specification sheets enables a high degree of 
transferability to industrial practice. The approach presented in this paper can therefore be applied regardless 
of the IT-Systems used. This allows an integration into the change management processes of industrial 
companies. 

Further research must be conducted to define the preparation for decision support. Regarding the usability 
of the presented approach, special attention must be paid to the management suitability. It is necessary to 
describe the impact effects of a change request in a standardized way. Only an objective presentation of the 
evaluation result guarantees the reliability of a following evaluation process. In conclusion, the combination 
of objective recording, transformation and evaluation allows a comprehensive and objective evaluation of 
change requests. The approach presented in this paper contributes to the further development of production 
systems that can adapt more quickly to changing customer requirements. 

 

References 

 

[1] Lauer (2021) Change management: Fundamentals and success factors. Springer, Berlin, [Heidelberg] 

[2] Coleman (2015) The customer-driven organization: Employing the Kano Model. A productivity press book. CRC 
Press, Boca Raton 

[3] Plehn 2017 A Method for Analyzing the Impact of Changes and their Propagation in Manufacturing Systems. 
Dissertation, Technische Universität München 

[4] Schuh et al. (2017) Enabling Agility in Product Development through an Adaptive Engineering Change 
Management. Procedia CIRP 63: 342–347. doi: 10.1016/j.procir.2017.03.106 

[5] Vernon 1966 International Investment and International Trade in the Product Cycle. The Quarterly Journal of 
Economics 80(2): 190–207 

[6] Smith (2017) Reliability, maintainability, and risk: Practical methods for engineers, Ninth edition. Butterworth-
Heinemann, Kidlington, Oxford, United Kingdom, Cambridge, MA 

[7] Koch et al. (2015) Änderungsmanagement in der Produktion, München 

[8] Becerril et al. 2016 Estimating the effects of Engineering Changes in early stage product development. 18th 
INTERNATIONAL DEPENDENCY AND STRUCTURE MODELING 2016(18): 125–135 

[9] Bauer et al. 2020 Modular change impact analysis in factory systems. Prod. Eng. Res. Devel. 14(4): 445–456 

[10] Achatzi et al. 2020 Application and Information Integration. In: Vajna S (ed) Integrated Design Engineering. 
Springer International Publishing, Cham, pp 549–585 

[11] Verband der Automobilindustrie (2010) ECM Recommendation Part 0 (ECM): VDA 4965 – Part 0 

[12] Verband der Automobilindustrie (2010) ECM Recommendation Part 1 (ECR): VDA 4965 – Part 1 

124



[13] Macke et al. 2016 Standardization of Smart Manufacturing Change Management. In: Goh YM, Case K (eds) 
Advances in manufacturing technology XXX: Proceedings of the 14th International Conference on 
Manufacturing Research, incorporating the 31st National Conference on Manufacturing Research, September 6 - 
8, 2016, Loughborough University, UK. IOS Press, Amsterdam, pp 541–546 

[14] Külschbach et al. 2020 Charakterisierung von Änderungsanfragen in Produktionssystemen. ZWF 115(11): 765–
768 

[15] Schuh et al. (2012) Produktionsplanung und -steuerung 1. Springer Berlin Heidelberg, Berlin, Heidelberg 

[16] Lödding (2016) Verfahren der Fertigungssteuerung: Grundlagen, Beschreibung, Konfiguration, 3. Auflage. VDI-
Buch. Springer Vieweg, Berlin, Heidelberg 

[17] Wiendahl et al. (2019) Betriebsorganisation für Ingenieure: Mit 279 Abbildungen, 9., vollständig überarbeitete 
Auflage 

[18] Westkämper et al. 2018 Fertigungs- und Fabrikbetrieb. In: Grote K-H, Bender B, Göhlich D (eds) Dubbel: 
Taschenbuch für den Maschinenbau. Springer Berlin Heidelberg, Berlin, Heidelberg, S128–S162 

[19] Springer International Publishing TRIZ. Theory of inventive problem solving: Level 1. TRIZ from A to Z 

[20] Bach et al. (2019) Marktspiegel Business Software ERP/PPS 2019/2020: Anbieter - Systeme - Projekte, 10. 
Auflage, revidierte Ausgabe. Trovarit, Aachen 

[21] Wiendahl et al. (2019) Marktspiegel Business Software - MES - Fertigungssteuerung 2019/2020. Trovarit 

 

Biography 

Andreas Külschbach M.Sc. (*1991) has been working as a project engineer at FIR at 
RWTH Aachen University since 2017. In his current position as head of Production 
Planning as part of the Production Management Division, he supports companies in 
various industries in the design and implementation of efficient production and logistics 
systems. He also participates in different research projects. 

 

Prof. Dr.-Ing. Dipl.-Wirt. Ing Günther Schuh (*1958) holds the Chair of Production 
Systems at the Machine Tool Laboratory (WZL), is a member of the Board of Directors 
at the Fraunhofer Institute for Production Technology (IPT), Director of the Research 
Institute for Rationalization e. V. (FIR) at RWTH Aachen University and head of the 
Production Technology Cluster. He is founder of the Schuh & Co. group of companies 
based in Aachen, St. Gallen and Atlanta. 

 

Prof. Dr.-Ing. Volker Stich (*1954) has been head of the Institute for Industrial 
Management (FIR) at the RWTH Aachen University since 1997. Prof. Dr.-Ing. Volker 
Stich worked for 10 years for the St. Gobain-Automotive Group and lead the management 
of European plant logistics. In addition, he was responsible for the worldwide coordination 
of future vehicle development projects. 

125



 

CONFERENCE ON PRODUCTION SYSTEMS AND LOGISTICS 
CPSL 2021 

__________________________________________________________________________________ 
 

DOI: https://doi.org/10.15488/11267 

 

2nd Conference on Production Systems and Logistics 

Requirements For Incentive Mechanisms In Industrial Data 
Ecosystems 

Joshua Gelhaar1, Jan Ruben Both1, Boris Otto1 
1Fraunhofer Institute for Software and Systems Engineering ISST, Dortmund, Germany 

 

Abstract 

In the increasingly interconnected business world, economic value is less and less created by one company 
alone but rather through the combination and enrichment of data by various actors in so-called data 
ecosystems. The research field around data ecosystems is, however, still in its infancy. In particular, the lack 
of knowledge about the actual benefits of inter-organisational data sharing is seen as one of the main 
obstacles why companies are currently not motivated to engage in data ecosystems. This is especially evident 
in traditional sectors, such as production or logistics, where data is still shared comparatively rarely. 
However, there is also consensus in these sectors that cross-company data-driven services, such as 
collaborative condition monitoring, can generate major value for all actors involved. One reason for this 
discrepancy is that it is often not clear which incentives exist for data providers and how they can generate 
added value from offering their data to other actors in an ecosystem. Fair and appropriate incentive and 
revenue sharing mechanisms are needed to ensure reliable cooperation and sustainable ecosystem 
development. To address this research gap and contribute to a deeper understanding, we conduct a literature 
review and identify requirements for incentive mechanisms in industrial data ecosystems. The results show, 
among other things, that technical requirements, such as enabling data usage control, as well as economic 
aspects, for instance, the fair monetary valuation of data, play an important role in incentive mechanisms in 
industrial data ecosystems. Understanding these requirements can help practitioners to better comprehend 
the incentive mechanisms of the ecosystems in which their organisations participate and can ultimately help 
to create new data-driven products and services. 

Keywords 

Requirements; incentives mechanisms; data sharing; industrial data ecosystems 

1. Introduction 

The steady spread of information and communication technologies leads to the fact that data is increasingly 
a driver of change and economic growth [1]. Whereas in the past data was primarily used to improve internal 
processes, today it more and more serves as a strategic resource that forms the basis for the development of 
data-driven innovations and business models [2]. At the same time, however, data generation and data 
processing are neither the core competence nor the core business of most companies. In addition, it is 
increasingly no longer just the company's own data that is of interest [3]. On the one hand, large amounts of 
data are needed for meaningful analysis purposes, which is further reinforced by the trend towards artificial 
intelligence. On the other hand, the required data is often not generated within the respective company itself. 
As a result, data-driven innovation and economic value creation are less likely to be created by individual 
organisations or in traditional value chains. Instead, data-driven value creation takes more and more place 
in cross-industry, socio-technical networks - so-called data ecosystems [4]. This development implies that 
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participation in data ecosystems is becoming increasingly likely and relevant for companies. Some authors 
even claim that ecosystem engagement is an urgent necessity rather than a choice for companies [5]. 
However, many companies are still reluctant to share their data with others and are therefore unable to take 
advantage of the potential and benefits that arise from participating in data ecosystems [6]. In particular in 
traditional sectors, such as production and logistics, data is still comparatively rarely shared across 
companies [7]. One main reason for this is seen in the fact that it is often not clear what incentives exist and 
ultimately how data providers can benefit when they offer their data to other actors in an ecosystem [8]. For 
this reason, a functioning and sustainable ecosystem requires fair and appropriate incentive mechanisms 
which motivate actors to participate in a data ecosystem [9]. To address this research gap and contribute to 
a better understanding about the structure of incentive mechanisms in industrial data ecosystems, we aim to 
answer the following research question in this paper: 

Research question: What are requirements for incentive mechanisms in industrial data ecosystems? 

The remainder of the paper is structured as follows: First, we give an overview of the theoretical concepts 
of industrial data ecosystems and incentive mechanisms. Section 3 describes our structured literature review 
and analysis process. Afterwards, we outline the identified requirements for incentive mechanisms in 
industrial data ecosystems. Finally, we conclude the paper with a discussion of the results and provide an 
outlook on future research topics. 

2. State of the art 

2.1 Use case example: Collaborative condition monitoring 

Condition monitoring is the process of regular or permanent monitoring of a machine condition by measuring 
and analysing physical parameters such as vibration or temperature. The goal is to analyse the data from the 
machine sensors to detect behavioural patterns that may indicate a developing fault in the machine. This data 
is classically shared bilaterally, e.g. exclusively between the machine manufacturer and the machine 
operator. The idea of collaborative condition monitoring (CCM) is that data is not only shared bilaterally but 
multilaterally between all actors in an ecosystem [10]. This increases the amount of data available which in 
turn improves the results of the data analysis. Figure 1 gives an overview of a CCM use case. The component 
supplier shares lifetime or reliability relevant data about the machine components produced by him. In return, 
he gains access to operating data for his components and other relevant associated machine data. This enables 
the optimization of his components or new services, such as proactive spare parts management. Based on 
historical data from many machines in a wide variety of environments, the machine manufacturer can use 
AI methods to recognize how, for example, the availability and tolerances of the machines change in 
production. With this knowledge, the manufacturer can proactively contact the machine operator with a 
maintenance offer and generate increased customer satisfaction. For this, however, the machine 
manufacturer needs the operating and environmental data of the machine operator. The machine operator 
provides this data and benefits from the predictive maintenance service of the machine manufacturer with 
increased machine availability. However, the potential of CCM can only be realized in practice if data is 
shared by as many actors as possible. This also includes actors who may not generate any directly apparent 
added value by sharing their data. For this reason, incentive mechanisms are needed that address all actors 
and motivate them to participate in collaborative data sharing [10]. 
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Figure 1: Collaborative condition monitoring use case overview [10] 

2.2 Industrial data ecosystems 

Data is often seen as the raw format that becomes information through processing. This information is then 
combined and interpreted to generate knowledge that can be used for decision-making processes or new 
business models [11]. This value creation process is also known as the data value chain [12]. A data value 
chain generally consists of the three phases: data collection, data interpretation, and data exploitation [8]. 
Data collection includes the generation and acquisition of data by e.g. sensors [13]. Subsequently, data 
analysis methods such as machine learning are used to process raw data into useful information. Lastly, in 
the exploitation phase, the information is integrated into business activities and translated into business value 
such as cost reduction [12]. Due to the development that data-driven services and products are increasingly 
based on the combination of multiple data sources from various actors, the different phases of the data value 
chain are often performed by different actors instead of one resulting in new forms of cross-company 
collaboration [14]. These forms of collaboration are also referred to as data ecosystems which, consequently, 
focus on the cross-actor generation, processing, and use of data with the aim of creating added value for all 
actors involved [15,7]. In this context, data ecosystems can generally emerge in the three domains scientific, 
government, and industry [16]. Since data ecosystems consisting of industrial companies in particular have 
not been well studied, we focus on industrial data ecosystems in this paper [17]. Data ecosystems are 
characterized by, among other things, complex interdependencies among their participants leading them in 
some cases to work cooperatively and competitively at the same time, which is also known as coopetition 
[18]. Based on the data at the focus of an ecosystem, different actors have varying relationships to it. This 
leads to different roles with a variety of functions that can be taken on [16]. At a minimum, there are the 
following three roles: Data providers who collect and provide data, analytics service providers who analyse 
the data, and data consumers who perform data exploitation activities [8]. 

2.3 Incentive mechanisms in industrial data ecosystems  

Incentive mechanisms are studied in many different fields when it comes to encouraging people or 
organisations to do something in exchange for a reward. Incentive mechanisms in industrial data ecosystems 
are important for the following reasons: As described above, data-driven products and services are 
increasingly based on the combination of different data which originate from both internal and external data 
sources [19]. However, many companies are reluctant to share their data with others as the data may contain 
confidential and valuable information and sharing it could consequently strengthen competing companies 
[20]. Second, it is difficult to valuate what a data provider should get back for its data, e.g. in the form of 
money, as there are still no standardized methods for the monetary valuation of data both in research and 
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practice [7,21]. Finally, all activities in the data value creation process incur costs, e.g. for maintaining the 
data and its quality along the data lifecycle [8,22]. Similarly, making data available for sharing creates costs 
in terms of effort and time for the data providers [23]. However, revenues are only generated in the data 
exploitation phase [8]. For these reasons, the expenses for all other activities that can be performed by 
different actors must be compensated by the revenues from the data exploitation activity in such a way that 
a win-win situation is achieved for all actors involved [24,8]. This compensation can be done in different 
ways such as a direct payment or indirectly through, for example, a service [8]. Incentive mechanisms should 
ultimately ensure that each actor is appropriately rewarded for sharing their data, to promote fair and 
sustainable collaboration in the ecosystem [25]. 

3. Research method 

The objective of this study is to identify requirements for incentive mechanisms for data sharing in industrial 
data ecosystems based on findings from the relevant literature. We, therefore, performed a structured 
literature review following the approach by [26] and the guidelines by [27]. We chose Scopus as our 
scientific literature database because it contains more than 25,100 titles from more than 5,000 international 
publishers and thus promises great results for our field of interest, indexing the most relevant journals and 
conference proceedings [28]. We performed an initial search using the keywords "data ecosystem" AND 
"data sharing" AND "incentive". This, however, resulted in no hits. To overcome this shortcoming, we 
decided to expand and simplify the keywords. Therefore, we used "data sharing" OR "data exchange" AND 
"incentive" as our search query. We added the term "data exchange" because it is used synonymously with 
the term "data sharing" by some authors in the literature [29]. The results were limited to English language 
literature and peer-reviewed only. As a first set, this resulted in a number of 344 papers. Within this initial 
set of papers, we examined the titles, abstracts, and keywords in terms of relevance to our research question. 
We eliminated papers, for example, dealing with incentive mechanisms for sharing research data as 
conditions and incentives within these research data ecosystems are different from those in industrial data 
ecosystems [16]. This filtering process resulted in 17 relevant papers. We then performed a forward and 
backward search as suggested by [30] which resulted in 10 additional relevant articles. In addition, we added 
the 15 articles on industrial data ecosystems from a recent systematic review of the data ecosystem literature 
in which the authors selected and reviewed articles based on additional search terms in other prominent 
bibliographic databases [16]. This resulted in a total of 42 articles as the basis for the literature analysis 
process (see Figure 2). 

 
Figure 2: The structured literature review process 

For the literature analysis, we followed an explorative approach to identify relevant similarities and 
interesting facts to answer our research questions [30]. The rationale for choosing this exploratory approach 
is the lack of theories on incentive mechanisms in industrial data ecosystems. To code the literature, we 
followed the grounded theory coding process [31]. Accordingly, open coding was first used to label the 
literature with categories that summarize the relevant content. Subsequently, relationships between the 
categories were identified by axial coding. Last, selective coding was applied to aggregate the identified 
categories into more general dimensions. In summary, we obtained five aggregated dimensions that 
represent, respectively, requirements for incentive mechanisms in industrial data ecosystems. These five 
requirements are described individually in detail below. 
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4. Results 

4.1 Requirement 1: Ensure quid pro quo 

One of the main requirements of incentive mechanisms mentioned in the literature is to ensure that each 
actor has to benefit through its participation in the data ecosystem [20]. Otherwise, it would not be rational 
for a company to participate in the ecosystem if the participation would lead to a worse company state [8]. 
Here, quid pro quo means that every actor who puts something into the data ecosystem, in the form of data, 
money, or any other effort, must also get something back. Particularly for data providers, it must be 
unambiguously and transparently clear how they can profit by sharing their data [24]. This requires that data 
providers must be adequately compensated for their data, for the costs incurred in collecting and storing the 
data, and for the risk they take in sharing it [8]. In general, therefore, it is necessary to consider within the 
ecosystem how the revenues, which are usually generated only when data are exploited, are distributed fairly 
[25]. For this it is required that the shared data is valuated in monetary terms, which is still a great challenge 
due to the special characteristics of data [7]. That is why some authors propose models that take into account 
proportionally how much contribution the shared data has on the revenue or lead to an improvement of the 
data-based service [13,8]. However, these models also have the challenge of calculating this proportionate 
added value of the total value. This is especially difficult when multiple data sets from different data 
providers are combined and analysed by one data consumer [8,25]. Nevertheless, a distribution of profits or 
the compensation of efforts does not necessarily have to be monetary for all actors. Instead, an actor may 
receive other forms of payment in return for their data, such as data or a service [24]. For these reasons, it is 
important to identify and quantify what added value each actor can receive through their participation in the 
data ecosystem. In this regard, there are often cases in which one's own added value is not directly 
recognizable for some actors [24]. If this is the case, the other ecosystem actors should transparently present 
and demonstrate this possible added value, e.g. by showing possible improved economic key performance 
indicators [13]. In literature and practice, there are increasing ideas to solve these challenges of profit 
distribution with blockchain-based tokens as these can be exchanged digitally more easily and securely than 
money, for example [32]. 

4.2 Requirement 2: Improve data quality 

A second requirement identified in the literature is the incentive to share data with a high quality in the 
ecosystem. Since data is the basis for data ecosystems and the added value they create, it is important that 
the data in the ecosystem has a high quality, e.g. is correct and consistent [33]. However, data quality is 
context-dependent, which is why data providers often do not know what data quality is required by data 
consumers [34]. For this reason, on the one hand, there must be sufficient opportunities in the ecosystem for 
communication and feedback between data providers and the other actors, such as the analytics service 
providers, so that data quality can be continuously improved [16]. In some situations, it may also be useful 
to share poor quality data and let other actors or a crowd use and improve it [35]. On the other hand, all data-
providing actors must be incentivized to provide high-quality data to the ecosystem. Higher quality data 
generally serves as a better basis for service providers' data-based analytics, who consequently can generate 
higher revenues with higher-quality data [13,8]. For this reason, among others, higher data quality is 
associated with higher monetary data value [22]. Based on this, it seems reasonable and necessary to 
incentivize high data quality within the data ecosystem, e.g. through monetary incentives. Compensating the 
effort for high data quality can also lead to network effects since a data set with a high quality has a higher 
chance to be used in the ecosystem and could also be relevant for several other actors [8]. 

4.3 Requirement 3: Establish trust 

Another requirement for incentive mechanisms frequently mentioned in the literature is the establishment of 
trust. Trust is central to motivate actors to participate, e.g. by sharing their data in a data ecosystem [13,24]. 
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On the one hand, this can be trust towards other actors in the ecosystem and for which purposes they will 
further use the shared data [36]. This is also often associated with trust in the technical infrastructure that is 
used for data sharing and the requirements it can fulfil, for example, with regard to data security and 
sovereignty. On the other hand, this can be trust in the actual shared data and its quality, as poor data quality 
can lead to significant damage in e.g. business processes [24]. These different types of trust in the data 
ecosystem can be established through a number of ways and methods. Firstly, these can be technical 
measures that regulate data security, data access, and data usage rights, for example, or track where data 
comes from and goes to [20]. This kind of trust can be established through the use of trust-building 
technologies, such as distributed architectures and ledger technologies, or through program verification and 
certification [9]. Secondly, trust can also be established through legal measures, such as contracts, or 
organisational and governance measures, such as joint agreements and rules for the ecosystem [37]. Another 
way to build trust in data ecosystems is to establish a trustee, such as a data fiduciary, who can serve as an 
independent intermediary between the ecosystem actors such as data providers and data consumers [9,38]. 
This concept is based, among other things, on a good reputation that the actors have towards this third party. 
In general, reputation is mentioned by some authors as another measure to build trust. For example, [39] 
introduce a blockchain-based infrastructure that allows data providers to be rated, which in turn can lead to 
data providers with better ratings being trusted more and vice versa. 

4.4 Requirement 4: Foster sustainable ecosystem building 

The data ecosystem concept is based on the idea of companies combining their individual offerings and data 
into an integrated solution that enables actors to create value through joint efforts [7]. Consequently, each 
actor hopes that the common goal is greater than the sum of its individual parts, and thus that they are better 
off by participating in the ecosystem than if they were alone [8,40]. For a functioning and sustainable data 
ecosystem, it must therefore be ensured that, on the one hand, each actor has an individual business model 
and a business strategy within the ecosystem and, on the other hand, that the ecosystem as a whole has 
common goals and value propositions [33,6]. Conversely, individual interests of the various actors and the 
complex relationships between them can lead to conflicting goals in the ecosystem [16]. For example, 
maximizing revenue for a data consumer may conflict with maximizing welfare for the entire ecosystem [8]. 
In addition, the ecosystem actors need to cooperate in some areas that do not directly add value or generate 
revenue, such as the joint development of standards for data models and interfaces [8,20]. Ultimately, a 
successful and sustainable data ecosystem must ensure that its members have a shared understanding of the 
ecosystem's operations and goals as well as that each actor is satisfied with its position in the ecosystem [41]. 
Sustainability in this context also means that the data ecosystem considers how it wants to develop further 
in the future and how, for example, new actors are accepted into the ecosystem. Depending on the structure 
and objective of the ecosystem, different decisions can be made in this regard [37]. 

4.5 Requirement 5: Avoid free-riders 

Another category identified in the literature deals with hitchhiking and free-riders. Analogous to the sharing 
of other material or immaterial goods, the problem of free riding can also be observed in the sharing of data. 
This can be explained, on the one hand, by the fact that data sharing can result in the loss of exclusive control 
over the data, and opportunism on the part of competitors can inflict great losses on the sharing parties [42]. 
On the other hand, analogous to other forms of cooperation between companies, spillover effects can also 
be expected in data ecosystems [43]. These two circumstances can reduce the willingness of companies to 
share their data with others and instead encourage free-riding. For these reasons, incentive mechanisms must 
address and prevent excessive selfish behaviour by actors and promote truthfulness [33,8]. This is 
particularly relevant for alliance-driven and emerging data ecosystems, as these ecosystems can only 
function if several actors make contributions in the form of investments, for example [9,20]. In addition, the 
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ecosystem community should consider how to deal with free-riders or even harmful behaviour and under 
what circumstances actors can be excluded from the ecosystem. 

5. Conclusion 

Using a structured literature review, we identified requirements for incentive mechanisms in industrial data 
ecosystems in this paper. The analysis of the existing literature has shown that some papers have already 
dealt with incentive mechanisms in data ecosystems. However, authors often focus only on single aspects, 
such as technical matters or specific domains. To the best of our knowledge, there is no previous work that 
provides a comprehensive overview of these different approaches in the form of requirements as it has been 
done in this paper. 

From our results, we can derive several implications for theory and practice. In terms of scientific 
contributions, our work firstly contributes to a deeper general understanding of the emerging and still 
unexplored research field around industrial data ecosystems. In addition, the systematic description of the 
requirements aims to expand the existing body of knowledge about incentive mechanisms in data ecosystems 
and to contribute to the specification of a common understanding of these complex issues. In addition, our 
results can help in the development of incentive mechanisms and thus be the basis for methods for the 
sustainable building of data ecosystems that have not yet been explored in the literature [16]. 

Furthermore, the results of our paper provide multiple contributions for practitioners. First, the results can 
be used by organisations to understand the incentive mechanisms in the data ecosystems in which they are 
already involved. A better understanding of these issues could help practitioners shape the incentive 
mechanisms, and thus the data ecosystem, to their advantage and ultimately generate greater value from 
them. Second, the results of this study can help organisations and communities to build and design data 
ecosystems along with their incentive mechanisms, with the goal of realizing the benefits of sharing data 
across organisations [9]. 

The results of our study are, naturally, subject to certain limitations which should be taken into account 
when interpreting them. First, the identified requirements are based on an analysis of the scientific literature 
on industrial data ecosystems by the author team making the data search and analysis itself subject to 
interpretation. Consequently, other researchers might derive different results depending on their individual 
influences, preferences, and predilections. In addition, consideration of practice-based insights, such as those 
gained in case studies, could validate or extend the paper findings. Second, it should be noted that due to the 
constant technological progress and the still small number of studies, the concepts and understanding around 
industrial data ecosystems and incentive mechanisms are constantly evolving [15]. Lastly, the lack of a clear 
understanding and commonly accepted definition of data ecosystems makes it difficult to distinguish 
between related ecosystem concepts, e.g. platform ecosystems and other related forms of collaboration, such 
as corporate alliances or business networks [16]. 

However, the above-mentioned limitations indicate opportunities for future research topics. A possible next 
step would be to analyse how the requirements described can be implemented in practice. For this purpose, 
some of the requirements described should be examined in greater depth and their implementation options 
analysed. For example, it could be investigated in more detail how trust can be established in practice via 
technologies and how these can be implemented, or how trust can be measured in an ecosystem [9]. In 
general, building on the identified requirements and following related research topics, we see the 
development of design principles that support practitioners in the systematic implementation of incentive 
mechanisms for industrial data ecosystems as a next useful research avenue. 
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Abstract 

Tractor-trailer Mobile Robot systems consist of a nonholonomic mobile robot regarded as a tractor and 
several passive trailers linked to the tractor via a hinge. As these systems are in many cases more economical 
compared to multi mobile robot systems, they are nowadays used for the transport of various objects in the 
field of logistics. Hence an exact and efficient path planning algorithm is required. Due to the highly non-
linear characteristics of such a system, path planning is always a challenging problem. Many path planning 
algorithms have already been proposed for mobile robots. While some of these approaches can solve the 
path planning problem for robots with multiple trailers, the solutions are usually complex, limited to a 
specific hardware configuration, or very computationally expensive. In this work, we present an algorithm 
that, although still computationally expensive in its current form, provides a very simple, extensible, and 
flexible solution for path planning of tractor-trailer robots.  Based on a conventional global planner for 
mobile robots (like A* or Dijkstra), our algorithm adjusts the global path according to the dimension of the 
carried object so that the whole system traverses a collision-free path. We take advantage of the fact that the 
global planner has already planned a collision-free path for the mobile robot (tractor), which the trailer 
follows almost exactly on straight paths. Accordingly, collisions occur predominantly in or shortly after 
curves. We designed our algorithm to detect these particular curves and adjust the curve radius so that no 
collision occurs. This way, we do not need to re-plan the whole trajectory. Also, we can upgrade almost any 
planning algorithm for mobile robots to work with tractor-trailer systems. We validate our method based on 
a series of simulations. First real-world experiments are also very promising.  

Keywords 

Tractor-Trailer mobile robots; Path Planning; Object Transport 

1. Introduction 

Large and heavy robots are often needed to transport large or heavy components. These robots not only cost 
more than smaller robots, but they also consume more power and occupy additional hall space. Besides, the 
oversizing of robots leads to a waste of raw materials and energy. In this context, it becomes necessary to 
consider how to increase the capabilities of smaller robots. One way to achieve this is the cooperation of a 
formation of smaller robots. Robot formations are often used to extend the capabilities of a single robot or 
to break down complex tasks into simpler subtasks [1]. In this way, formations consisting of multiple mobile 
platforms equipped with manipulators can transport or assemble objects that would otherwise be too heavy, 
big or delicate for a singular mobile manipulator.  In these formations, the mobile manipulators generally 
consist of a nonholonomic mobile platform equipped with an industrial robot. While multi-robot formations 
increase a robotic system's total carrying capacity, they still require additional expensive hardware to scale 
to a new task. The control of these formations also increases the complexity of the transport process. 
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Consequently, in this work, we present an approach to replacing a robot formation member with a passive 
auxiliary device. The passive auxiliary device supports the transport object on one or more sides, thus 
reducing the robot's load. As shown in Figure 1, only a part of the object has to be held by the robot, which 
halves the effective gravity force. 

 
Figure 1: Top view of a mobile manipulator (MuR 205) transporting an aluminium construction profile in 

combination with a roller board 

In this work, we use a conventional roller board (RB) as an example of a cheap passive auxiliary device. The 
robot carries the RB on its loading platform and then places it at one of the object's ends before loading the 
transport object (see Figure 2). The object is detected using Canny Edge Detection from the Open Source 
Computer Vision (OpenCV) library. In our tests, the transport object was a 3 m long aluminium construction 
profile. One end of this profile is laid on the RB (see Figure 1). The profile can be loaded by the robot itself 
(see our previous work in [2]) or by a second mobile robot (when a second robot has to be used for loading, 
it can still perform another task during the object transport). After the robot has loaded the first end and 
grasped the other, it pulls the passive RB behind it as a trailer. The resulting system resembles a tractor-
trailer robot (TTR), where the mobile manipulator acts as the tractor.  

 
Figure 2: Top view of the TTR (MuR 205) transporting an aluminium construction profile 

The main advantage of a TTR is that pulling the object on a trailer requires less energy than carrying the 
same object. Also, the resulting force load is much lower. Therefore, we can achieve nearly the same payload 
as a multi-robot system with a lower number of robots. A major disadvantage of this approach is that the RB 
and, thus, the object's position can no longer be actively controlled. Instead, the RB's trajectory is a 
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consequence of the robot's trajectory, which means the RB is likely to collide with an obstacle. Conversely, 
the tractor's path planning must be modified to take the trailer into account.  

After giving a short overview of related work, we present our modified path planning algorithm and our 
simulation model in section 3. In section 4, we present our simulation results and provide a conclusion and 
outlook on future work in section 5. 

2. Related work 

The problem of path planning for TTRs has been in the focus of many researchers over the last decades [3]. 
The various researchers have created many planners to solve path planning in different ways with different 
advantages and disadvantages. Although the research focuses on various aspects of the aforementioned 
problem, the most basic task is always to find a trajectory on which the tractor and trailer arrive at the target 
position in the correct orientation. This task is then made more difficult by including obstacles [4],[5], driving 
in reverse [6],[7] or adding more trailers [8],[9]. The first step in planning a trajectory is usually model 
design. A kinematic or dynamic model of the entire system is established, and subsequently, the parameters 
of this model are identified [10]. Researchers may choose a kinematic model over a dynamic model because 
it has fewer parameters and is easier to identify and compute [10]. But even for a kinematic model, the 
nonholonomic constraints and relatively large dimensional state-space can make modelling and 
identification very challenging [11]. 

Consequently, many approaches have been developed to deal with model design and model identification 
[3] [11]. These works have in common that the model is used to generate a motion plan after the modelling 
phase. The motion plan is then given to a controller, which tries to keep the trailer on this target by controlling 
the tractor [12]. This classic approach has certain advantages. For example, the position of several trailers 
can be controlled very precisely [9] so that the trailer(s) can be placed in the correct position for loading and 
unloading. This is important when, as in the case of a truck, the trailer does the actual transport, and the 
towing vehicle cannot unload the cargo. As we have proved in another publication [2], our system, on the 
other hand, is able to monitor the position of the trailer and to load and unload the transported objects itself. 
This means that in our case, it is not necessary to control the exact path and final position of the trailer as 
long as there is no collision with obstacles.  

We intend to use this advantage to develop a novel approach to the path planning of tractor-trailer systems. 
As described, the goal of this approach is not to maximize the tracking performance or to enable complicated 
manoeuvring or turning procedures. Instead, we are creating an approach that is as simple as possible and 
can be added modularly to an existing path planner.  

Other distinctive characteristics 

Typical areas of application for TTRs are logistics [13],[14] and agriculture [15]. In such cases, there is a 
fixed coupling point for further trailers at each tractor and trailer. This coupling point is usually designed to 
define the coupling position precisely while the orientation is unrestricted. This allows effortless and 
inexpensive attachment of trailers as well as their exact control. However, this design is also very limiting. 
The manoeuvring behaviour of the TTR depends very strongly on the position of the coupling point [16]. 
Furthermore, the rigid coupling leads to a reciprocal influence of both system's error dynamics. Disturbances 
acting on the tractor are transferred to the tailer and vice versa. Using a manipulator to couple the object to 
the tractor, we can shift the coupling point's position as desired. This means we can influence the kinematic 
behaviour to adapt the TTR to changes in the environment. Also, the manipulator can be operated in 
impedance control mode, which partially dampens external disturbances. 
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 Another difference from most existing work is that there is no persistent link between tractor and trailer. 
The object is only coupled to the tractor by gripping it using a robot. The connection between the RB and 
the object is only caused by friction. This makes the entire system very flexible in terms of the transport 
objects' size and shape, but the additional degrees of freedom also make it very difficult to describe the 
system behaviour analytically. Therefore, in the following, we present an approach that largely avoids 
analytical modelling and identification for path planning and instead intuitively adapts the tractor's path 
similar to a human truck driver. 

3. Path planning algorithm 

As described, the main task in literature is usually to plan the optimal trajectory for a given set of constraints. 
Setting up these constraints and then optimizing the path can make this process very cumbersome. Otherwise 
accessible objectives, such as energy or time optimized path planning or the coordination of several TTR 
systems to avoid collisions between robots, become very complex. This increase in complexity is caused by 
the coupling of kinematic constraints in a TTR. Therefore, our approach is based on a multi-step procedure 
(see Figure 3), which reduces the effects of coupling and enables the use of any global path planner made 
for a single mobile robot.  

 
Figure 3: Flow chart of our proposed algorithm for path modification 

First, we use the global path planning algorithm to generate the path target for the tractor. As we only 
consider the tractor in this first planning step, we can use any arbitrary planner from literature. This also 
means that our modification algorithm can be modularly “attached” to any existing navigation stack . To 
obtain an approximation for the trailer's path, we use a robot model in the Gazebo simulation environment 
(see section 3.1). If the simulation shows that the trailer maintains a safe distance from obstacles, we do not 
make any changes to the path and pass it directly to the local planner. Alternatively, we perform the 
procedure shown in Figure 3 to adjust the tractor's trajectory online, which we will describe in the following. 

3.1 Simulation model 

The simulation model is used to estimate how the trailer moves given the tractor's path. It consists of a mobile 
platform model, a manipulator model, an object model, and a trailer model. The models were created in the 
simulation environment Gazebo and are shown in Figure 4. Gazebo uses a numerical dynamics simulation 
to estimate the RB's motion. The advantage to an analytical model is the ease of model changes. Compared 
to a conventional TTR, we have to account for various additional parameters like manipulator pose, the angle 
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of the profile, and 4 loose wheels (the typical configuration is 2 loose and 2 fixed wheels). With a numerical 
dynamics simulation, we can add these parameters to the model without significantly increasing complexity. 

 
Figure 4: Model of the TTR in the simulation environment Gazebo  

To build our entire system model, we used the manufacturer's existing models for the manipulator and the 
mobile platform. In this way, we achieve behaviour that is as realistic as possible. We calculate the object's 
mass, inertia, and center of gravity based on the manufacturer's CAD data and specifications. We assume 
that the object and its coupling to the manipulator are rigid. The coupling to the RB is made by static friction. 
We assume a friction coefficient µH of 0.5 for aluminium on wood according to [17]. The RB is modelled as 
a rigid plate with a length of 59 cm and a width of 29 cm. The four wheels are mounted on bearings along 
their vertical and rotational axes1. The bearings are assumed to have a friction coefficient of cR,b  =  0.01. 
The wheels' dimensions and distance are taken from the real roller board used to verify our simulations. The 
rolling resistance of the plastic wheels cR,w is assumed to be 0.01. 

3.2 Path modification 

While moving in a straight line, the trailer is always located exactly behind the tractor, eliminating the 
possibility of collisions with the surrounding area. Conversely, this means that all collisions with the 
environment occur in or shortly after curves. To minimize the computational effort, we only adjust the global 
trajectory segments in which the tractor takes a curve. The identification of these segments is described in 
section 3.2.1. Section 3.2.2 describes the modification process we have developed to adapt the existing path 
to a tractor-trailer system.  

3.2.1 Curve detection 

A curve is characterized by the presence of both linear vx and angular velocities ω at the same time. 
Therefore, the first step is to derive the global path and exclude all segments, where one of the two velocities 
is zero. All segments where |𝑣𝑣𝑥𝑥| ≫ |𝜔𝜔𝑧𝑧| are also excluded, as curves with a very low curvature do not lead 
to any significant displacement of the trailer. Next, the start- and endpoints of the individual curve segments 
are determined. The start point is always the first point of the segment, and the endpoint the last point. Figure 
5 shows the segmented path. The start- and endpoints of the respective curve are marked in step 3 and 4.  By 
comparing the start orientation 𝜗𝜗𝑆𝑆 and end orientation 𝜗𝜗𝐸𝐸, the direction of the curve can be determined in the 
last step. If 𝜗𝜗𝑆𝑆 > 𝜗𝜗𝐸𝐸 it is a left curve, otherwise a right curve.  

 
1 For visual reasons, the wheels in our model are attached on the side instead of underneath. The kinematic behaviour 
is still equal. 
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Figure 5: The four steps of curve identification. Start points are marked with a circle; endpoints with an x. 

After determining all curves, which may cause a collision, the tractor's path is now modified in these 
segments. 

3.2.2 Curve modification 

In the curve modification, the simulation is used to determine the RB's minimum distance from any obstacle 
in every curve. If the minimum distance is below a predefined threshold, this curve is modified. We have set 
the threshold to 30 cm since this value is also preset as the mobile robot's safety distance. Should the RB get 
closer to an obstacle at the inner side of a curve, we simply increase the curve radius. This is done by defining 
two points p1 and p2. Given the start pose xS and the end pose xE as  

𝒙𝒙𝑠𝑠 = (𝑥𝑥𝑠𝑠,𝑦𝑦𝑠𝑠,𝜗𝜗𝑆𝑆)𝑇𝑇 𝒙𝒙𝐸𝐸 = (𝑥𝑥𝐸𝐸 ,𝑦𝑦𝐸𝐸 ,𝜗𝜗𝐸𝐸)𝑇𝑇 
(1) 

p1 and p2 are defined as: 

𝒑𝒑1 =  �
cos(𝜗𝜗𝑆𝑆) ∙ 𝑑𝑑1 − 𝑘𝑘 ∙ sin(𝜗𝜗𝑆𝑆) ∙ 𝑑𝑑2 + 𝑥𝑥𝑠𝑠
sin(𝜗𝜗𝑆𝑆) ∙ 𝑑𝑑1 + 𝑘𝑘 ∙ cos(𝜗𝜗𝑆𝑆) ∙ 𝑑𝑑2 + 𝑦𝑦𝑠𝑠

� 𝒑𝒑2 =  �
−cos(𝜗𝜗𝐸𝐸) ∙ 𝑑𝑑1 + 𝑘𝑘 ∙ sin(𝜗𝜗𝐸𝐸) ∙ 𝑑𝑑2 + 𝑥𝑥𝐸𝐸
−sin(𝜗𝜗𝐸𝐸) ∙ 𝑑𝑑1 − 𝑘𝑘 ∙ cos(𝜗𝜗𝐸𝐸) ∙ 𝑑𝑑2 + 𝑦𝑦𝐸𝐸

� 

(2) 

The length d1 defines the distance from p1 tangential to xS and p2 tangential xE. The length d2 denotes the 
parallel distance to the tangent through xS and xE where k equals: 

𝑘𝑘 =  �
−1  𝑓𝑓𝑓𝑓𝑓𝑓 𝜗𝜗𝑆𝑆 <  𝜗𝜗𝐸𝐸  

1 𝑓𝑓𝑓𝑓𝑓𝑓 𝜗𝜗𝑆𝑆 >  𝜗𝜗𝐸𝐸   

(3) 

In the next step, we use a 3rd order Bézier curve to compute a new trajectory between xS and xE. The Bézier 
curve is described by: 
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𝒙𝒙(𝑡𝑡) =  ��
𝑛𝑛
𝑖𝑖
� 𝑡𝑡𝑖𝑖 ∙ (1 − 𝑡𝑡)𝑛𝑛−𝑖𝑖 ∙ 𝑏𝑏𝑖𝑖

𝑛𝑛

𝑖𝑖=0

 
(4) 

with = 3 , 𝑡𝑡𝑆𝑆 ≤ 𝑡𝑡 ≤ 𝑡𝑡𝐸𝐸  , 𝒃𝒃1 = 𝒙𝒙𝑆𝑆, 𝒃𝒃2 = 𝒑𝒑1, 𝒃𝒃3 = 𝒑𝒑2 and  𝐛𝐛4 =  𝒙𝒙𝐸𝐸. As shown in Figure 6, the curve radius 
is increased depending on the parameters d1 and d2.  

         
Figure 6: Bezier Curve with all control points (left: original; right: modified) 

Several factors influence the selection of these parameters. On the one hand, a high value for 𝑑𝑑1 or 𝑑𝑑2 may 
result in collisions with obstacles at the outer edge of the curve. Also, the total path becomes longer, resulting 
in longer transport times. On the other hand, a value that is too small does not solve the original issue. 
Experiments show that we can achieve a good middle ground for 𝑑𝑑1 = 𝑙𝑙/2 , where 𝑙𝑙 is the total length of the 
TTR. The length 𝑑𝑑2 is determined using the local costmap. The local costmap is provided by the Robot 
Operating System (ROS) and represents the cost of traversing different areas of the map close to the robot. 
The cost map specifies, among other things, the smallest distance that the robot must maintain from an 
obstacle to avoid colliding with it (see Figure 8). By placing 𝒑𝒑2 at the boundary of the costmap (the next 
increase in cost), we can maximize the curve radius without risking a collision of the curve's outskirt. For 
this purpose, the smallest distance to the local costmap in the direction of  𝒑𝒑2 is determined for 𝑑𝑑2 =  0. This 
distance is then set as 𝑑𝑑2, whereby the maximum value is limited to 𝑑𝑑2 = 𝑑𝑑1. This process is carried out for 
all curves with a risk of collision. If the endpoint of a curve is closer from the start point of the next curve 
than 𝑑𝑑1, both curves are combined. For this purpose, the end pose of the first curve 𝑥𝑥𝐸𝐸,1 and the start point 
of the second curve 𝑥𝑥𝑆𝑆,2 are deleted. The Bézier curve is then fitted with 𝒃𝒃1 = 𝒙𝒙𝑆𝑆,1, 𝒃𝒃2 = 𝒑𝒑1,1, 𝒃𝒃3 = 𝒑𝒑2,1,
𝒃𝒃4 = 𝒑𝒑1,2,𝒃𝒃5 = 𝒑𝒑2,2  and  𝐛𝐛6 =  𝒙𝒙𝐸𝐸,2.  

Lastly, the local planner uses the modified path to calculate the motion commands for the tractor. An 
exemplary modified global path is shown in Figure 5 on the right. This publication focuses on the global 
planner, so we will not describe the modifications to the local planner in detail. At this point, it is only 
important that the local planner uses the global trajectory, the costmap and the footprint of the robot to 
generate the motion commands for the tractor. We provide more detail on the estimation of the robot footprint 
in [16]. With this, our algorithm is complete, and we will evaluate it in the next section.  

4. Evaluation 

To validate our approach and as a proof of concept, we conducted simulative and physical experiments. In 
both cases, it was shown that collisions could be avoided even in confined environments. Nevertheless, we 
will focus exclusively on simulation results in this publication since they provide a much simpler and more 
accurate evaluation of the individual trajectories and different environments that can be tested. For the 
simulation, we use the model presented in section 3.1. The object is a 3-meter long aluminium construction 
profile with a weight of 4.5 kg. Considering the length of the profile and the gripper's additional weight, one 
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mobile manipulator could not transport this profile alone. Three of the maps we tested are shown in Figure 
7. The original global path (target path) is also marked, as created by the lattice motion planner [18]. 

 
Figure 7: The three maps used for evaluation. The start of the global trajectory is marked with a circle and the end 

with an x.   

The global path was set as the target path for the TTR and then modified as described in section 3.2. Looking 
at the tractor path compared to the target, both are very similar on straights and light curves. This is expected, 
as we only modify curves with high curvature. In modified curves, the modification results in a larger curve 
radius. The larger radius is especially noticeable at the end of the tractor path in map 2. Here, two curves 
with a high curvature are positioned closely, which causes our planner to combine both curves into one (see 
section 3.2.2). The increase in the curve radius also leads to an extension of the path length, as described 
previously. In map 1, the path length increases from 35 m to 36.2 m, in map 2 from 42 m to 45.1 m, and in 
map 3 from 40 m to 42.2 m. Figure 7 shows that the path modification works as intended. No collisions 
occur between the RB and the environment, although it appears as if the minimum distance threshold has 
been violated in some curves. However, this is only a visualization issue. As shown in the magnified section 
from map 1 (Figure 8), the higher cost region is not entered. In summary, this means that our approach is 
capable of generating a collision-free trajectory for a TTR. 

The main disadvantage of our approach arises from the calculation of the trailer trajectory via numerical 
simulation. Since the calculations are currently performed on the low-powered robot computer, they can 
only be performed with a real-time factor (RTF) of one. This means that the RB trajectory calculation with 
simultaneous collision checking takes roughly the same amount of time as traversing the trajectory. 
However, using faster external computation, the simulation could be performed at much higher RTFs in the 
future. 

Regarding the simulation accuracy, we observed that qualitatively the calculated trailer path corresponds to 
the physical trajectory. As mentioned previously, we use the manipulator to couple the trailer to the tractor. 
The manipulator uses an impedance controller to allow for force-free rotation of the profile around the 
coupling point. However, unlike the simulated manipulator, the real manipulator cannot control the rotational 
stiffness and rotational damping exactly to zero. This means that a small amount of stiffness and damping 
remains, which counteracts the RB's rotation around the coupling point. Therefore, the real profile does not 
rotate as much as in the simulation, causing the RB to be slightly steadier and have a slightly larger curve 
radius. After the first tests, it looks like this difference could be mitigated by altering the simulation model 
and not requiring a change in path modification. 
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Figure 8: Magnified section from Figure 7 (map 1) 

 

5. Conclusion and outlook 

We have presented an approach that extends a single mobile robot's capabilities regarding object size and 
weight using an ordinary roller board. The addition of a passive RB introduces several issues for navigation 
and manoeuvring confined environments. To overcome these issues without significantly increasing 
complexity, we have presented an intuitive approach to modify an existing path that takes inspiration from 
a human truck driver. For this purpose, our algorithm is inserted as a module between the existing global 
and local planner. The modification works by first detecting all curves of the path. A simulation model then 
determines in which curves a collision potentially occurs. Next, we use a Bézier spline to increase the 
respective curve radius. This approach allows the separation of global path planning and kinematic/dynamic 
modelling, thereby simplifying the planning process and model design. We tested this approach in various 
scenarios and demonstrated its effectiveness in simulation. The transport of a construction profile shows that 
even minor modifications to the path can significantly reduce collision risk. For future work we plan to 
develop a visual system for tracking the trailer. In this way, we can perform a quantitative evaluation of 
physical experiments. We are also looking for a suitable analytical model. Currently, the time-consuming 
trailer trajectory estimation is the biggest disadvantage of our approach. The estimation time could be 
drastically lowered if an analytical model is established for the specific system.  
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Abstract 

Globalized markets require a high degree of flexibility in existing production and logistics environments. 
Flexible intralogistics systems are one key component for enabling versatile production by ensuring material 
supply and providing a dynamic link between different production stages. Challenged by historically grown 
production layouts and the increasing need of adaptable supply routes due to new forms of workshop organ-
ization like matrix production, state-of-the art approaches for intralogistics systems based on automated 
guided vehicles (AGVs) are not sufficient for mixed indoor and outdoor operation. In order to enable a truly 
flexible operation of systems in these mixed indoor and outdoor scenarios, new solutions for navigation and 
planning as well as increased autonomous capabilities of AGVs need to be focused (e.g. adaptive detection 
of driveable regions). 

In this paper, we propose an approach of hierarchical navigation utilizing a node-based representation of the 
production and logistics environment to allow flexible pathing and routing of AGVs. Based on inherent 
information of each node, autonomous capabilities of AGVs are activated according to the requirements of 
the area of operation. To prove reliability of the proposed hierarchical and flexible navigation, an evaluation 
of the approach is performed utilizing an industrial mobile system enhanced by autonomous capabilities in 
varying real-world cross-building scenarios. 

 

Keywords 

Autonomous Two Truck Systems; Network Based Pathing and Routing; Digitalized Production Environ-
ment 

1. Introduction 

Modern production concepts place high demands on the flexibility and availability of intralogistics systems 
as a link between general material supply and the individual production stages [1]. As a reactive supply 
system with high availability, automated guided vehicles (AGVs) are gaining popularity in an increasing 
number of application areas, [2] driven in particular by the transfer of high-performance sensors and algo-
rithms from the field of autonomous driving [3] as well as advances in the area of free navigation without 
infrastructure. [4–7] 

One key element that prevents the use of AGVs in production environments is the need for the intralogistics 
system to be operated between buildings with mixed traffic, as required by historically grown infrastructure 
with physically separated warehouses and shop floor buildings as shown exemplary by the Audi plant in 
Ingolstadt in figure 1. Indoor and outdoor areas place specific and different demands on navigation of AGVs, 
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which result from different environmental influences, the volatility of the working environment and opera-
tional specifications. This concerns both the global level of navigation, involving the path planning between 
a starting point and a destination, and path execution (local level of navigation) including the sensing of and 
reaction to obstacles in the environment on the planned path. For indoor areas with relatively constant envi-
ronmental conditions and quasi-static settings, different approaches to path planning have to be pursued than 
for outdoor areas with changing environmental conditions and frequent changes in scene due to mixed traffic. 
The situation is similar in the area of path execution, where the reliability and information content of different 
sensors differ significantly for indoor and outdoor scenarios, requiring efficient switching of the chosen 
solution for navigation. 

 
Figure 1: Historically grown factory layout with mixed indoor and outdoor areas given by example of the AUDI factory 
in Ingolstadt in Germany. Hypothetical production areas (green) are separated from storage areas (blue) by outdoor 
paths of varying lengths (orange) (left: Orthofoto DOP80 © Bayrische Vermessungsverwaltung, CC BY 3.0 DE, right: 
© OpenStreetmap contributors, CC BY-SA 4.0) 

To enable a holistic navigation of AGVs without losing the advantages of specific algorithms, we present a 
framework for hierarchical navigation using a node-based representation of the working environment. Intro-
ducing a top-level planning instance enables flexible navigation of AGVs and offers the possibility to acti-
vate required autonomous capabilities of AGVs by inherent information coding. 

In the following chapter work related to navigation in mixed indoor and outdoor areas for AGVs is outlined. 
In the third chapter the proposed framework for hierarchical navigation utilizing a node-based representation 
of the working environment with inherent information encoding is presented and the control of autonomous 
capabilities based on inherent information is detailed. In chapter 4 the hierarchical approach for flexible 
navigation is exemplary implemented using an AGV in a reference scenario for evaluation purposes. Finally, 
an outlook on further improvements is given. 

2. Related work 

Research in the field of mixed indoor and outdoor navigation for AGVs has been gaining popularity lately 
following the increasing availability of adequate sensors and outdoor capable vehicles as well as press cov-
erage of companies planning to utilize autonomous robots for last mile delivery.  

In the context of AGVs, the task of navigation can be divided in the three sub-tasks of  
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• the abstraction of the working environment,  
• the planning of a global path and  
• the execution of a resulting trajectory following the path. 

The primary approach towards abstraction of the working environment in a mixed indoor and outdoor envi-
ronment is done by extending established solutions for indoor use cases into the mixed indoor and outdoor 
environment. [8] describes the use of simultaneous localization and mapping (SLAM) in mixed indoor and 
outdoor scenarios, without addressing path planning as part of the holistic task. A hierarchical approach for 
the representation of the working environment using SLAM generated maps on an execution level and a 
connection graph on the planning level suitable for navigation purposes is described in [9]. Addressing the 
high demand on memory and processing power generated by a single map, a semantic approach with auton-
omous detection of traversing areas and triggering of corresponding SLAM configurations is shown in [10]. 
While the potential of SLAM for localization and map generation in static environments with a high number 
of references is indisputable, the applicability for holistic navigation in mixed indoor and outdoor scenarios 
is low. The main reasons can be found in the limited environmental information provided by maps generated 
using onboard sensors and the necessity for prior recording of maps to allow for autonomous navigation. 

[11] addresses the problem of poor scalability using metric maps by combining a topological planning layer 
with multiple local SLAM maps enabling for flexible pathing while simultaneously resulting in significantly 
improved planning times and comparable performance to metric maps. However, this approach still depends 
on map generation with onboard sensors prior to autonomous navigation. Yet it shows the clear advantages 
of a hierarchical approach for navigation. 

For pathing of AGVs in mixed indoor and outdoor environments, graph-based solutions using topological 
or hybrid maps show clear advantages over metric maps for large and changing environments. Combined 
with adequate solving algorithms, an optimal path can theoretically be found at any time with little compu-
tational demand, if all relevant factors are known to the system. [12] 

Alternative approaches for unknown working environments skip global path planning and instead focus on 
a reactive concept for trajectory execution, by using vision sensors combined with artificial intelligence. 
This approach yields similar results to an uninformed path planning algorithm for changing environments. 
[13,14] 

An approach towards a flexible navigation based on changing environmental conditions is detailed in [15] 
with a focus on an adaptive localization for mobile robots in indoor and outdoor environments using an 
Extended Kalman Filter (EKF). However, the solution is based on an already planned trajectory with inher-
ent information to control the sensor sources accordingly and cannot be transferred to general logistic tasks. 

The state of the art shows that there are multiple solutions for the abstraction of working environments as 
well as path planning and execution for AGVs. Using inherent information regarding the working environ-
ment in conjunction with optimized planning and execution however has not yet been investigated in the 
area of mixed indoor and outdoor intralogistics. 

3. Hierarchical Framework for navigation of AGVs 

Based on the analysis of related work it becomes apparent, that no solution yet is suitable for the flexible 
navigation of AGVs in mixed indoor and outdoor scenarios. The abstraction of the working environment 
must ensure that even large deployment environments are aggregated in a suitable way so that the corre-
sponding storage and implementation effort before deployment is reduced. At the same time, relevant infor-
mation for global path planning must be preserved. Specifically metric information as well as different en-
vironments and their influences on the operation of the vehicles have to be considered. Global path planning 
must be realized in a way, that all information, namely current environmental conditions, the physical setup 
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of the AGV as well as traffic rules is taken into account. Similarly, the execution of a path has to be reactive 
and optimized based on the area of operation. To meet these requirements, we propose a hierarchical frame-
work for navigation of AGVs using a node-based representation of the working environment with inherent 
information for global pathing and local trajectory execution, as shown in figure 2. 

 
Figure 2: Hierarchical framework for navigation of AGVs in mixed indoor and outdoor operation, starting with a metric 
map of the whole working environment (1), a node based representation in hybrid format (2) and top level graph plan-
ning (3) followed by inherent decision making for indoor and outdoor navigation in the second layer (4) with a defini-
tion of driveable regions for outdoor areas (5) and a combination of probabilistic roadmaps (6) and local trajectory 
planning (7) for indoor areas. 

3.1 First layer: Top level navigation using a node-based representation of the working environ-
ment 

An adequate digitization of the working environment in a suitable format for flexible navigation of AGVs 
in mixed indoor and outdoor environments is achieved by using a node-based representation following the 
osm standard. Based on absolute coordinates of single points (nodes) and relations between them (ways) as 
well as self-defined key-value pairs for inherent information, a complete digitization of relevant information 
is possible. The resulting hybrid map contains a topological description of the working environment with 
metric information encoded in the coordinates of each node (as seen in Figure 2 Pos. 2). The map is stored 
in an xml-like format, which is imported into a database and evaluated predicated on defined metrics. Intrin-
sic information about the environment of each node (indoor, outdoor or transition) as well as restrictions in 
traveling speed and direction for ways are saved inside the xml file similar to a navigation approach for 
pedestrians presented in [16]. 

Utilizing the topological map on each AGV in addition to configuration files for weight manipulation based 
on each vehicle`s capabilities and the current environmental conditions, a directional graph with specific 
costs for each way is generated. This graph is then used for top level path planning using an A*-Algorithm 
to find the optimal top-level path between the current position of the AGV and its destination, as shown in 
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figure 2, Pos. 3. If a reconfiguration is necessary, each node can be used as a new starting point with adjusted 
weights based on the changed conditions. 

The list of nodes to travel for the AGV is exported as a file with comma separated values stating the number 
and order of nodes to travel, the coordinates of each node in GNNS format, the travel distance between each 
node and the environmental flag corresponding to each node. Additionally, for indoor nodes, a corresponding 
flag for a detailed map is given. This list is used by the second layer of navigation. 

3.2 Second layer: Global path planning based on inherent information of the top-level path 

The second layer of navigation is responsible for path planning in an environmentally global context, e.g. 
inside one production hall or connected outside areas. Based on the environmental flag of the node list inside 
the csv-file, the AGV is able to choose the optimal method for global path planning based on the current 
environmental conditions. If a set of nodes is marked being outdoor, a direct heading approach is proposed 
based on the circumstance, that outdoor areas often are not well structured and rapidly alternating in nature, 
which makes the use of complex path planning tools less reasonable. Thus, the direct heading between two 
nodes of the top-level graph, calculated based on the GNNS coordinates of both nodes, is sufficient and the 
connecting line is given as a path. 

For indoor areas however, a global pathing is proposed using a probabilistic roadmap as detailed in [17]. 
This allows for an optimized path planning in structured indoor areas without overhead on the top level of 
navigation. A linkage between the nodes of the top-level navigation and the coordinates in the global navi-
gation context is given by static transformation between the flagged map and the GNNS coordinate frame. 
The use of a global pathing in the second level of AGV navigation allows for an optimized routing inside 
buildings similar to classic indoor use cases of AGVs, while still reducing the application of said algorithms 
to meaningful use cases. 

3.3 Third layer: Path execution in local context 

The final layer of the proposed framework for navigation of AGVs in a mixed indoor and outdoor environ-
ment is path execution in the local context. As described in 3.2, for outdoor areas only a general heading 
towards the next node of the top-level navigation is given. Based on the configuration linked to the specific 
AGV and its outdoor navigation skills, corresponding autonomous capabilities are activated to achieve a 
reactive local navigation. For unstructured environments we propose the definition of driveable regions 
based on optical sensors to define the local path corresponding to the general heading, as shown in figure 3. 

 
Figure 3: Definition of driveable regions based on optical sensors, showing the initial image (left) the detected driveable 
regions at certain ranges (middle) and the corresponding cost map for driving (right) 

This definition of driveable regions ensures the operation in changing and challenging environments based 
on the autonomy of the system itself, similar to the capabilities of a human operator. Additionally, different 
configurations for image processing algorithms can be used to suit different AGVs and to consider properties 
like maximal height of kerbing to traverse or off-road capabilities.  
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For indoor areas with structured environments, standard approaches for local navigation like the Dynamic 
Window Approach (DWA) or Times-Elastic-Band (TEB) are suitable based on the sensors and configuration 
of the specific AGV. This ensures proven performance in indoor use cases with short detection ranges and a 
higher possibility of encounters with other road users. 

4. Implementation of the proposed framework on an AGV system 

To validate the proposed framework, it is implemented on an autonomous tow truck with a rugged industrial 
computer running Linux Ubuntu 20.04 and the Robot Operating System (ROS noetic). The node based rep-
resentation of the working environment is saved as an osm-file containing the information described in 3.1. 
The top-level navigation is implemented utilizing a python script for loading the xml-formatted data into a 
PostgreSQL database with a PostGIS extension for GNNS coordinate handling and selection of the right 
configuration file. A second python file is executing the corresponding SQL-queries for path calculation 
according to the configuration file and saving of the planned path. Both python scripts are linked to an action 
server in ROS and can thus be executed by each AGV itself. The resulting optimal path is saved in a prede-
fined directory and processed by an adaptive state machine addressing the evaluation and control of the 
second and third level of navigation. In our implementation, the software FlexBe is used for this task. Details 
on the functionalities and features of said adaptive state machine can be found in [18]. 

Global path planning and trajectory execution in the second and third layer of navigation are implemented 
using plugins for the standard navigation package inside ROS. According to the environment, the corre-
sponding states inside the adaptive state machine load or unload the specific plugins for global path planning 
and trajectory execution inside the navigation package and monitor execution progress. Coordinate transfor-
mation between the local references of indoor maps and the GNNS coordinates is done utilizing the tf2 
package and static transforms between the coordinate frames. The AGV itself is capable of autonomous 
navigation using different sensors detailed in [19] and is physically capable of indoor and outdoor operation. 

The reference scenario for evaluation of the autonomous operation of AGVs in mixed indoor and outdoor 
application utilizing our proposed approach was defined at the chair of Factory Automation and Production 
Systems (FAPS) at the Friedrich-Alexander-University Erlangen-Nuremberg containing multiple indoor and 
outdoor areas connected with a manually controlled gate as shown in figure 4. 

 
Figure 4: Reference scenario for mixed indoor and outdoor operation of an autonomous AGV using the proposed 
framework 
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5. Evaluation of the proposed framework 

For evaluation purposes, transport scenarios under different environmental conditions were conducted using 
the implementation of the proposed approach for specified use cases. Transportation orders with mixed in-
door and outdoor areas were issued and the functionality and the performance of the overall system was 
monitored. 

As a first use case, two different configurations simulating different weather conditions for a defined 
transport order were issued and the behaviour of the top-level navigation was evaluated qualitatively, as seen 
in figure 5. The different weighting of indoor and outdoor ways for the pathing result in two different out-
comes, both optimal in regards to the corresponding configuration. For weather without negative impact on 
safety or performance of AGVs this means outdoor traveling speeds of 8 km/h and indoor traveling speeds 
of 6 km/h, resulting in a travel route completely outdoors. For weather with negative impact, the outdoor 
speed is reduced as low as 0.001 km/h in regard to the severity of the impairment, resulting in a route mostly 
indoors. A speed larger than zero is needed to enable planning if no indoor route between a start and target 
point exists. 

 
Figure 5: Results for top level navigation based on configurations simulating bad weather (left) and good weather 
(right) 

To prove applicability to intralogistics systems, the calculation time of the approach was evaluated in addi-
tion to the functionality for the approach using normal consumer-grade hardware. Table 1 shows the needed 
computation time for top-level navigation in relation to the nodes inside the digitized working environment 
using an Intel i5-9300H CPU with 16 GB of total RAM and a SanDisk SSD. The value shows the average 
of 100 queries including parsing of the osm-data, path generation and saving of the corresponding data for 
randomly generated start and target points. 

Table 1: Evaluation of calculation time depending on the number of nodes 

Map file faps.osm erlangen.osm 

Number of nodes 2113 77218 

Elapsed time (s) 1.632 3.417 

User CPU time (s) 0.085 0.329 

Even for rather large maps, the calculation time for the top-level navigation is adequate for industrial use of 
AGVs in mixed indoor and outdoor environments. Performance evaluation of the different algorithms for 
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the second and third level of navigation can be found in the corresponding publications detailed in chapter 
3.2 and 3.3. 

6. Summary and outlook 

In this paper, we propose a hierarchical navigation for flexible use of AGVs in mixed indoor and outdoor 
environments. Using a node-based representation of the environment, a top-level navigation and configura-
tion files suitable to each AGV can be used to plan optimized routes for intralogistics tasks in a holistic 
context. Based on corresponding flags utilizing inherent data and an adaptive state machine the use of suit-
able algorithms for the second level of path planning and third level of trajectory execution is enabled. The 
evaluation of the hierarchical approach shows the potential of the proposed framework and feasibility even 
for large areas of operation. However, evaluation in other mixed indoor and outdoor environments is needed 
for final evaluation of the limits of said framework. Additionally, the support for multiple AGV systems is 
possible, but not yet implemented nor tested. 
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Abstract 

The increasing availability of manufacturing data and advanced analysis tools are forcing the demand for 
data-driven approaches to improve the quality of workpieces and the efficiency of manufacturing processes. 
The analysis of real manufacturing data is challenging due to frequent changes in production circumstances. 
In this work, machine learning methods based on the data along the value chain of hydraulic valves are used 
to predict the leakage results during end-of-line testing. The leakage volume flow measurement results are 
very sensitive to changes in gap geometry and temperature level in the measurement cross-section. 
Additional measurements and experiments are required to interpret the systematic influences of the input 
data on the target variable and to introduce the missing information into the dataset. The design of a meta-
model using experiment data supports the identification of statistical patterns to be applied to the real 
production dataset as a feature. This paper presents a systematic approach to hand-crafted feature engineering 
that improves the quality prediction of end-of-line hydraulic leakage testing. 

Keywords 

Feature Engineering; Hydraulics; Machine Learning; Quality Control 

1. Introduction 

In the last 20 years, the use of computational fluid dynamics (CFD) has produced remarkable advances and 
developments for optimizing geometries and understanding hydraulic phenomena [1], [2]. The application 
of machine learning is motivated by tremendous success in optimizing the product and process quality of 
industrial goods. Machine learning techniques support the continuous improvement process to reduce 
manufacturing costs by avoiding non-value-added production steps and to ensure product quality. [3], [4] 
Product quality include measures of the inner work piece state such as an internal leakage [5], [6]. The 
manufacturing of hydraulic control valves for agricultural peripherals consists of the machining process, 
assembly, and end-of-line inspection of 100% of the workpieces. In this use-case, the hydraulic testing is the 
most costly production step and the bottleneck in the manufacturing. 

To relieve the test bench capacity, machine learning techniques are used to predict the end-of-line test results 
of the internal hydraulic leakage based on the cross-process data of the different series production steps. The 
internal leakage of the valve is intrinsic as the spool trembles at defined positions within the body to ensure 
the functionality of the valve, but it must be minimized due to the loss of performance [7]. The measurement 
results of the internal leakage are considered as labels of a supervised regression problem. 

Exploiting existing manufacturing data to approximate the physical relationships of input and target variables 
is a promising strategy to add value from the necessary data management [3]. The requirement for minimum 
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production cost inhibits data collection of significant thermal and geometric information. The naïve approach 
of measuring component and fluid temperature is neither economically nor technically feasible for two 
reasons. First, simultaneous temperature measurement of the relevant components in the closed body of the 
valve is not possible without altering the physical bodies. Second, measuring the temperature of the fluid 
alters the fluid dynamics within the part. The sophisticated testing set-up requires the representation of the 
temperature and the gap geometry in the cross-section by other quantities. Extending the features through a 
systematic investigation with additional measurements, similar to experimental design methods, can provide 
significant benefits by adding knowledge to the predictive model [8]. Due to the high effort and lack of 
machine availability, the amount of experimental data is small. [10] The concept of meta-learning provides 
a solution to overcome the limited amount of labeled data. The use of multiple source tasks for prediction 
causes a beneficial initialization for learning on the target task [9]. A meta-regression model is developed to 
investigate the relationship between the gap geometry and the representative temperature variables based on 
an experimental dataset. 

The paper begins with an overview of related work in meta-learning and applied machine learning and 
continues with an introduction to the use-case. This is followed by the design of an experiment dataset that 
acts as a meta-training dataset. A meta-regression model derives the coefficients ci that best fit the meta-
linear regression model. The resulting feature, called the tfactor, is applied to the production dataset to assess 
its predictive power and the functionality of the procedure. The paper concludes with a conclusion section 
and suggestions for further work.  

2. Related work 

2.1 Meta-Learning 

Learning from a few examples is an essential aspect of human intelligence. One possibility that enables gain 
solutions to complex tasks from just a few examples is to use experience to learn a prior about tasks. [24] 
Meta-learning is an approach to learning from imbalanced datasets that are common in the real world. The 
challenge is to learn an accurate meta-model when a dominant task set has only a small number of training 
examples. [17] Meta-learning can be divided into mixed linear regression (MLR) and multi-task learning 
(MTL). The number of samples, the dimension of data points, and the number of clusters are defined as n, 
d, and k, respectively. In MLR, the sample and time complexity are either polynomially dependent on k or 
depends on the inverse of the kth singular value of some moment matrix. In contrast, in MTL, all tasks have 
the same number of examples and performance is evaluated on the observed tasks used in training. [10] 
There are two perspectives on approaching meta-learning: optimization based ([18], [19], [20], [21]) and 
probabilistic ([22], [23], [24], [25]). 

According to KONG ET AL. the formulation of a standard meta-training for supervised learning, motivated 
by a probabilistic view captured in formulas (1)–(4), assumes a given collection of n meta-training tasks 
{𝓣𝓣𝑖𝑖}𝑖𝑖=1n  derived from some distribution P(𝓣𝓣). [10] Each task 𝓣𝓣𝒊𝒊 is associated with a dataset of size 𝑡𝑡𝑖𝑖 that is 
defined as the meta-training dataset in (1): 

𝓓𝓓𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚−𝑚𝑚𝑡𝑡𝑚𝑚𝑖𝑖𝑡𝑡 = �{�𝒙𝒙𝑖𝑖,𝑗𝑗,𝑦𝑦𝑖𝑖,𝑗𝑗� ∈ ℝ𝑑𝑑 × ℝ}𝑗𝑗∈[𝑚𝑚𝑖𝑖]�𝑖𝑖∈[𝑡𝑡]
       (1) 

Scooping some structural patterns in P(𝓣𝓣), the goal is to train a model for a new task 𝓣𝓣𝒏𝒏𝒏𝒏𝒏𝒏 that is part of 
P(𝓣𝓣), from a small amount of training dataset in (2) 

𝓓𝓓 = ��𝒙𝒙𝑗𝑗𝑡𝑡𝑚𝑚𝑛𝑛,𝑦𝑦𝑗𝑗𝑡𝑡𝑚𝑚𝑛𝑛��𝑗𝑗∈[τ]
          (2) 

Each task 𝓣𝓣𝒊𝒊 is associated with a model parameter 𝑐𝑐𝑖𝑖, where the meta-training data is taken from (3):  
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�𝒙𝒙𝑖𝑖,𝑗𝑗,𝑦𝑦𝑖𝑖,𝑗𝑗� ∼ 𝑃𝑃𝑐𝑐𝑖𝑖(𝑦𝑦|𝒙𝒙)𝑃𝑃(𝒙𝒙) for all 𝑗𝑗 ∈ [𝑡𝑡𝑖𝑖]       (3) 

The prior distribution of the tasks and the model parameters are completely characterized by a meta-
parameter θ that (4): 

𝑐𝑐𝑖𝑖 ~ Pθ(𝑐𝑐)             (4) 

However, task ambiguity is a critical problem to deal with, if the goal of meta-learning is to learn solutions 
to new tasks from small datasets. If each task has only one sample, the problem is explored. Even with the 
best possible prior, there may simply not be enough information in the examples for a new task to solve that 
task with a high degree of confidence. Therefore, it is useful to develop meta-learning methods that can 
suggest multiple possible solutions to an ambiguous learning problem. Such a method can be used to evaluate 
uncertainty, perform active learning, or obtain direct human control over which pattern to prefer. [24] In 
some cases, the meta model cannot achieve vanishing error when there is noise [27].  

2.2 Applied Machine Learning in Manufacturing 

Machine learning methods can be distinguished by their learning strategy (e.g., supervised, unsupervised), 
prediction task (e.g., regression, classification), and structure (e.g., shallow, deep) [16]. The number of data 
points per input dimension into the model and the model complexity are strongly interrelated. For regression 
problems in manufacturing data with a ratio of data points to input dimensions smaller than 1000, WEICHERT 
ET AL. recommend the use of the following groups of machine learning algorithms with descending 
suitability: decision tree ensembles, SVM, linear regression, and artificial neural networks. For the selection 
of the suitable model, the relationship between the process complexity, the amount of data stored, and the 
model complexity is significant. If this is not taken into account, complex models that have been trained on 
small amounts of data can be trained with an increased risk of overfitting and/or lack of interpretability. [3] 
For this reason, the Extreme Gradient Boosting (XGBoost) is considered as a widely used and state-of-the-
art representative of gradient boosting ensemble trees. [28], [29] In the sequential boosting process illustrated 
in Figure 1, each decision tree depends on the result of the previous tree to produce an improved prediction. 
The boosting algorithm is built incrementally by correcting the errors of the previous weak models. [30] 

 
Figure 1: Boosting algorithm principle; cf. [29] 

3. Use-Case: Hydraulic Leakage Flow of Directional Valves 

The considered technical system is a control valve under test conditions. The electro-hydraulically actuated 
directional valve has four significant spool positions. The spool is actuated by a 4/3 directional pilot control 
valve which pressurizes the outer chambers to move the spool. The position of the control spool is fed back 
to the on-board electronics by means of a displacement transducer. The electronics control the position of 
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the spool depending on the requested set point using the current from the pilot valve. [11], [12] The desired 
flow is set at the consumer ports to operate the connected equipment, which is simulated by a test bench. 
The spool is characterized by various diameters in order to shut off different pressure spaces in the four 
defined spool positions. In general, the cross-section under consideration is simplified as an arrangement of 
an eccentric spool in a housing bore with the absolute eccentricity e of the spool, as shown in Figure 2. 

 

Figure 2: cross-section of an eccentric spool in a bore 

Physically inevitable, the leakage flow between spool and housing bore takes the flow direction from the 
higher to the lower pressure chamber and is largely determined by the gap geometry. The gap width l is 
defined as the axial overlap of the spool and the bore. The clearance δ is defined as half the diameter 
difference of the spool and the bore in (7). The relative eccentricity ε is the ratio of the absolute eccentricity e 
and clearance δ, defined in (8). [12], [13] 

δ =  𝐷𝐷𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏− 𝐷𝐷𝑠𝑠𝑠𝑠𝑏𝑏𝑏𝑏𝑠𝑠
2

          (5) 

ε =  e
δ
             (6) 

Under laminar, isothermal flow conditions and a large ratio of gap width l to gap height δ (0.001–0.02 mm) 
the leakage flow qleakage,max maximizes with the maximum of the eccentricity (ε=1) to 2.5 times the concentric 
arrangement and approximately follows the equation (7). 

𝑞𝑞𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑚𝑚𝑙𝑙𝑚𝑚,𝑚𝑚𝑚𝑚𝑚𝑚 =  𝛥𝛥𝛥𝛥×𝜋𝜋×𝑑𝑑𝑚𝑚×𝛿𝛿3

12×𝜂𝜂×𝑙𝑙
× (1 + 1.5 × 𝜀𝜀2)      (7) 

The quantitative calculation of the exact leakage flow is significantly dependent on the real-time viscosity 
of the fluid at the time of measurement. The adiabatic change of state cannot be assumed since the mass flow 
rate of the fluid is minor compared to the mass of the solids, so that the fluid temperature is supposed to 
converge with the temperature of the solids. Additionally, the different coefficients of thermal expansion 
sensitively affect the annular gap dimension during operation. Consequently, the temperature level of the 
environment and the connected components has an impact on the leakage measurement. [12], [13] 
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4. Meta-Regression Model 

The underlying problem is to differentiate the impact caused by the gap geometry and by the thermal 
conditions of the valve in the test bench. A multilinear dependence of the variables on the temperature level 
is assumed. The goal of designing a meta-regression model is a hand-crafted feature that represents the 
temperature level of the technical system based on a given range of clearances δ expected to appear mostly 
in the production dataset and time variables. This approach is intended to eliminate or at least reduce the 
predictive influence of the clearance on the internal leakage flow, as the clearance is not included in the 
production dataset.  

The test process has a temperature dependent impact. The directional valve is installed between two plates 
of the testing bench, which is implemented as a rotary indexing table with four workstations. The test 
program performs two relevant sets of automated testing steps at two successive workstations. The first 
relevant workstation is characterized by testing steps with high volume flows thus introducing high energy 
impact into the test part, the mounting plates and pipes. In contrast, testing steps with low volume flows are 
performed at the second relevant workstation including the label measurement under consideration in the 
neutral position. At both relevant workstations, a repetition or partial run of a test set is possible, resulting 
in different temperature scenarios. 

4.1 Meta-Training Dataset 

The meta-training dataset 𝒟𝒟 of the directional control valve is provided by Bosch Rexroth AG for this 
investigation and consists of the shape and geometry data of the components, the pairing data and the metric 
sensor values measured on the test equipment of the series production. The information from about 20 sensor 
signals ranges from pressure, current, volume flow and position at around 70 different test steps. In sum, this 
results in approximately 1000 dimensions per test series. The following procedure is performed for 16 
directional control valves. The sample size is limited to 16 at the time of the study due to the significant 
effort required for geometric measurement, manual bench assembly, and off-series hydraulic testing. Due to 
varying test durations, the target measurement is recorded with varying frequency for the same temperature 
scenarios, resulting in a total of 248 test series. In total, a data matrix with 248 rows of 1000 columns is used 
as the meta-training dataset. Due to a non-disclosure agreement, the dataset cannot be made available to the 
public. 

To represent warm-up and cool-down phases in the system, two time-variables are inserted into the meta-
training and production datasets. The warm-up phase is introduced as the runtime sum of the first functional 
test (FP) workstation with high energy load, while the cool-down phase is defined as the transition time 
between the end of the first and the beginning of the second relevant workstation with low energy load, 
including the rest time. In Table 1, the design of the experiment is described by the default setting and 
variation of the considered variables. The default setting of performing the first set of test steps only once is 
changed to two and three times to cover different temperature scenarios. The leakage measurement is 
performed several times for the same heating scenario, as the test part cools down during the measurement. 

Table 1: Experiment structure 

variable  standard setting variation 
clearance tolerance centre ± 1.5 µm 
number of testing runs 1 1, 2, 3 
transition_time 23 sec number of testing runs 
fp_runtime_sum continuous number of testing runs 
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4.2 Meta-learning for Mixed Linear Regression 

Following the recommendation of KONG ET AL., a meta-learning for mixed linear regression is developed 
with the time variables, the ring gap, and the resulting tfactor formulated in (8) [10]. The meta-dataset is split 
into a train and a test split with a split ratio of 85/15. In addition, a five-fold cross-validation is performed to 
obtain more reliable regression results. To apply this to a sample size of 16, the train dataset must contain 
14 valves, while the validation and unseen test datasets must each contain one valve. The selection of valves 
for each dataset predetermines the result for the coefficients. Therefore, different combinations are iterated 
for the choice. To increase the repeatability of the results, an equal distribution of the target variables for the 
training, validation and test datasets is required. The Kolmogorov-Smirnov two-sample test checks for equal 
distribution for the datasets [14], [15]. Only 42 of the 120 possible combinations pass the Kolmogorov-
Smirnov two-sample test with a p-value of 5% and thus only those 42 are considered. 

𝑡𝑡𝑓𝑓𝑚𝑚𝑐𝑐𝑚𝑚𝑓𝑓𝑡𝑡 = 𝑐𝑐1 × 𝑡𝑡𝑚𝑚𝑡𝑡𝑚𝑚𝑡𝑡𝑡𝑡𝑖𝑖𝑚𝑚𝑖𝑖𝑓𝑓𝑡𝑡 + 𝑐𝑐2 × 𝑡𝑡𝑓𝑓𝛥𝛥𝑏𝑏𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑚𝑚𝑏𝑏 + 𝑐𝑐3 × 𝛿𝛿𝑛𝑛      (8) 

The median is applied to the probability density of the linear coefficients of the meta-regression model for 
exponent n = 1 and plotted as a vertical line in Figure 3 to include the most common ratio of c1/c2 for a 
given annular gap in the production dataset. Considering the heat direction, the transition time for heat 
dissipation consequently receives a negative sign and the runtime sum for heat input receives a positive sign. 

 
Figure 3: probability density of the linear coefficients 

Since the clearance enters the leakage flow formula (7) polynomially and has the highest relevance, the 
medians from the distributions of the coefficients for different exponents of the clearance are examined and 
presented in Table 2. 

Table 2: Overview of linear and polynomial regression coefficients 

 
n (clearance) 

linear polynomial 
1 3 50 

ttransition -0.002614 -0.002580 -0,002458 
tfp_runtime_sum 0.001416 0,001420 0,001182 

δ 6.5 0,026222 2,5930 
 

From the overview, it can be concluded that the polynomial regression approach on this meta-training dataset 
does not produce a significant change in the regression coefficients for the time variables. Since the Gini 
importance for the transition time in the production dataset is significantly higher compared for the runtime 
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sum, and the regression coefficient for the transition time remains nearly constant, polynomial regression 
does not produce an improvement in this case.  

Since clearance does not occur in the manufacturing dataset, the ratio of the time variables is kept in the 
hand-crafted feature and follows formula (9) with the regression coefficients of the linear regression. 

𝑡𝑡𝑓𝑓𝑚𝑚𝑐𝑐𝑚𝑚𝑓𝑓𝑡𝑡 = −0.002614 × 𝑡𝑡𝑚𝑚𝑡𝑡𝑚𝑚𝑡𝑡𝑡𝑡𝑖𝑖𝑚𝑚𝑖𝑖𝑓𝑓𝑡𝑡 +  0.001416 × 𝑡𝑡𝑓𝑓𝛥𝛥𝑏𝑏𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑚𝑚𝑏𝑏     (9) 

5. Performance Evaluation with Real Manufacturing Data 

The prediction model for forecasting leakage values based on series manufacturing data does not contain 
any geometry data for the bore under consideration. The geometric pairing of the components differs in the 
manufacturing tolerances of the housing bore and the control supplied. The daily deviation of the internal 
leakage measurement is caused, among other things, by systematic batch effects of the machining process. 
The pairing of spool and main housing bore is not cost-effective, so the internal leakage flow is checked as 
process validation.  

First, the manufacturing dataset and the baseline comparison model (A) are described. The enhanced model 
also includes the time variables (B) and additionally the hand-crafted feature (C). The models are developed 
in an Anaconda environment using Python version 3.7.9 and XGBoost package version 1.2.1. 

5.1 Manufacturing Dataset 

With the exception of the geometry, the manufacturing data have the same structure as those of the meta-
training dataset. The data for this product was created over the course of six months as part of a product 
development project. Accordingly, there are slight changes in the process sequence as well as practical 
inconveniences such as sensor jumps in the period under consideration. For this reason, a thorough cleaning 
of the data is necessary, during which approximately 3800 data series with about 1000 data columns can be 
analyzed. Within this dataset, there are numerous retests of the two test sequences so that different 
temperature levels occur in the system. In addition, tests were performed at all times of the day and different 
times of the year by different workers. 

5.2 Baseline Model 

For the baseline XGBoost model, a time series split with a split ratio of 80/20 and a 5-fold cross-validation 
is employed. A simple grid search is applied for the selection of hyperparameters and named in parentheses 
below. Hyperparameters not mentioned are set to default. XGBoost squared loss regression 
(reg:squarederror) is used as the optimization function. The subsample ratio for each boosting iteration was 
set to 0.8, and the learning rate was set to 0.05 to avoid overfitting. For the same reason, the default of the 
maximum depth of the trees is lowered from 6 to 4 (max_depth=4) and an early stopping of the training was 
introduced when the optimization metric does not improve after 15 rounds (early_stopping_rounds=15). 
Another way to make the model more conservative is to increase the ridge regularization (lambda=20) and 
the minimum loss reduction for another partition at a leaf node to 100 (gamma=100). Additionally, the 
minimum sum of instance weight needed in a child is set to 5 (min_child_weight=5). A random seed is 
implemented to allow comparison of the models. 

5.3 Enhanced Model and Final Evaluation 

For the enhanced XGBoost model, the baseline XGBoost model is first augmented with the time variables 
and then additionally with the hand-crafted feature so that the enhancement due to the additional information 
in the model can be separated from the enhancement due to feature engineering. 
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The performance of the predictive models using manufacturing data is evaluated using the following 
standard metrics: root mean square error (RMSE), mean absolute error (MAE), the mean absolute percentage 
error (MAPE), and coefficient of determination (R2). Table 3 provides an overview of the metrics for each 
of the training and unseen test dataset for all three models. In this use case, the MAE and R2 are most useful 
for interpretation. 

When analyzing the performance evaluation from Table 3, it can be noted that, surprisingly, the metrics of 
Model B deteriorate in the training dataset compared to the baseline model, but improve slightly in the test 
dataset. All metrics improve from the baseline model to the extended model C in both the training and test 
datasets, which plead for the approach to hand-crafted feature engineering based on physical ideas.  

Table 3:Performance evaluation 

Model 
name 

Model description train-dataset 
metrics 

test-dataset 
metrics 

rmse-
mean 

mae-
mean 

mape-
mean 

r2-
mean 

rmse-
mean 

mae-
mean 

mape-
mean 

r2-
mean 

A baseline-model 2.9432 2.3123 0.1345 0.5643 3.8232 3.0176 0.1758 0.2621 
B A + time variables 2.9558 2.3215 0.1346 0.5605 3.8104 3.0070 0.1747 0.2669 
C B + t_factor 2.8538 2.2443 0.1304 0.5904 3.8022 2.9979 0.1744 0.2702 

 

Regardless of feature engineering, there is a large generalization gap across models between the training and 
test datasets, suggesting an information gap in each of the manufacturing and meta-training datasets. There 
are two perspectives to look at the change in metrics: First, the improvement is predominantly in the second 
decimal place, which certainly does not justify the effort to do so. Second, it is worth noting that the 
prediction can be improved with a ratio of 16 experiment components to over 3500 production components 
and despite the existence of a huge information gap in the datasets. The improvement in all metrics is not a 
coincidence and is a starting point to push this approach further. 

Finally, we will mention three justified assumptions for missing information in the dataset. First, the 
variation of clearance in the production dataset was assumed to be ± 1.5 µm for the meta-training dataset. 
This range is assumed to be very small and needs to be increased. Second, the sample size for the meta-
training dataset is too small compared to the size of the production dataset, as this underrepresents the 
influence with the greatest predictive power. Third, the time variables used to represent temperature levels 
are less substantial compared to direct temperature measurement of the components and fluid. 

6. Conclusions 

The results of the leakage volume flow measurement are very sensitive to changes in gap geometry and 
temperature level in the measurement cross-section. Using a meta-regression model, a hand-crafted feature 
based on thermal behavior assumptions can be derived that improves all metrics for predicting leakage 
volume flow in the post-commission range despite a large cross-model generalization gap between the 
training and test datasets. 

7. Future Work 

Referring to the assumptions on the information gap in the datasets, we will significantly increase the sample 
size for the meta-dataset with a larger span of clearances. Moreover, experiments will follow from which the 
saturation curves for the time variables can be derived. In addition to more precisely defined time variables, 
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the number of thermal features will be increased by installing more direct temperature measurements in the 
test bench, if possible, and including them in the manufacturing dataset.  

Furthermore, the minimum data acquisition for sufficient prediction accuracy will be investigated. Finally, 
the quality prediction will be implemented in the serial production of hydraulic valves to predict leakage test 
results and contribute to a more efficient and competitive manufacturing. 
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Abstract 

Companies have only limited resources to carry out value-adding activities. In order to achieve high quality 
requirements, the goal-oriented and efficient handling of failure incidents is a competence that must be 
emphasized. However, the activities associated with this represent an additional effort that consumes part of 
the resources available. For this reason, it is important to optimally coordinate the value-adding processes of 
service creation on the one hand and the processes of failure management on the other. Accordingly, the 
objective of this paper is to program a simulation model for an optimized failure management in manual 
assembly, which transforms the failure management from traditionally experience-based to model-based. To 
achieve this objective, the consideration of the interactions between the failure management process and 
operational activities during the production process is essential. However, in current literature, interactions 
between production and failure management still lack detailed descriptions. Thus, both disciplines are often 
considered and optimized in isolation. Therefore, an advanced System Dynamics Model representing manual 
assembly processes with 23 elements involved is constructed and applied to indicate the interactions between 
production and failure management. This enables the optimized configuration of the failure management 
activities depending on the circumstances to be taken into account. According to the generated model, a 
generic process module is programmed and test runs are performed to assess the model behaviour’s 
plausibility. The programmed System Dynamics model is implemented and validated in a use case of a 
manual assembly line consisting of two assembly stations. For this purpose, the generated process model is 
linked to the production chain of the use case and parameterized accordingly. This procedure demonstrates 
that the model can be used to derive general recommendations for action in order to realize an optimized 
design of failure management activities.  

Keywords 

Failure Management; Failure Handling; Manual Assembly; System Dynamics 

1. Introduction 

Manufacturing companies face the constant challenge of increasing quality requirements, shortened product 
life cycles and cost-efficient production. A major force influencing the achievement of quality, time and cost 
targets is the occurrence and respective handling of failures. Reference processes for the long-term 
elimination of failures are widely established and single steps for handling a failure are well known [1]. One 
problem with these processes is that they are usually designed without taking into account the interactions 
with the actual value adding processes. Despite the close connection between these two domains, failure 
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management activities are often defined and optimized in isolation [2]. Thus, it is not considered which 
positive or negative consequences a failure management process can have for the company as a whole. This 
circumstance is to be considered critically, since a conflict of objectives can exist between medium to long-
term oriented failure management activities and short-term oriented production objectives with regard to the 
use of available resources [3]. Consequently, in order to optimize failure management, the reciprocal 
influence of failure prevention and product manufacturing must be taken into account. According to these 
thoughts, the development of a simulation model for the derivation of recommendations is described in the 
following. The objective is the effective and efficient integration of the failure management process into the 
production regarding a use case of manual assembly. Here, the hypothesis is followed that recommendations 
for action can be derived on the basis of a System Dynamics model. Using simulation analyses of a real 
assembly chain, recommendations for optimizing failure management, i.e., measures for better networking 
of a company's failure management strategy with its production planning and control, are derived taking into 
account company-specific factors. 

2. State of the art 

Failure management is an essential topic for manufacturing companies. Reduction of diverse types of failures 
during production is the critical key to achieve a better performance of a manufacturing company [4]. The 
concept of failure management in the manufacturing domain includes all measures for the sustainable 
avoidance and prevention of failures to ensure the success of production [5]. Concerning the timing of 
activities along the production value chain, the existing approaches for failure management can be divided 
into preventive methods and reactive methods. Preventive methods aim at the prevention of failure before 
occurrence. One of the most well-known methods is FMEA (Failure Mode and Effects Analysis) [6]. It is 
applicable for product design and product manufacturing, and it aims to anticipate possible failures during 
the manufacturing of the product under consideration. In contrast, reactive failure management is only used 
when failure avoidance is no longer possible, and the failure has already occurred [7]. There are various 
methods that describe how to deal with these failures. As we mainly aim at a model-based management of 
occurred failures in production domain – particularly manual assembly – and enabling manufacturing 
companies to learn from their existing failures, reactive failure management methods are of high importance 
and will be considered in the following analysis. Simulation, data modeling and many other approaches 
already exist in order to make the internal failure management during production process as effective and 
efficient as possible. Various approaches for reactive failure management are introduced by different authors. 

ELLOUZE developed SAFE to support producing companies in applying reactive measures to eliminate 
failures that have already occurred [8]. This failure management approach includes methodological support 
for workers. The aim is to transmit the necessary information to the right worker at the right time in the right 
place. The core of this approach is to establish comprehensive and systematic storage of failure knowledge. 
The knowledge can be forwarded to the worker through integration into Workflow-Management-System. 
The failure occurrences lead to increasing gained failure knowledge. Based on this constantly growing 
knowledge, the decision quality concerning the failure priority and the selection of measures should be 
continuously increased. 

The project FAMOS dealt in particular with the requirement-based input of failure information and the 
finding of existing knowledge within the failure knowledge database [9]. In this approach, ICT (information 
and communications technology) stands for the storage and use of failure knowledge within the producing 
company. The method assists workers in correlating suspected failure patterns to database items for which 
actions have previously been established. Workshops are explicitly initiated for the identified failure patterns, 
and measures/actions are developed to store them in the database subsequently. Thus, the approach from 

168



FAMOS does not provide a reference process for failure management but comprises a set of IT-supported 
methods for creating a robust failure knowledge database. 

Different from the approach from FAMOS, LINß described a reference process for failure elimination [5]. 
He defined seven necessary process steps, including production failure definition, failure recording, 
immediate action, failure analysis, corrective measures development, corrective measures implementation, 
and results controlling. LINß distinguished between external (cf. complaint management) and internal (cf. 
failure management) failure correction. His model describes the necessary tasks during failure elimination. 

The approaches listed above are considered isolated failure management approaches. These isolated 
approaches specifically focus on the failure management processes and distinguish them from other 
processes in the producing company. Reference processes to be followed for successful failure elimination 
are mostly mentioned. We consider that providing reference process for optimized failure elimination 
receives special attention from many authors. What is predominantly not included in the above-mentioned 
approaches, however, is the consideration of the other processes in companies. Instead, the authors describe 
a self-sufficient design of failure management without addressing possible conflicts or intersections with 
other processes. In particular, little attention is paid to the interaction with the value-creating processes. 
Hence, the integration of failure management into the value adding production process is the focus in our 
work.  

3. Programming of the simulation model 

As described in our previous work [10], the analysis of existing failure in a production system is based on 
the proposed modularized analysing method according to TUERTMANN ET AL. [11]. The model observes the 
production system in a modularized way. Based on the modules, the construction of the failure management 
model in our previous work was accordingly derived. The failure management model then includes Failure 
Management, Failure Knowledge, Failure Causes, Resources and Production, extracted from the work of 
TUERTMANN ET AL. It is to be mentioned that in this model no individual process steps are represented, but 
only the manufacturing company’s entire production in one calculation step. Interaction among different 
steps can thus not be shown.  

Generally, in the model of TUERTMANN ET AL., the selected level of abstraction is too high to enable actual 
optimization at the level of production planning and control. In particular, the level of detail presented within 
the model does not allow for a simulation at the process step level, as this is necessary for calculating the 
key parameters to achieve better production performance. The failure management model should be enabled 
to map any production process in order to be able to consider specific scenarios. Hence, in our previous work 
[10], adjustments and further development are made to adapt the model from TUERTMANN ET AL. and make 
it applicable for failure management in manual assembly. A schematic structure is proposed to modularize 
the production steps and enable representing any number of production steps in a single model. As next step, 
this model needs to be programmed considering the interaction among the process steps. The corresponding 
parameters involved in the model need to be described in mathematical forms. 

For the programming of the simulation model presented in our previous paper [10], the software Vensim 
developed by Ventana Systems is applied. This software was also deployed by TUERTMANN ET AL., whose 
model serves as the origin of the simulation model in this paper [3]. Deploying the software Vensim for 
programming the simulation model can reduce the risk of transmission failures. The programmed simulation 
model consists of 23 elements and is not restricted by the amount or the type of the process step. These 23 
elements include ten constants, ten variables, and three additional variables with integrating behaviour. The 
constants are the setting parameters of the simulation model. By setting corresponding values of constants, 
the model can be adapted to a specific process step (PS). Table 1 provides detailed information about the 
constants. 
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Table 1: Constants of the simulation model and their description and unit 

Constant Description Unit 

Acceptable Defect Rate PS Percentage of defective products accepted without initiating activities to 
correct the defect 

% 

Cycle Time PS Execution time of the considered process step Seconds/ Product 

Defect Appearance Probability PS Probability with which a present failure cause leads to an actual failure 
occurrence 

% 

Defect Registration Rate PS Proportion of detected defects that is recorded % 

Inspection Frequency PS Interval of product inspection Products 

Inspection Time PS Duration of the inspection of one product Seconds/ Product 

Planning PS Number of planned products for the process step Products/ Day 

Resource Requirement for One 
Defect Registration PS 

Resource requirements for the recording of a defect Seconds/ Defect 

Shift Length PS Length of a shift excluding breaks Hours 

Shifts per Day PS Number of shifts per day Shifts 

 

Aside from setting parameters, variables are also involved during simulation model programming. The 
variables are subject to mathematical calculation rules, which must be represented in the programmed 
simulation model. The variables with descriptions and calculation rules can be found in Table 2. 

Table 2: Variables of the simulation model and their description and calculation rule 

Variable  Description Calculation Rule 

Completion Rate 
PS 

Number of finished 
products related to one 
time unit 

Completion Rate PS=Delay Fixed(
Net Production Time PS

Cycle Time PS
*3600, 

Cycle Time PS
86400

, 0) 

Conform Products 
Rate PS 

Product flow of the 
compliant products 

Conform Products Rate PS=Completion Rate PS*(1-Defect Rate PS) 

Defect Rate PS Percentage of defectively 
produced products in the 
process step 

Defect Rate PS=Defect Appearance Probability PS*Root Causes 

Defective 
Products Rate PS 

Difference between all 
finished products and 
compliant products 

Defective Products Rate PS 

=Delay Fixed(Defect Rate PS *Completion Rate PS, 
Inspection Time PS

86400
,0) 

Need for Action 
PS 

Need for action resulting 
from the comparison of 
the acceptable defect rate 
and the actual defect rate 

Need for Action PS 

=IF THEN ELSE(Defect Rate PS>Acceptable Defect Rate PS,1, 0) 

Net Production 
Time PS 

Working time in hours 
available per day 

Net Production Time PS 

=Required Worker PS*Shifts per Day PS*Shift Length PS 

  -Time Spent on Inspections PS 

  -
Time Spent on Defect Registration PS

3600
 

Required Worker 
PS 

Number of employees 
required per day and shift 

Required Worker PS 

=Required Working Time PS/(Shift Length PS*Shifts per Day PS) 
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Required Working 
Time PS 

 Required Working Time PS 

=Planning PS*
Cycle Time PS

3600
+Time Spent on Inspections PS 

Time Spent on 
Defect 
Registration PS 

Time required for the 
registration of defects 

Time Spent on Defect Registration PS 

=Defect Registration Rate PS*Defective Products Rate PS 

  *Resource Requirement for One Defect Registration PS 

Time Spent on 
Inspections PS 

Time required for quality 
controls 

Times Spent on Inspections=
Planning PS*Inspetion Time PS/3600

Inspection Frequency PS
 

 

Different from the ten variables above, variables with integrating behaviour are primarily intended to model 
the material flow of the process step. The initial value of these variables equals zero. The descriptions and 
calculation rules of the variables with integrating behaviour are given in Table 3. 

Table 3: Variables with integrating behaviour of the simulation model and their description and calculation rules 

Variable Description Unit 

Completed 
Products PS 

Completed products of the 
process step 

Completed Products PS 
=Integ(Completion Rate PS-Conform Products Rate PS-Defective Products Rate PS) 

Conform Products 
PS 

Conform products of the 
process step 

Conform Products PS=Integ(Confrom Products Rate PS) 

WIP Process Step Work occurring in the 
process step 

WIP Process Step=Integ(Defective Products Rate PS+Planning PS-Completion Rate PS) 

 

In addition to the simulation model itself, the target system for performance measurement must be integrated. 
Only by measuring performance, the evaluation of the various failure management strategies is enabled. 
Performance refers to the time required for an employee to process a conform product. The overall target 
value of one process step is calculated as follows: 

Overall Target Value PS=IF THEN ELSE(Conform Products Rate PS>0, Required Working Time PS
Conform Products Rate PS

,0) (1) 

To compare two simulation results, a further variable with integrating behaviour (Sum of OTV PS) is added. 
Thus, the performance achievement over the entire simulation period can be compared in only one 
characteristic value. The initial value is zero and the calculation rule for the variable is: 

Sum of OTV PS=Integ(Overall Target Value PS)  (2) 

3.1 Verification of the programmed simulation model 

Towards the error-free programming process, tests were already carried out during model generation. It was 
checked after each programmed calculation rule using dimension tests whether the units used for the 
elements were consistent. Additionally, to check the programmed simulation model's behaviour for 
plausibility and to ensure that the generated links of the model elements follow logical relationships, test 
runs were performed. The procedure is based on the techniques of verification and validation, according to 
RABE ET AL. [12]. Such a test is considered a fixed or limiting value test. In this test, the simulation model 
is given fixed input parameters to prevent dynamic model behaviour; hence, the simulation results can be 
reproduced. Accordingly, fictive values were assigned to the simulation model's constants, and hypotheses 
were made for the resulting values of the variables. The test run confirmed all hypotheses so that a 
consistently alleged behaviour of the calculation rules and implemented functions are proven. 

171



Furthermore, it was tested whether the system behaviour remains stable when the input values are changed. 
For this purpose, several adjustments are made to the initial model, and the expected change in system 
behaviour is compared with the simulation result of the adjusted model. In each case, the initial model forms 
the basis for the adaptation, i.e., after each adaptation, the model is reset to the initial state before the 
subsequent adaptation is carried out. The constants Defect Appearance Probability PS, Planning PS, and 
Cycle Time PS were respectively adjusted. The expected results after adjusting the first and second constants 
were confirmed. The expected result after adjusting the cycle time deviates 0.16 % from the actual result. 
However, the deviation decreases when the time spans between the calculation times are reduced.  

3.2 Validation of the programmed simulation model using a case study 

The programmed simulation model was validated using a case study from the automotive industry. The 
validation of the concept is carried out by comparing the simulation results with the real recorded data. Two 
successive assembly stations for the production of a powertrain module are considered. For each station, one 
employee works autonomously to carry out all the tasks required at the station. If several workers are 
involved, they perform the same activities in parallel on the same type of product. In the following, the work 

 
 

 

Figure 1: First part of the overall model of the use case 
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stations are referred to as Station 1 and Station 2 according to the sequence in which they are to be performed. 
A total of eleven different tasks are performed at Station 1 and eight at Station 2. 

To begin the simulation model must be adapted to the case study. Since two process steps are considered, 
two model modules must be connected in series. It is necessary to link these models with the sub-models 
Failure Management, Failure Causes, and Resources. These sub-models can be taken over to a large extent 
from the approaches according to TUERTMANN ET AL. [3]. An adaptation of the sub-models must be carried 
out primarily regarding the respective interfaces. The need for action in failure management is determined 
based on the need for action in the individual process steps and can no longer follow directly from a model 
of the entire production process. In Figure 1 and Error! Reference source not found., the overall model of 
the use case is visualized.  

As a sequent step, the failure occurrence probability of stations 1 and 2 must be determined. The probability 
is determined according to the Expert System for Task Taxonomy (ESAT) [13]. The prerequisite is the 

 
 

 

Figure 2: Second part of the overall model of the use case 
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description of the tasks at stations 1 and 2. A corresponding task catalogue was created in a workshop with 
the foremen and workers of the assembly line. 

Once all other input data, such as cycle time, has been collected for both stations, the simulation model can 
be executed. In order to calculate the actual failure rates, all units produced in 2016 were considered. In total, 
100,000 units were produced at the respective stations during this period. To determine the failure rate, all 
failures that occurred during this period were considered, and those failure types were selected that could be 
traced back to a failure at assembly stations 1 or 2. At station 1, the simulation result is 12 % below the actual 
value, and at assembly station 2 is 1 % above. Assuming that the standard deviation of the absolute number 
of failures is in each case only one failure (related to one year), a tolerance range in terms of process 
dispersion can be defined to +/- 3 sigma (station 1: +/- 20%; station 2: +/- 2%). The deviations of the 
simulation result from the actual value are within this 3-sigma range and are therefore considered as an 
acceptable deviation. In conclusion, the programmed model is valid [11].  

4. Derivation of general recommendations for action for failure handling using a case study 

Subsequently, the verified and validated model was used to generate recommendations for the optimal 
integration of failure management into the production process. For this purpose, another case study was 
considered, which has a significantly lower process level than the validation case study. This case study also 
comprises two process steps of a manual assembly line. Simulations were performed over 50 days. In these 
simulations, the failure management strategy was continuously varied. A failure management strategy is 
defined as setting values for the constants Acceptable Defect Rate PS and Defect Registration Rate PS. 
Accordingly, a variation of the strategy is equivalent to a variation of the input values of these two constants. 
In order to determine the performance over the entire simulation period, the variable Sum of OTV PS was 
evaluated by relating the result of one run to the result of the baseline situation. 

 
Figure 3: Influence of the failure management strategy on the performance 

The best results were obtained for a minimum acceptable defect rate and a defect registration rate around 
50%. In addition to the overall strategy's performance, it was also possible to analyse the influences of the 
acceptable defect rate and defect registration rate on the performance. For this purpose, the defect registration 
rate was varied at a constant acceptable defect rate. Only after 15 days of simulation and variation, 
respectively increase of the defect registration rate, an improvement of the performance became visible by 
the value of the variable Sum of OTV PS. From a defect registration rate of approximately 40 % onwards, no 
further improvement could be identified. According to the simulation results, it is therefore not expedient to 
capture all failures since after a limit value has been exceeded, no further improvement in performance can 
be achieved. That indicates that there is an optimal defect registration rate that must be set to maximize 
performance. 
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As following step, the acceptable defect rate was varied at a constant defect registration rate. The simulation 
results show that the influence on the acceptable defect rate's performance is significantly lower than the one 
of the defect registration rate. The variable Sum of OTV PS has its highest value on day 15, and with lowering 
the rate, the value drops again. To further characterize the influence of the acceptable defect rate and a defect 
registration rate, variance analysis was performed. For this purpose, the variable Sum of OTV PS was defined 
as the target variable and the two constants are set as factors. In Figure 3, the variance analysis results to 
characterize the influence of the failure management strategy on the performance are illustrated. 

5. Conclusion 

Based on the simulation results, it was shown that by adjusting the failure management strategy, the time 
required for an employee to assemble a compliant product could be reduced. For this adjustment, the defect 
registration rate and acceptable defect rate are the levers. It was also found that an optimum for the defect 
registration rate exists. The defect capture rate describes the proportion of existing product defects fed into 
a failure management process to eliminate the cause of the failure. A defect registration rate below the 
optimum can lead to a significant drop in performance in the entire production system. Maximization of the 
defect registration rate towards 100 % causes inefficiency since the resulting additional effort for defect 
detection can no longer be compensated by the increased performance of failure management. 

The results show that a System Dynamics model can be used to derive recommendations for optimizing 
failure management. This allows measures to be identified for better interconnection of a company's failure 
management strategy with its production planning and control, taking into account the mutual interactions. 
However, the efforts of the remaining personnel in failure management are not included in the optimization. 
There is potential for expansion in terms of integrating a role model so that the efforts of the failure 
management in the different groups of persons can be included. 

The simulation model is based on a static strategy, which means that the defect registration rate and 
acceptable defect rate are defined initially and are not further adjusted afterward. Especially concerning the 
consideration of a production ramp-up, an adjustment of the failure management strategy depending on the 
time seems to be reasonable. The integration of a dynamic strategy is a potential extension possibility of the 
model to increase the model quality. 
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Abstract  

In the ultra-flexible factory, production machines reconfigure themselves ad-hoc depending on incoming 
production orders. Consequently, the IFF institute has developed a modular cyber-physical system (CPS) 
that consists of configurable robotic components. This paper is motivated by the need to reduce the effort 
and time associated with the CE conformity process for manufacturing systems with frequent 
reconfigurations, thus minimizing non-value adding machine downtime and increasing Overall Equipment 
Effectiveness (OEE). It presents an approach for an automated assistant system for the required risk 
assessment process using a database of previous CE conform system configurations and a reasoner that is 
able to verify the existence of a CE conform configuration that supersedes the hazards and risks of the new 
configuration. This allows the protective measures listed in the previous CE conform configuration to be 
reused, as well as a large part of the respective CE documentation. 

Keywords 

CE conformity process; human robot collaboration; safety; modular machines; reconfigurable manufacturing 
system; Industry 4.0; information model; cyber-physical systems, Matrix Fusion Factory  

1. Introduction 

Since the early 1980s the global manufacturing industry in general, and the European industry in particular, 
has had to cope with lower lot sizes, higher numbers of product variants and shorter product life cycles [1]. 
In response, new manufacturing concepts such as flexible, reconfigurable and changeable manufacturing 
systems (FMS, RMS and CMS) have emerged [2–4]. These manufacturing system concepts exploit the 
modularity of hardware and software, as well as model-based engineering, to rapidly adapt the 
manufacturing system to new product and production requirements. In recent years, the interconnectivity of 
manufacturing components, artificial intelligence, and digitalization have extended the concepts towards 
CPS that are able to semi-autonomously analyze product models, reason about the required production 
reconfiguration, and even partially reconfigure themselves [5–7]. Industry 4.0 has established itself as the 
common trademark for such systems. One example of such an Industry 4.0 system is the Matrix Fusion 
Factory (MFF) depicted in Figure 1. This outlines how temporary modular and mobile hardware and 
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software assemblies (classically referred to as machines) are 
composed. Humans and modular machines move and interact 
in the same workspace. Due to the constant adaptation of the 
production system to the orders, separated workspaces may 
not be beneficial and may have a negative impact on value-
adding [8–10]. The modular assemblies, for example modular 
assembly I and II in Figure 1, consist of modules (a, a* to f*) 
with different functions and capabilities. Thus, the required 
capabilities can be generated flexibly by combining different 
modules. However, while autonomy, modularity, and 
flexibility enable manufacturing systems to be reconfigured 
and adapted more frequently, the logical conclusion of these 
enablers results in “previously unknown” manufacturing 
system configurations. These configurations, for which no 
CE markings have been issued, are potentially hazardous, 
considering the workspaces potentially shared by workers and machines. This makes CE marking and the 
corresponding risk/safety assessment the future bottleneck with regard to the frequent reconfiguration of 
manufacturing systems [11].  

In the following sections, first the problem is presented in Section 2, followed by the current state-of-the-art 
approaches for risk assessment in Section 3. Section 4 presents the approach for speeding up/automating the 
conformity process, especially in terms of risk assessment. The approach is validated on a use case in Section 
5. The results of the validation are discussed in Section 6 before an outlook on future research work in this 
field is given in Section 7. 

1. Description of the problem  

One of the questions that arises in the adaptable concept of the MFF is how to ensure regulatory safety 
demands. In conventional production, the manufacturer of a machine has to guarantee that their design meets 
the safety demands of the Machinery Directive 2006/42/EC [12], while the proprietor of the facility has to 
fulfil the requirements according to 2009/104/EG (minimum safety and health requirements for the use of 
work equipment by workers at work) [13] which demands the workplace conditions and surrounding 
conditions to be checked if they are still consistent with the intended use according to the machine 
manufacturer. If the machine manufacturer does not meet these requirements according to the Machinery 
Directive, they may be violating the law [14] and could lose their liability insurance coverage [15]. In 
general, the conformity process consists of the 6 steps listed in [16] and depicted in Figure 2.  

While, in production scenarios, the machine manufacturer develops in the direction of a system proprietor 
[17], in the concept of the MFF the proprietor develops into a machine manufacturer and also potentially 
fulfils both roles. Therefore, the relevance of safety engineering will grow [18] in line with the fast adaptation 
of machines [19]. This means that a risk assessment must be conducted after each production system 
modification [20], resulting in a high effort for the proprietor because now the proprietor carries out tasks 
which would normally be performed during the design phase [20] by experienced health and occupational 
safety experts [21]. If, during the risk assessment, the modification is considered as being substantial, the 
machine is considered a new machine and the complete conformity process must be carried out [22].  

Therefore, in order to apply the ultra-flexible production system - such as the MFF - in practice as well as 
reconfigurable manufacturing systems, the process of checking conformity must be supported in a more 
targeted and automated way [21]. 

Figure 1: Concept of the Matrix Fusion Factory 
with modular, mobile machines 
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Figure 2: conformity process on the basis of [16,12] 

2. State of the Art  

The generic risk assessment process (RAP) is defined in ISO 12100 [23]. ISO 10218-1/2 [24] extends RAP 
by a list of common potential hazards encountered in human robot collaboration applications, while ISO/TS-
15066 provides guidelines on the bio mechanical force and pressure limits arising from transient and quasi-
static collisions [25]. In this paper, we group the various RAP techniques into three main categories:  

1. Informal safety analysis techniques and conventional tool 
2. Model-based and formal verification methods 
3. Simulation/scenario-based methods 

Informal methods are general-purpose techniques used to structure RAP. Examples of such techniques are 
HAZard and Operability studies (HAZOP) [26], checklists [27], Failure Mode and Effect Analysis (FMEA) 
[28], Failure Tree Analysis (FTA) [29], and Systems Theoretic Accident Model and Processes (STAMP) 
[30]. These rely solely on domain expertise and human reasoning, such as HAZOP entails brainstorming 
meetings by interdisciplinary teams to explore possible deviations from system design, system behavior and 
subsequent hazards. While the later mentioned methods can only be applied to areas which have been 
elaborated previously with much effort, informal methods can be applied to all type of risks and production 
scenarios. But the engineering judgement of the risk identification and the risk evaluation is usually done 
with reflection on a “mind internal” comparison to comparable situations or comparable machine structure. 
Therefore there is a potential of not identified risks as well as under- or overestimates of risks due to cognitive 
biases. [31,32] 

Typical model-based methods derive hazards from system designs using rules and formal verification 
methods. [33] combines HAZOP and UML to systematically identify hazards in Human Robot Collaboration 
(HRC) applications. [34] introduces a rule-based system to automatically link certain Product Process 
Resource (PPR) properties to hazards and make recommendations for corresponding safety measures. 
SAFER-HRC is a formal verification method that guarantees the safety of the given HRC application [35]. 

4a Determine 
limits of the 
machinery

4b Identify hazards

4c Estimate risks

4d Evaluate risks

4e Eliminate hazards/
reduce risks

1 Identify applicable 
directive(s) and 
harmonized standards

2 Identify + verify product-
specific requirements

3 Identify 
conformity path

4 Test and verify 
product conformity

5 Draw up technical 
documentation

6Affix CE Mark and draw up 
EC Declaration of Conformity

1. Basically, for the products considered in this approach, the
main directive will be the Machinery Directive. Besides the
included Low Voltage Directive, other directives are likely
to be included, e.g. the EMC Directive or possibly the RoHS
Directive.

2. For the Machinery Directive, the essential health and safety
requirements are included in Annex I of the Machinery
Directive. Additionally, the relevant harmonized standards
need to be derived.

3. It has to be determined whether a notified body has to be
involved. For most machinery (except that mentioned in
Annex IV), an assessment of conformity with internal

checks is sufficient.
4. Consists of the risk assessment procedure and verification

and tests of the derived measures e.g. according to the
derived harmonized standards to prove conformity of the
product.

5. All relevant documents as mentioned in Annex VII must be
compiled and stored. This also includes technical, electrical
and geometrical specifications.

6. Declaration of Conformity must be signed by an authorized
representative of the manufacturer. Additionally, the CE
Mark must be affixed to the product.
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[36] introduces a meta-model to automate a design space exploration which allows measuring impacts on 
design changes automatically. To increase automation in risk assessment [37] presents a model-based and 
software-assisted approach, performing hazard analysis at runtime on single components. While model-
based methods can automatically identify hazards and formally verify the safety of an HRC application, they 
require rigorous formal models of the application – a highly work-intensive and knowledge-intensive task - 
and are only as complete or correct as the underlying model and verification rules.  

Few simulation-based methods exist, inter alia, for identifying hazards [38] and the optimized placement 
of Rapid Response Mechanisms (RRM) [39] in HRC systems, for Automated Guided Vehicles (AGVs) in 
automated warehouses [40], or for cobots in domestic environments [41]. [40] combines a simulation-based 
approach with HAZOP, however with a focus on automated warehouses with AGVs. The authors simulate 
advanced sensors functionalities, such as depth cameras, which cannot be easily formulated by model-based 
and formal methods. Huck et al. [38] address hazard identification using optimization-based methods which 
search for risky human behavior that could lead to hazards. In a proof of concept, Huck et al. are able to 
identify hazards arising from unplanned transient contacts. However, the approach is not guaranteed to 
converge in a polynomial time. Furthermore, due to simplification of the human model in order to utilize a 
branch&bound algorithm, this approach can only be used to falsify specific safety configurations which are 
related to specific hazards. It is unable to guarantee safety because hazards may be overlooked. 

Several contributions published in the production domain address an automation of single process steps in 
the CE conformity process for reconfigurable systems. Some work has been done on automating the 
identification of hazards associated with specific machine modules. Identification of hazards and evaluation 
of safety at system level still relies on expert knowledge “[originating] from a human 
integrator” [42]. [36,37,42]  

The impact of modifying the configuration of modular machines - consisting of several single components 
– on the validity of safety configurations and subsequently the CE mark has not been addressed in detail. 
Specifically, the interactions between safety components and functional components being added or 
removed have not been in the focus of those publications.  

In this publication the challenges of declaring CE conformity of modular machines are discussed. Following 
that, an approach for accelerating the declaration process is presented, considering current directives and 
standards. Consequently, all steps of the CE conformity process are considered - from single component up 
to system level - and their feasibility as well as degree of automation are discussed. 

3. CE Configuration 

As specified in the description of the 
problem, the constant demand-driven 
modification of machinery results in 
significant work for the proprietor in 
order to guarantee compliance with the 
machine’s standards and directives. 
During the conformity assessment 
procedure, the machine may not be 
productive, leading to downtime and 
lost added value (2006/42/EC). The 
presented approach includes a 
framework to help the proprietor with 
the conformity process and automate 
the respective steps. As a result, time-
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Safety Measures
(S)

Product, Process,
Ressource (PPR)

ppr1
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…

are implemented by

Figure 3: The PPRHS model extends the traditional PPR model by the 
hazards caused by the product, process or resource features of a 

workplace, as well as the mitigating safety measures that in turn are also 
implemented by PPR features. 
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consuming conformity assessment procedures can be avoided and downtime and costs for modular 
machinery minimized. The framework’s contribution to Step 4 of the conformity process, which is depicted 
in Figure 2, is based on three core elements: 1) database of CE compliant configurations of machinery; 2) 
selection algorithm for identifying suitable machine configurations that meet process/product requirements, 
and 3) a reasoning algorithm that uses the PPRHS (Product, Process, Resource, Hazard, Safety measure) 
model depicted in Figure 3, to determine whether a new configuration contains any unmitigated risks. 

The used database contains a) the available machine modules for building modular machines, b) the CE 
compliant configurations of the used modules and their data. Furthermore, the saved data for each CE 
compliant configuration includes: 

• machine-readable documentation of the configuration of machinery [43–45] (e. g. links between 
modules, geometrical, electrical wiring plans) 

• required capabilities of the configuration 
• available capabilities of the configuration 

• standards used at the time of conducting CE compliancy (e. g. DIN EN ISO 10218-2:2012-06)  
• family tree and timeline of configurations and sub-configurations used to modify the configuration 
• risk assessment, including identified hazards and selected safety measures 
• declaration of conformity 

If a configuration is declared as being conform, the above-mentioned data is saved, thus extending the 
database. In general, modifications should only be implemented if they benefit value-adding (e.g. integration 
of necessary new capabilities or removal of obsolete ones).  

To derive the required manufacturing capabilities from product and process requirements and to select 
configurations in the database which fulfil these requirements, a selector algorithm is used. The selector 
searches the database and compares the necessary derived capabilities with the available capabilities of the 
configurations in the database and outputs either a CE-compliant configurations that fulfils all requirements 
or a “best match”. That best match is then further modified by the engineer in terms of Product, Process and 
Resource features to fulfils all requirements. 

When a configuration is modified, risks and adequacy of safety measures must be verified, as:  

• Existing hazards can become unmitigated (risk level increases) due to a modification/elimination of 
the PPR features implementing the corresponding safety measures.  

• New but known hazards, i.e. safety measure is also known, may manifest due to a modified PPR 
features 

• New unknown hazards, i.e. associated safety measure is not yet associated, may manifest due to new 
PPR features 

A reasoning algorithm following formal rules and utilizing a simulation-based risk assessment procedure 
determines if the hazard increases and safety measures are sufficient.  

This paper summarizes the framework’s outcome for two different conformity process scenarios, outlined 
in Figure 4. 
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Figure 4: Outcome for different conformity process scenarios  

Scenario 1: The selector finds one or more CE-compliant configurations in the database which fulfil all the 
requirements.  

• These configurations can be reused as the “new” configuration. Since the new configuration, the 
configuration in the database, and the used standards are identical, the documentation of the database 
configuration can be reused for Step 5 of the conformity process. 

Scenario 2: The configuration found is a modified configuration of a previous CE-compliant configuration 
(stored in database). In that case, a risk assessment procedure consisting of identifying hazards and selecting 
suitable safety measures is mandatory. To identify hazards the following four evaluation steps are conducted: 
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• In a first step, the reasoner analyzes whether hazards of the previous CE-compliant configuration 
become unmitigated due to elimination or modification of PPR features implementing safety 
measures. It should be noted that the elimination or modification of PPR features could also lead to 
the elimination or risk decrease of hazards.  

• In a second step, the reasoner searches the database for matching sub-configurations and the 
reasoning algorithm uses the PPRHS model to evaluate adequacy of the safety measures and no 
increase in risk. 

• In a third step, simulation-aided risk assessment (SARA) tool is used to identify potential new 
hazards that result from the “sum of all sub-configurations”. The tool uses a digital twin of the 
machine and an adversarial human digital model to simulate different interaction behaviors in a 
physics simulation, where the human model is “trying to get hurt” and the physics engine is used to 
evaluate resulting collision forces and pressures. 

• Since the rules and SARA tool used by the reasoner cannot claim completeness – they can only 
falsify safety; not verify it - a final check (step 4) is performed by a safety expert to make sure that 
no hazards are overlooked.   

In case an unmitigated or new hazards (see Figure 5) in any of the previous four steps is identified, three 
distinct cases can be distinguished: 

• Case I: The PPR features causing those hazards can be identified as a sub-configuration in the 
database (common for results from step 1 and 2 of the hazard identification process), meaning that 
those hazards have been encountered before and suitable safety measures exist. It is then just a matter 
of identifying the PPR features implementing those safety measures in the configuration or adding 
them to the configuration if missing. 

• Case II: The PPR features causing those hazards are similar but not an exact match to a sub-
configuration in the database. The reasoner can output “best match” safety measures, but it is up to 
the engineer to evaluate, whether safety measure option is a) adequate or b) also requires 
modification. 

•  Case III: New unknown hazards (common for results from step 3 and 4 of the hazard identification 
process). In that case, the engineer needs to codify the underlying PPR features and suitable safety 
measures.  

In Case I, the risk assessment procedure can be quickly passed. Further, the safety documentation which is 
already available can be largely reused in Step 5 of the conformity process. Case IIa requires more effort, 
but again a lot of the existing documentation can be reused, or the lacking documentation about the new 
mapping of hazards to safety measures can be simply added. In cases IIb and III, new previously unknown 
hazards are identified and no adequate safety measures exist. Thus, requiring a lot of the effort engineer, 
causing machine downtime and added human effort.  

Therefore, if those cases can be avoided, which is one of the framework’s core objectives, ultra-flexible 
production systems will be more efficient. To guarantee sufficient human safety, the risk must be reduced 
until it is within the limits defined by the standards. The documentation of this risk assessment is then added 
to the documentation of the machine. Furthermore, the new CE-compliant configuration extends the 
framework’s database.  
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Figure 5: Examples of modifications of CE-compliant configuration (middle) resulting in reduced hazards / risk levels 
(right) or in unmitigated hazards / risks (left) 

The configured machine still has to be approved (conducted manually) in order to avoid modification errors, 
such as wrongly-attached wires, sensors or the omission of electrical grounding. The construction must 
correspond to the CE-compliant design in the database. If more than one configuration is available after the 
database search, the found configurations are prioritized according to multi-criterial objectives, such as time, 
cost, or associated risks. Reusing configurations in the database enables Steps 4 to 6 in the conformity 
process to be accomplished quickly, thus minimizing machine downtime.  

It should also be noted that the CE-conform configurations in the database can only be employed if the 
relevant standards are still valid. Otherwise, their CE marking can be used by the reasoner as a valid option 
before it is updated according to current standards during reconfiguration. 

4.  Use Case  

Using the modular, mobile machines (see Figure 6) designed by IFF, the presented framework are applied 
to an example of a scenario. In this scenario a CPS, represented by a mobile modular machine consisting of 
a modular robot, an automated guided vehicle (AGV), and its respective power supply, is assigned an 
assembly task. This CPS was digitally modeled and visualized in Unity Engine and is continuously updated 
regarding the current configuration. This game engine allows to integrate 3D models, scripting and several 
relevant technologies, like communication network protocols. Using Unity Engine and physics engines, like 
MuJoCo, it is possible to simulate CPS and their physical properties, including collisions and mechanical 
behavior according to the current configuration [46–48]. The assembled product is expected to be delivered 
to a specific location in the factory. The transport time is used to assemble the product. At this stage, the 
robot is in a 3-axis configuration. However, the production engineer discovers that the robot is unable to 
fulfil the planned assembly task in its current configuration.  

After an iterative process, the worker derives that the minimal required configuration to achieve the task 
needs the integration of three additional modules. He or she modifies the robot accordingly. Following the 
procedures detailed in Section 3, the machine’s current configuration must comply with ISO 10218-2 [24]. 
IFF is considered as the machine’s integrator and is accordingly responsible for compliance with the 
Machinery Directive as well as with the specific robot standard [24]. On conducting a database search using 
the framework presented, neither a configuration nor sub-configuration fulfilling the requirements can be 
found. It cannot be proven that the new configuration poses a lower risk than the old. Additional safety 
measures are required and a “classical” CE process is performed. The resulting documentation and the 
declaration of CE conformity is then stored depending on the time and location, and the production engineer 
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is then permitted to affix the CE marking. Following the procedure described, the modification process is 
complete and the CE-conform modular machine is now able to start its assembly task. Further, the new 
configuration is stored in the described database. When the scheduled task is finished, the worker removes 
one of the modules again because it is needed for another robot. Utilizing the framework presented in Section 
3, it can be determined that the configuration is a subclass of a CE compliant configuration with the same 
safety measures and no additional hazards identified (see Figure 5). Consequently, it can be proven that the 
new configuration poses no higher risk than the preceding configuration. Thus, the safety measures are 
considered to be adequate. The configuration only has to be approved and the technical documentation  
added. 

Later, the worker needs the robot to accomplish a different task. Using the framework once again, an already 
CE compliant design suitable for the task can be found. The configuration therefore only has to be approved 
and the appropriate technical documentation compiled. 

5. Discussion of results  

The presented framework proposes an approach to minimize downtime by speeding up and automating the 
respective conformity assessment procedures.  

The analysis in this paper is limited to machines falling under the machinery directive (2006/42/EC), 
excluding the machinery listed in Annex 4 of the directive. Due to this limitation, the only applicable 
directive identified is the machinery directive excluding Annex 4, i.e. excluding machines requiring 
conformity assessment by a notified body. Accordingly, this publication only considers machines where the 
conformity process requires a self-declaration. 

Steps 1, 2, 3 and 5 in the CE marking process can already be automated with database software which output 
the respective applicable harmonized standards, including the requirements of the machinery directive. Step 
4 includes the database search and case distinction into three scenarios.  

Scenario 1 can be fully automated. The degree of process automation in Scenario 2 depends on the 
completeness of the reasoning algorithm’s rules for determining that there is no increased risk and that safety 
measures are sufficient. Gaps identified in the rule system can be filled by adding more rules (which would 
result in the common problem of keeping rule-based systems up to date) or by integrating additional tools, 
e.g. simulation models, which can be used to falsify safety measures. While this concept will never yield a 
100 percent guarantee, it could be argued that the results obtained with it will approach and surpass the 
results of the human safety expert. 

Scenario 2 and 3 require a conformity assessment procedure which not only involves human effort for Steps 
4 to 6 but also causes machine downtime. However, as the framework matures and is filled with more CE 
compliant configurations, Scenario 3 Case IIb and Case III in scenario 2 become less and less likely. Applied 

Figure 6: Modification of a machine consisting of different modules 
(left) and its digital representation (right) in Unity Engine 
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to production systems and “self-extending” networks around the globe, cases like Scenario 3 could become 
insignificant and the conformity process almost fully automatable. However, going forward, one challenge 
will be the necessary processing power, depending on the number of modules and configuration possibilities 
(framework scale up).  

As the frequency of system modification increases, the proportion of modification-time = downtime = lost 
added value in today’s machine lifecycle will increase, resulting in decreasing OEE. At best, the framework 
aims at eliminating the time required for the conformity process, which is considered part of modification 
time.  

Related to machines that are modified within minutes to hours and extrapolated to hundreds of machines in 
a production system, the use of this framework could save considerable modification time that could be used 
for manufacturing. In addition, the framework evaluates whether a conformity assessment procedure is 
required and offers the additional criterion of whether the modification will add value. 

6. Outlook 

Ongoing activities at IPA and IFF are filling the gaps in the rule-based system by restructuring the guidelines, 
as well as further integrating a simulation-based risk assessment module, which uses a digital twin of the 
machine configuration and erroneous human behavior to attempt to falsify safety measures. Furthermore, to 
quantify the achieved time savings, the framework will be benchmarked using standardized use cases that 
reflect the typical reconfiguration scenario of the future factory. Hence, the definition of such benchmark 
use cases is a challenge within itself.  

Another research avenue being pursued is connecting the framework to the digital safety shadow of 
machines. Like the digital process shadow, the digital safety shadow primarily gathers safety-related data 
over time and contextualizes these data into usable information. Such information could be used to quantify 
risk frequency and probabilities in order to either verify or reassess the risks associated with an HRC 
application. For example, the information on how often a worker enters a designated hazard area could be 
used to confirm the risk frequency of the hazard in the risk assessment. If the risk frequency is much higher, 
additional safety measures will be required; if it is much lower, safety measures can be relaxed and the 
flexibility of the application increased.  

Another point to be examined in the future is the fact that currently no additional specific formal qualification 
of the CE declarant is required for the declaration of CE conformity. This raises the question of how a person 
without specific training can assess hazards. Taking into account typical definitions of competence in 
production technology [49–52], the analysis of the situation can only be done by including and estimating 
hazards of already known systems. An estimation via similarities of known systems and the abstraction to 
common features represent a form of modelling. In this context, the question is whether and if so, how human 
abstraction and modelling can be transferred to a decision support approach to further accelerate and improve 
decision making. 
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Abstract 

Platform companies such as Amazon and Google have changed the business-to-consumer (B2C) sector at a 
rapid pace. In the context of the digitization of products, production systems, and processes, the importance 
of digital business-to-business (B2B) platforms is also increasing. In the manufacturing industry, value 
chains change to complex platform-based value networks between business entities. This publication 
presents the results from the analysis of more than 160 platforms in the manufacturing industry from a 
business perspective. Using a value network-oriented methodology, defining business roles as well as 
revenue streams and business relationships, recurring value-creating interactions were observed. In total, 
eight clearly distinguishable platform patterns have been identified. In this article, these patterns are 
described in detail with their value and revenue streams as well as their benefits for the individual roles. 
These patterns aim to achieve a well-founded understanding of platforms in the manufacturing industry and 
form the fundamentals for further analysis for successful digital industrial B2B platforms. 

Keywords 

Digital Platforms; Value Networks; Platform Patterns; Business Models; Manufacturing Industry; 

1. Introduction 

In the ongoing digitalisation, in addition to new technical developments, new digital business models are 
emerging. Since very successful platform companies have been developed in the business-to-consumer 
(B2C) market (e.g. Apple, Uber), platform-based business models have attracted a high level of attention 
from individuals, companies, politics and researchers. Following the successes in B2C, digital platforms and 
associated business models are also becoming increasingly relevant in the business-to-business (B2B) 
environment and especially in the manufacturing industry, where more and more platform-based offerings 
are coming onto the market. According to Kenney et al. [1], digital platforms represent powerful principles 
for economic effects and designs in the manufacturing industry in the coming decades. Pauli et al. shows in 
[2] that industrial platforms are different from other platforms already intensively considered in previous 
studies (e.g. mobile platforms, video games consoles). Therefore, previous results from other domains cannot 
be directly transferred without further reflection. In the manufacturing industry, an increasing number and a 
wide variety of platforms can be observed that offer users a diverse range of value propositions. In order to 
understand and explain the underlying dynamics of the very heterogeneous platforms, digital platforms can 
be classified into different types [3]. This publication shows the results of the analysis of practical examples 
using a methodology concentrating on value and revenue streams from a business perspective (see chapter 
3) and describes identified pattern of digital B2B platforms in the manufacturing industry (see chapter 4).  

191

https://doi.org/10.15488/11247


2. Theoretical Background and related work 

This publication focuses on platforms in the manufacturing industry. According to the United Nations ISIC 
classification system [4], manufacturing refers to an industry in which a physical or chemical transformation 
of materials, substances or components into new products takes place typically in plants or factories with the 
use of powered machinery and material handling equipment. Furthermore, this research focuses on platforms 
facilitating B2B transactions. According to Kleinaltenkamp and Saab [5], the B2B market refers to a business 
transaction between two or more companies where the customer typically further processes the purchased 
product or uses the product for its own service or production process. Transactions typically are characterised 
by the involvement of several people and departments on supplier and customer side and by the often 
complexity of the services. According to Falck and Koenen [6], the differences between B2B and B2C are 
particularly apparent with regard to the size of transactions, customer relationships, focus on profits and 
efficiency, as well as contract terms and lead to different mechanisms for B2B platforms compared to B2C. 

The term platform cannot be defined uniformly. In order to define the term platform, a distinction should be 
made between two different perspectives on platforms. On the one hand, Gawer [7] describes a technical 
understanding in which platforms are technological architectures that support companies with modules in 
the development and innovation of modular products or technologies. On the other hand, an economic 
perspective defines a platform according to Parker et al. [8] as "a business based on enabling value-creating 
interactions between external producers and consumers". This perspective on business interactions between 
external partners is also adopted in this publication by focussing on value-creating relationships between 
business partners based on digital technologies.  

Regarding different platform types, some general classifications have already been developed. Engelhardt et 
al. [9] divide platforms very generic into transaction-centred platforms, which act as intermediaries to bring 
offer and demand together, and data-centred platforms, which connect data based on hardware and software. 
Täuscher and Laudien [10] focus on marketplaces as business models and identified six different 
marketplace platform types across industries. Evans and Gawer [3] distinguish between four platform types: 
transaction platforms that facilitate transactions between different users, innovation platforms as a 
foundation on which companies develop complementary offerings, integrated platforms as a combination of 
transaction and innovation platforms and investment platforms that consist of several companies acting as 
investors. Due to the complexity of industrial platforms, a more detailed level of abstraction is necessary. 

However, these three studies follow very general distinctions and pay insufficient attention to B2B and 
industry-specific platform offerings. An initial analysis with detailed focus on industrial platforms has so far 
been carried out by Wortmann et al. [11], in which the following five platform types were defined: Two- 
and multi-sided markets as intermediaries for matching between actors, service platforms as intermediaries 
offering targeted collaboration, IoT platforms offering technical solutions in pipeline models, IoT-based 
intermediaries use IoT platforms for intermediary functions and Smart IoT platforms as an extension of IoT 
platforms with further services. At the current state of the art, there is no detailed research that defined their 
classification based on value propositions, value creation relationships and income mechanisms in industrial 
B2B. For this reason, this publication addresses the research question, which B2B platform patterns can be 
distinguished in the manufacturing industry based on the value creation relationships. 

3. Methodology and research procedure 

To ensure a systematically consistent approach from a business perspective, this research applied a value 
creation perspective to examples of digital platforms in the manufacturing industry. A value network 
perspective with the analysis of physical and service value streams was chosen to analyse the business 
transactions including benefits, value propositions, and revenue flow between partners through offerings 
from a platform provider. The methodology was published by the working group "Digital Business Models 
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in Industry 4.0" of Plattform Industrie 4.0 in [12] and initially applied to five examples. Until yet, the 
methodology has been proven and established in several publications for the analysis of practical examples 
on a uniform business level, as in [13] and [14]. The representation of the value creation networks follows a 
methodology in which nodes (as icons) represent certain business roles of a company and lines (as arrows) 
represent corresponding value creation relationships. The value creation relationships are divided into 
physical value creation and value creation through services, and the concrete proposition is supplemented 
by a brief caption. The representation of the revenue streams is done with dashed and labelled arrows and 
shows who pays for which service or product. 

For a comprehensive research basis, the methodology was applied to platform examples from the 
manufacturing industry. In this work, platforms are considered that have at least one actor in their value 
networks that acts according to the definition of ISIC and has an industrial character (e.g. through machine 
use, work in factories). The following research procedure was used to select platform examples as a data 
basis for further research and analysis. First, publications focusing on platforms in the manufacturing 
industry were searched for concrete business examples (e.g. [13], [15]). This was expanded by means of an 
internet search via Google and Google Scholar with the terms "digital B2B platform", “platform businesses 
manufacturing industry” and related terms. An example was included in the research base if it was described 
with the term "platform" by the provider or the author, considers primarily B2B transactions, was available 
on the market (no research projects) and was related to the manufacturing industry. Based on these criteria, 
160 examples were identified in a first research, which have no claim to completeness. In a second step, 
business roles as well as their business relationships and their value propositions were defined and visualized 
with the value network methodology. Furthermore, the revenue streams between the business roles were 
analysed and documented. The information in this step was primarily taken from published company 
descriptions and partly expanded by contacting and interviewing the platform operators. 

After a clear understanding of the platform examples and their value networks, the individual examples were 
analysed in a third step for recurring value relationships and service offerings based on their value networks 
and revenue streams. Generalised, eight clearly separable platform patterns from a business perspective 
could be identified, which are described in detail in the following chapter 4. A draft of the first three patterns 
has already been presented in [16].  

4.  Industrial B2B platform patterns 

In the following chapter, the eight identified digital B2B platform patterns are presented and described with 
their respective value streams and revenue streams. In addition, a description is given of what the platform 
provider specifically offers and how each role benefits from it. Each pattern is based on specific practical 
examples. The patterns represent abstracted value creation networks and revenue streams, each of which can 
be modified in company-specific variants. The value streams focus on the platform operator and the roles 
receiving value propositions directly from the platform operator.  

4.1 Innovation platform pattern 

The innovation platform operator (shown in Figure 1) has the business purpose of enabling connectivity 
between machine users for enabling complementary services and solutions. To enable and support the 
analysis of usage information, service provider can use services of the innovation platform to develop 
applications (apps). These apps can be executed on the platform and have access to provided information by 
the machine user (depending on access rights). Practical examples are Siemens MindSphere, Bosch IoT Suite 
or GE Predix. The innovation platform pattern does not focus on mediating apps of 3rd parties via an app 
store. 
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Figure 1: Value and revenue streams of the innovation platform pattern 

The innovation platform operator provides a technical infrastructure that enables users to obtain usage 
information from machines and receive process-optimising services. The innovation platform operator 
enables other roles to offer and monetise new services. The business partners benefit through following 
aspects: 

• The service provider benefits by being able to offer new or previously not economically possible 
services to the machine operator through the available usage information of the machines and services 
offered by the innovation platform operator.  

• The machine user benefits by optimising internal processes by receiving services (e.g. machine 
downtime prediction, quality monitoring).  

• The system integrator enables machines to transmit usage information and adapt the innovation 
platform for the specific requirements of the machine user by using services of the innovation platform 
operator. 

The business roles involved in the value network receive revenue for the following value propositions: 

• The innovation platform operator receives revenue from the service provider who pay according to 
the platform usage (e.g. number of connected machines) and from the system integrator for the 
platform services. 

• The service provider receives revenues according to contractual agreements for provided services. 
• The system integrator receives revenue for its integration services to connect machines.  

4.2 Brokerage platform pattern 

The purpose of the brokerage platform operator (shown in Figure 2) is to mediate the needs of two actors 
who would not have come together, or not in this form, without an independent broker. The brokerage 
platform operator takes on the requirements of a requester as well as the capabilities and offers of various 
providers. The platform operator provides the necessary coordination, mediation and selection process 
(request, offer and order) between the requester and a provider. Solutions, prices and available quantities are 
typically not fixed at the initial stage. Depending on the specific business model, the brokerage platform 
operator partly assumes a contractual commitment to the actors or just mediates the needs. Practical 
examples are V-Industry, Protiq and Spanflug.  

 
Figure 2: Value and revenue streams of the brokerage platform pattern 
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The brokerage platform provider offers the partners an independent mediation between two different actors, 
each with a different business interest, and simplifies the time-consuming coordination process from offer 
to order. Typically, the brokerage platform provider enables the easy establishment of contact and efficient 
transaction. The business partners benefit from the platform operator as follows: 

• The requester gains the advantage of reducing the process of searching for suitable provider as well 
as the business coordination. The requester receives security for the transaction, as typically the 
platform operator provides a guarantee.  

• The provider profits by an additional sales channel via the brokerage platform, where the customer 
acquisition is supported or partly already carried out by the brokerage of the platform operator. 

The business roles involved in the value network receive revenue for the following value propositions:  

• The brokerage platform operator receives a commission fee for each successfully brokered service or 
product, typically depending on the value of the transaction. 

• The provider receives revenue from the sale of products and services. 

4.3 E-Shop platform pattern 

The purpose of the e-shop platform operator (shown in Figure 3) is to enable quick and easy buying and 
selling of products or services across different actors. The difference to the brokerage platform pattern is that 
an e-shop offers concrete services and products that are already announced with a fixed price and known 
availability. A direct purchase can be made via the e-shop platform without negotiations. The payment flows 
via the platform operator. Practical examples are Amazon for Business, Mercateo and Wucato. 

 
Figure 3: Value and revenue streams of the e-shop platform pattern 

The e-shop platform operator offers a digital shop through which the purchase of products and services from 
many sellers and buyers can be handled centrally via the platform. The business partners benefit from the 
platform operator's offerings as follows: 

• The seller can present and sell products and services to many customers with low effort via a new 
sales channel. In addition, processing tasks such as invoicing are taken over by the platform operator. 
However, the seller becomes transparent and comparable to competitors. 

• The buyer benefits from the e-shop by being able to find various and comparable products centrally 
in one place and to order them uniformly. The buyer can purchase from different sellers in a short 
time and has only one central contact partner with the e-shop platform operator.  

The business roles involved in the value network receive revenue for the following value propositions:  

• The e-shop platform operator receives commission fees for the products and services sold via the 
e-shop. In some cases, the seller has to pay an additional one-time fee for the platform access. 

• The seller receives revenue from the sale of products and services via the e-shop. 

4.4 Supply Chain Management (SCM) platform pattern 

The purpose of the SCM platform operator (shown in Figure 4) is to create a comprehensive exchange of 
information along the supply chain by bundling information and communication channels. For this purpose, 
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an SCM platform offers companies the possibility to combine relevant information and process flows across 
companies and thus make information relevant for the delivery accessible in their supply chain (e.g. 
customers, suppliers). Practical examples are AirSupply, Siemens AX4 and Flexport. 

 
Figure 4: Value and revenue streams of the SCM platform pattern 

An SCM platform provider offers an infrastructure so that information from different sources can be 
managed centrally and provided to partners. The SCM platform ensures access from different companies to 
uniform information (single point of truth). Additionally, the SCM platform provides software applications 
that optimise and automate process steps (e.g. sending invoices). The business partners benefit as follows: 

• The requester and the supplier benefit from the SCM platform by receiving information on orders and 
deliveries uniformly via a single database. Furthermore, an optimisation of cross-company and 
internal processes as well as improved coordination with various supplier and requesters can be 
achieved, partly also through further services (e.g. delivery evaluations).  

The business roles involved in the value network receive revenue for the following value propositions:  

• The SCM platform operator receives revenue for the provision of the platform and additional services.  
• The supplier receives revenues for the delivered products. 

4.5 Content platform pattern 

The purpose of the content platform operator (shown in Figure 5) is the uniform provision of information 
(e.g. image, text or price information) from different content providers via a single database. The content 
platform provides easy access to a uniform database with functions for analysis, searching or sorting. The 
information can be accessed simultaneously, but in contrast to the collaboration platform, they cannot be 
edited jointly by several users. In contrast to the SCM platform pattern, the content platform provides 
information not only for partners within a supply chain with the aim for optimizing supplier processes. 
Practical examples like Traceparts, Europages or E-Plan Data Portal provides data partly publicly accessible. 

 
Figure 5: Value and revenue streams of the content platform pattern 

The platform operator enables the partners with an easily accessible infrastructure for the uniform storage 
and provision of information. Thus, the operator provides the basis for a broad and comparable provision of 
information. The business partners benefit from the platform operator as follows: 

• The content provider benefits by sharing information centrally to a broad user group in a uniform way 
(e.g. 3D-files). However, the standardization of the content by the content platform also makes the 
provider more comparable.  
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• The content user benefits by being able to access and use information from many providers on the 
content platform and reduces internal processes for searching and comparing information. 

The business roles involved in the value network receive revenue for the following value propositions:  

• The platform operator receives a fee from the content provider for access to the platform and partly 
for special placements of the content. In some cases, the platform operator also receives revenue from 
the content user for general access fees, access to premium content or further services.  

4.6 Integrated platform pattern 

The integrated platform pattern (see Figure 6) has the business purpose of providing a technical infrastructure 
as a basis for complementary solution offerings and mediating apps of 3rd parties via an app store. The 
complementary solutions are offered in relation or are executed on the integrated platform and the solution 
user can deploy further functions with low integration effort. Examples are Siemens Mendix or Amazon 
AWS. 

 
Figure 6: Value and revenue streams of the integrated platform pattern 

The integrated platform operator offers an infrastructure on which other roles can offer further 
complementary solutions or expanding applications. Besides operation, the platform operator provides for 
example maintenance, security, and supporting services. The business partners benefit as follows: 

• The solution provider is enabled to offer services or develop comprehensive products using features 
of the integrated platform or using provided apps by the app provider. 

• The solution user benefits from the solution provided by the solution provider. The solution user can 
either use the solution without further adaptations, or can extend the solution via the integrated 
platform operator (e.g. via apps). 

• The app developer benefits from the available development tools and can thus provide functions in 
addition to the integrated platform and sell apps via the integrated platform as a new sales channel.  

The business roles involved in the value network receive revenue for the following value propositions:  

• The integrated platform operator receives revenue from the solution provider respectively from the 
solution user for providing the platform (e.g. licence fee, monthly user fee). In addition, the platform 
operator receives income from the app provider for the provision of development tools, as well as 
commissions for applications successfully sold via the platform. 

• The solution provider receives payment from the solution user for the platform-based solution. 
• The app provider receives a usage-based fee for apps used by the solution provider or solution user.  

4.7 Data exchange platform pattern 

The data exchange platform owner (shown in figure 7) has the business purpose of providing a software 
solution for connectivity and data transmission between internal or external IT systems. The provided 
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software solution is then integrated by a system integrator for specific uses. The data exchange platform 
operator typically uses the platform to exchange data internally, but maybe also with external partners. 
Examples for the data exchange platform pattern are KAMPF the@dvanced, Cybus and Ondeso. 

 
Figure 7: Value and revenue streams of the data exchange platform pattern 

At this point, two roles need to be distinguished: 

• The data exchange platform owner owns the intellectual property of the platform solution. However, 
the platform owner does not have any business relation with the end user or operate the solution, but 
provides a software solution that enables users to exchange data between different IT systems. 
Additionally, the platform owner provides updates and maintenance.  

• The data exchange platform operator uses the software solution typically integrated and adapted for 
its specific IT environment by a system integrator to its users (typically within the own company).  

The business partners benefit from the platform operator's offerings as follows: 

• The data exchange platform user is technically enabled to exchange data between different IT systems. 
• The system integrator takes on the role of an enabler by integrating and adapting the software to the 

data exchange platform operator. 

The business roles involved in the value network receive revenue for the following value propositions: 

• The data exchange platform owner receives revenue, typically in form of a licence model, for the 
provision and maybe for the usage of the software and, if applicable, for updates.  

• The system integrator receives revenue for the integration service. 

4.8 Collaboration platform pattern 

The collaboration platform owner (shown in Figure 8) has the business purpose of providing a software 
solution for interdisciplinary and partly cross-company usage. For this purpose, the platform owner offers a 
software which can be integrated by the software integrator for specific usage, so that users can work 
simultaneously together (e.g. in a development project). The collaboration platform operator typically 
provides the integrated collaboration environment to internal and external company stakeholders. Practical 
examples are Siemens Teamcenter, COMOS and Contact Elements. 

 
Figure 8: Value and revenue streams of the collaboration platform pattern 
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At this point, two roles need to be distinguished: 

• The collaboration platform owner provides a software solution that enables users to work jointly on 
the same database. Typically, the collaboration platform owner provides updates and maintenance. 

• The collaboration platform operator provides a specifically integrated collaboration environment, 
primarily to internal company stakeholders, but also to external company stakeholders, for 
collaborative working. 

The business partners benefit from the platform operator's offerings as follows: 

• The user with collaborative input benefits by being able to improve collaboration processes with 
internal and cross-company departments. 

• The content user benefits by being able to easily access information from a unified database. 
• The authoring tool provider acts as an enabler by providing additional software tools (e.g. CAD-Tools) 

necessary for collaboration. 
• The system integrator enables the provision of an integrated collaboration environment of the 

collaboration platform operator. 

The business roles involved in the value network receive revenue for the following value propositions:  

• The collaboration platform owner receives revenue for the provision and maybe also for the usage of 
the collaboration software. 

• The authoring tool provider receives revenue for providing the authoring tool. 
• The system integrator receives revenues for the integration services. 

5. Conclusion and Further Research 

Based on a very heterogeneous range of different platform offerings in the manufacturing industry, it was 
possible to structure 160 identified platform offerings using a methodology concentrating on value and 
revenue streams from a business perspective. The research conducted shows that platform operators offer 
different value propositions to their partners, for example matching of actors, provision of new sales channel 
or enablement for further databased services. Thus, it can be concluded that platforms in the manufacturing 
industry also need to be differentiated from a business perspective. Despite the company-specific 
characteristics, eight patterns could be elaborated by abstracting the value creation relationships and revenue 
streams, which can be clearly distinguished from each other from a business perspective. Distinct means that 
a business decision is necessary to decide on a pattern. The focus on value propositions provides a decisive 
representation of what a platform operator offers partners in the value network. These business-relevant 
aspects are chosen as central criteria for the analysis and classification. Thus, a precise description and 
explanation of different platform patterns in the manufacturing industry could be achieved. 

Further research is necessary to subdivide these general patterns into sub-patterns with more examples and 
to describe specific modes of transactions. These patterns form a well-grounded basis for future research in 
order to carry out differentiated analyses regarding dynamic effects, network effects and further success 
factors. Furthermore, further research can also examine what requirements companies should meet in order 
to implement the different platform patterns and how individual patterns can be combined. The aim is that 
in the future, industrial B2B platforms will become differentiated and transparent based on their concrete 
characteristics, and that specific success potentials can be identified in addition to B2C platforms. 
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Abstract 

Additive Manufacturing is on the brink of industrialization. In addition to the technical aspect, the aspect of 
production planning and optimization is continuously gaining importance with the technology being 
introduced into production environments. In order to allow a production logistics positioning for a production 
environment equipped with Laser Powder Bed Fusion machines, a simulation model has been developed at 
the RWTH Aachen University Chair for Digital Additive Production DAP. By means of this simulation 
model, production logistics key performance indicators (KPIs) such as the utilization are calculated as a 
function of nine parameters describing the production environment. To demonstrate the validity of the 
simulation model and allow a better understanding of its behaviour, the influence of each input on the 
utilization is investigated. In this study, a Global Sensitivity Analysis (GSA) based on the Monte Carlo 
method is performed to quantify the importance of the parameters. For this purpose, a Variance Based 
Sensitivity Analysis (VBSA) is conducted, followed by a Regional Sensitivity Analysis (RSA), and a GSA 
based on the PAWN method, allowing to perform all three settings of GSA, namely Factor Prioritization, 
Factor Fixing, and Factor Mapping. Finally, the knowledge brought by the sensitivity analysis allows for a 
user-friendly simplification of the production environment model, thus permitting a prioritized increase of 
the utilization. 

 

Keywords 

Monte Carlo Method; Latin Hypercube Sampling; Variance Based Sensitivity Analysis; Regional Sensitivity 
Analysis; PAWN; Additive Manufacturing; Laser Powder Bed Fusion; Production Logistics; LPBF 

1. Introduction 

Additive Manufacturing (AM) is on the brink of industrialization [1–3]. In particular, Laser Powder Bed 
Fusion (LPBF) is becoming more significant to manufacture individualized and complex parts [4]. As the 
demand in AM parts is growing, especially in the aviation, automotive and medical fields [5–8], AM service 
providing companies have to act efficiently from the operational point of view to be economically profitable. 
While from a technical aspect, LPBF is becoming mature and reliable, other aspects such as production 
planning are lagging behind. This is presented in the works of Stittgen, where the manufacturers using this 
technology are shown to only reach a limited utilization [1,9]. 

The overall objective of this study is therefore to generate insights regarding the production planning and 
data preparation for the LPBF process chain, data preparation being the process of assigning parts to so-
called buildjobs. By using a Monte Carlo based Global Sensitivity Analysis (GSA), the importance of the 
factors describing the configuration of an LPBF production environment is examined, ultimately allowing 
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to provide guidelines for industrial end users on how to increase the utilization of their capital intensive 
equipment. 

2. Scope of the Study 

First, the Dilemma of Operations Planning in the field of production logistics is described. Then, the 
simulation model of LPBF production environments developed at the RWTH Aachen Chair for Digital 
Additive Production (DAP) is presented. Finally, Sensitivity Analysis is introduced, along with the settings 
aimed for in this study and the methods used. 

2.1 Dilemma of Operations Planning in Production Logistics 

As almost every technical advantage in the field of manufacturing is exposed to continuous change, in order 
to be competitive on the market, manufacturing companies need to not only constantly improve their 
products and production processes, but also optimize aspects of production logistics. This means 
manufacturers must strive to pursue greater delivery capabilities and reliability with the lowest logistics and 
production costs possible [10]. Consequently, these companies must strive to minimize their throughput 
time, minimize their lateness, maximize the utilization of their machines and operators, and reduce their 
Work in Process (WIP). These four variables are defined by Nyhuis and Wiendahl in order to systematically 
describe and model the fundamental interrelations between production logistics Key Performance Indicators 
(KPIs) as shown in Table 1 [10]. 

Table 1: Definitions of the Production Logistics Key Performance Indicators 

KPI  Definition 
Lateness The difference between the targeted processing end time and the actual processing 

end time 
Throughput Time The amount of time required for a production order from the completion of the 

previous order until the end of the considered process 
Utilization The ratio of the mean output to the possible maximum output 
Work in Process Cumulated work content (WC) of the orders queued for processing and those being 

processed 
 

Nevertheless, when trying to maximize the utilization and minimize the three KPIs lateness, throughput time 
and WIP, the manufacturers encounter the so-called dilemma of operations planning [11]. This means that 
certain production logistics objectives, quantified by the KPIs, are in conflict [10]. Therefore, companies 
need to set goals on which production logistics KPIs need to be prioritized, and how to improve these 
prioritized indicators. 

In this study, the focus is set on the utilization of the machines, as the equipment of an LPBF production 
environment is capital intensive and the KPI is therefore a priority from an internal point of view for the 
company. 

2.2 Simulation Model of LPBF Production Environments 

In addition to the technical challenges such as the development of stable process parameters, material 
considerations, or design guidelines for Additive Manufacturing, manufacturers using LPBF currently face 
operational challenges regarding the following aspects amongst others: 

- Lot sizing: this aspect is fundamentally different from conventional processes, as LPBF allows to 
manufacture several different parts at the same time in one job. 
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- Machine and operator availability: as the operators are only required to mount and unmount the jobs. 
Their presence is not necessary while the jobs are running. 

- The distribution of the work content as it does not follow a normal distribution and differs from 
conventional processes. 

Compared to conventional manufacturing processes, LPBF production environments are characterized by a 
high level of automation, the non-necessity of tools, an unmanned production, and the possibility to 
manufacture parts of different geometries at the same time [12]. Furthermore, the work content distributions 
of LPBF jobs are longer than those of conventional processes such as CNC-milling [13]. Therefore, 
operations planning needs to be conducted specifically for this technology. 

In this context, a simulation model following the described specifics has been developed at DAP. By means 
of this tool, an LPBF production environment is simulated, allowing to calculate the utilization of the 
machines while considering the inputs described below (a detailed description of the model can be found in 
[13]): 

- NM: the number of available machines in the production environment 
- TM: the necessary amount of time to mount the LPBF machines, measured in hours 
- TU: the necessary amount of time to unmount the LPBF machines, measured in hours 
- O1: the number of operators present in the first shift 
- O2: the number of operators present in the second shift 
- O3: the number of operators present in the third shift 
- aWC: Shape parameter of the distribution of the work content 
- bWC: Scale parameter of the distribution of the work content 
- RR: Release rate, the rate of orders that are released for production, measured by production orders 

per day 

Following the works of Stittgen, the work content of the production jobs is described following a Gamma-
distribution, as opposed to the logistics operating curves models [9,13]. This distribution is chosen according 
to the field data gathered at industrial LPBF end users and is considered in the simulation model. 

2.3 Sensitivity Analysis 

As the production environment is defined in the DAP simulation model by using nine parameters, sensitivity 
analysis is a powerful tool to investigate the influence of the single factors on the KPI, allowing to identify 
the most influential ones, as well as the negligible ones. Sensitivity Analysis is defined by Saltelli as being 
the study of how the variation in the output of a model is attributed to variations of its inputs. The influence 
of the single input parameters on the outputs is therefore investigated [15,14]. In the context of this study, 
sensitivity analysis is used to investigate the influence of the parameters describing the configuration of a 
production environment on the utilization of the machines. In the following, the possible settings of 
sensitivity analysis are introduced, followed by the three methods used in this study. 

2.3.1 Settings of Sensitivity Analysis 

The goals pursued in the framework of a Sensitivity Analysis are called settings. The three following settings 
are distinguished: 

Factor Prioritization allows to rank the parameters according to their influence on the variability of the 
output. 

Factor Fixing allows to identify the parameters whose influence on the output is negligible. 

Factor Mapping allows to determine the region of so-called behavioral inputs, which are inputs that lead to 
a chosen region of interest in the output. This region of interest is defined by a threshold. 
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2.3.2 Methods Used for this Study 

In their work, Pianosi et al. list several GSA methods [16]. For this study, the following three methods are 
chosen, as they allow to to fulfill all three settings of Sensitivity Analysis. Furthermore, as they rely on three 
different mathematical principles, a cross-validation is performed to validate the results obtained. 

Variance Based Sensitivity Analysis (VBSA) relies on the contribution of each parameter on the variance 
of the output. While the main effects measure the direct contribution of a parameter on the output, the total 
effects measure the impact of the studied parameter in interaction with all other factors. Therefore, main 
effects are suitable for the setting of Factor Prioritization, while total effects are used for the setting of Factor 
Fixing [15]. 

Regional Sensitivity Analysis (RSA) is aimed at identifying a region in the input space that leads to a 
chosen output region of interest. A threshold is chosen for the output to define the region of interest. The 
input sets are then split into behavioral and non-behavioral inputs according to the output they lead to, thus 
fulfilling the setting of Factor Mapping. Furthermore, the empirical cumulated density functions (CDFs) of 
the behavioral and non-behavioral inputs are defined and visualized. The maximum vertical difference 
between the two curves obtained for each parameter is calculated by using the Kolmogorov-Smirnov 
statistic, and represents a sensitivity index used for Factor Prioritization [17]. 

PAWN is a density-based method as it considers the cumulated density function of the output. The 
unconditional CDF and conditional CDFs of the output are defined, the conditional CDFs being the ones 
where individual factors are constrained within a chosen interval. The divergence between the CDFs is then 
calculated and represents the PAWN sensitivity indices, which fulfill the settings of Factor Prioritization and 
Factor Fixing [18,19]. 

2.3.3 Point Generation 

The GSA methods described in the previous section rely on the repeated run of the simulation model on a 
large number of points. These points are generated with the aid of the Monte Carlo Method or a Quasi Monte 
Carlo Method [20,15]. In the works of Kucherenko et al., the Latin Hypercube Sampling (LHS) method is 
proven to be effective and leading to fast convergence [21]. 

3. Workflow of the Study 

In this section, the steps of the conduction of the study are presented. First, the ranges and distributions of 
the input parameters are defined. Second, the input samples are generated. Then, the simulation model is run 
on the generated inputs. Afterwards, Global Sensitivity Analysis is performed by using the three methods 
introduced in the previous section. The results for all three settings are presented. In a further step, another 
GSA is performed on the behavioral inputs identified by means of Factor Mapping. Finally, relying on the 
generated data, further interpretation is presented regarding the planning of LPBF production environments. 

3.1 Definition of Ranges and Distributions for the Input Parameters 

The ranges and distributions of the parameters are defined as represented in Table 2. They are chosen such 
that feasible LPBF production scenarios are covered. The input parameters are assumed to be independent. 

Due to the discrete nature of time steps used in the simulation model, the values of the mount and unmount 
time (TM and TU) are discrete. 
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Table 2: Ranges and Distributions of the Input Parameters of the GSA 

Parameter Distribution Range Unit 
NM Uniform, discrete [1 … 10] [-] 
TM Uniform, discrete [1 … 4] [h] 
TU Uniform, discrete [1 … 4] [h] 
O1 Uniform, discrete [0 … 5] [-] 
O2 Uniform, discrete [0 … 5] [-] 
O3 Uniform, discrete [0 … 5] [-] 
aWC See Equation 1 [1 … 144] [-] 
bWC See Equation 2 [0.1 … 25] [-] 
RR Uniform [0.1 … 12] Orders/Day 

 

For the distribution parameters of the work content, the values follow customized distributions as shown in 
Equation 1 for aWC (the shape parameter) and Equation 2 for bWC (the scale parameter). The ranges are defined 
in the works of Stittgen [13]. The distributions represent realistic scenarios of LPBF buildjobs, as a uniform 
distribution leads to a large number of points with an unrealistically high mean work content. 

x ∈ [1 ; 144] , PDFaWC(x) = min �25, 120h
x
�   (1) 

x ∈ [0.1 ; 25] , PDFbWC(x) = min �144, 120h
x
�   (2) 

3.2 Generation of the Inputs and Simulation Run 

The input samples are generated using the Latin Hypercube Sampling method, each input representing a 
distinct production scenario [21]. N = 6,000 inputs are generated, covering the entirety of LPBF production 
scenarios. The investigated simulation model is then run on each of the generated inputs, allowing to 
calculate their respective utilizations. Because the model is complex and the conduction of the GSA requires 
a large number of model runs, the high performance cluster of RWTH Aachen University is used. 

3.3 Global Sensitivity Analysis 

In this section, the results of the Global Sensitivity Analysis are presented. In Figure 1, the sensitivity indices 
of each parameter obtained with all three methods are represented. All results are verified by means of a 
convergence analysis along with a robustness analysis [22]. 

3.3.1 Factor Prioritization 

As described in Section 2.4, the setting of Factor Prioritization is fulfilled through all three methods: the 
parameters with the highest impact on the utilization of the machines are be deduced from the main effects 
of VBSA, as well as from the sensitivity indices delivered by RSA and PAWN. As shown in Figure 1 (a, c 
and d), the parameters with the highest sensitivity indices are the distribution parameters of the WC. As a 
result, they are the parameters with the highest impact on the utilization. The number of machines NM as 
well as the production order release rate RR are the parameters with the subsequent sensitivity indices and 
are therefore likewise subsequent regarding the impact on the KPI. 
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Figure 1: Sensitivity Indices of VBSA, RSA and PAWN for the Complete Design Space 

3.3.2 Factor Fixing 

As described in Section 2.4, the setting of Factor Fixing is fulfilled through the total effects of the VBSA as 
well as through the PAWN sensitivity indices. A threshold of 5% is chosen to identify a parameter as non-
influential, meaning that a parameter with a sensitivity index below 5% is considered as non-influential on 
the utilization and can therefore be fixed to any value in order to simplify the model [22]. As shown in 
Figure 1 (b and d), the parameters TM, TU, O1, O2, and O3 have a sensitivity index below the chosen threshold. 
Consequently, they have a negligible effect on the utilization of the machines of the production environment. 
The results of this setting are validated by using the method of Andres [23]. 

3.3.3 Factor Mapping 

The setting of Factor Mapping is performed by means of the Regional Sensitivity Analysis (RSA). First, the 
output region of interest is defined by a threshold of 60%, this value being a benchmark observed with 
industrial end users and therefore represents a lower bound for the utilization that is to be aimed for by a 
company. This means inputs leading to a utilization greater than 60% are considered behavioral, while inputs 
leading to a utilization below this threshold are considered non-behavioral. The results of the setting of factor 
mapping are represented in Figure 2. The whole considered ranges of each parameter allow to reach the 
output region of interest. Therefore, for each value of each parameter, there are combinations of the other 
parameters that allow to reach a utilization of more than 60%. In addition, as the behavioral inputs are a set 
of points leading to a high utilization, a set of possible configurations for the LPBF production environment 
is obtained. 

3.4 Sensitivity Analysis on the Behavioral Inputs 

In the previous section, Global Sensitivity Analysis is performed on the whole design space of the inputs. In 
particular, by means of the Regional Sensitivity Analysis, a set of behavioral inputs leading to a utilization 
greater than 60% is identified. In this section, as suggested in the works of Noacco et al., in order to gain 
more insights on the behavior of the simulation model, a further GSA is performed after removing the poorly 
performing inputs [24]. Therefore a GSA is performed on those behavioral inputs. The aim is to investigate 
the importance of each of the parameters within the points that lead to a utilization greater than 60%. 
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As VBSA requires a tailored sampling, this method is not used for this investigation. Instead, the two 
methods used are Regional Sensitivity Analysis (RSA) and PAWN. As a further maximization of the 
utilization is aimed at, for the case of the RSA, a new threshold for the utilization is set to 90%. The results 
obtained by using these two methods are represented in Figure 3. 

 

 
Figure 2: Scatterplots of the utilization as a function of all parameters 

 
Figure 3: Sensitivity Indices of RSA and PAWN in the Set of Behavioral Inputs 

As shown in Figure 3, and similarly to the analysis of the complete design space (Section 3.3), the parameters 
aWC and bWC have the highest sensitivity indices and are therefore the most influential parameters on the 
utilization of the production environment. As for the parameters TM, TU, O1, O2, and O3, they have a low 
influence. Nevertheless, as opposed to the analysis in the complete design space, the parameters NM as well 
as RR have a low impact within the  set of behavioral inputs, as their sensitivity indices are below 5%. This 
means that once a utilization of more than 60% is reached, the number of machines in the production 
environment as well as the number of orders that are released per day have a lower impact on the utilization, 
meaning that a further maximization of the utilization is achieved only by considering the work content. 

3.5 Further Interpretation of the Results 

In this section, using the generated points and their corresponding outputs, further insights are presented 
regarding the planning of an LPBF production environment. 

3.5.1 Impact of the Fluctuation of the Work Content on the Utilization 

In this section, the impact of the fluctuation of the WC on the utilization is investigated. First, the variation 
coefficient of the WC is calculated for all inputs, as it is a standardized measure of dispersion. The points 
are then divided into equally spaced intervals according to the calculated value. Subsequently, for each 
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interval, the mean utilization is calculated and represented as a function of the variation coefficient of the 
WC as shown in Figure 4. As presented in the figure, the mean utilization is beyond 90% for a variation 
coefficient lower than 0.1. The KPI decreases with an increasing variation coefficient until a convergence 
value close to 30% is reached. As a conclusion, for an LPBF production environment, in order to reach a 
high utilization, manufacturers need to aim for a low WC variation coefficient, meaning build jobs with a 
low fluctuation of the work content. The results are therefore compatible with the fourth law of production 
logistics introduced by Nyhuis and Wiendahl, stating that “the variance and the means of the work content 
determine the logistic potential of the shop” [10]. 

  
Figure 4: Mean Utilization as a Function 
of the Variation Coefficient of the WC 

Figure 5: Mean Reachable Utilization as a Function of the Mean WC 
and the Production Order Release Rate 

3.5.2 Guidelines for Data Preparation 

A possible application of the results lies in the area of data preparation, a process step inherently connected 
to LPBF manufacturing and corresponding to the operations of lot sizing and nesting. As the number of 
operators as well as the mount and unmount time have a low impact on the utilization, a relationship is 
deduced between the mean work content, the production order release rate, the number of machines, and the 
utilization. First, the points are split according to the number of machines. Then, they are divided into ten 
equally spaced intervals according to their utilization (U), as shown in Figure 5 for the case of three 
machines. For each interval, the mean WC is plotted against the release rate. The proposed chart is therefore 
a tool used as a guideline for data preparation. For example, in the case of a targeted utilization of 80-90%, 
if a mean WC of 50 hours is sought after by the manufacturer, one production order has to be released per 
day. The knowledge of the target WC and the corresponding release rate allow a directed data preparation, 
so as to release jobs with the targeted length and frequency. 

4. Conclusion and Outlook 

In this study, a Global Sensitivity Analysis is conducted on a simulation model of an LPBF production 
environment. Performing the GSA leads to a better understanding of the behavior of the simulation model 
and of the impact of the single parameters of the utilization. The results obtained through the GSA allow to 
conclude the following regarding the utilization of an LPBF production environment: 

- The most influential parameters are the distribution parameters of the work content, followed by the 
number of machines and the production order release rate. 

- For the considered range of each input, there are combinations of the other parameters that allow to 
obtain a utilization of 60% or more. 

- Beyond a utilization of 60%, while the distribution parameters of the work content are the most 
influential factors, the number of machines as well as the production order release rate have a low 
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impact on the utilization, meaning that they play a minor role to further maximize the production 
logistics KPI. 

- A higher utilization of the machines can be reached with a low fluctuation of the work content. 

In future works, further key performance indicators such as the throughput time need to be considered, since 
the utilization of the equipment is the only investigated KPI in this study. Furthermore, in the investigated 
model, the jobs are released according to the First In First Out (FIFO) principle. Therefore, in future works, 
an extension is to be developed in order to take other nesting and scheduling possibilities into consideration. 
Finally, further investigation is necessary to link the configuration of the production environments to factors 
such as lot sizing strategies, and the features of the parts to be manufactured within a given timeframe. 
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Abstract 

In the age of digitalization, manufacturing companies are under increased pressure to change due to product 
complexity, growing customer requirements and digital business models. The increasing digitization of 
processes and products is opening up numerous opportunities for mechanical engineering companies to 
exploit the resulting potential for value creation. Subscription business is a new form of business model in 
the mechanical engineering industry, which aims to continuously increase customer benefit to align the 
interests of both companies and customers. Characterized by a permanent data exchange, databased learning 
about customer behavior, and the transfer into continuous innovations to increase customer value, 
subscription business helps to make Industry 4.0 profitable. The fact that machines and plants are connected 
to the internet and exchange large amounts of data results in critical information security risks. In addition, 
the loss of knowledge and control, data misuse and espionage, as well as the manipulation of transaction or 
production data in the context of subscription transactions are particularly high risks. Complementary to 
direct and obvious consequences such as loss of production, the attacks are increasingly shifting to non-
transparent and creeping impairments of production or product quality, which are only apparent at a late 
stage, or the influencing of payment flows. A transparent presentation of possible risks and their scope, as 
well as their interrelationships, does not exist. This paper shows a research approach in which the structure 
of subscription models and their different manifestations based on their risks and vulnerabilities are 
characterized. This allows suitable cyber security measures to be taken at an early stage. From this basis, 
companies can secure existing or planned subscription business models and thus strengthen the trust of 
business partners and customers. 

 

Keywords 

Cyber Security, Subscription Business, Manufacturing Companies, Digital Transformation  

1. Introduction 

1.1 Initial situation 

National initiatives such as the National Climate Protection Plan 2050 are driving the goal to achieve high 
standards of economic, social, or environmental sustainability. Individual components that contribute to 
increasing sustainability, such as the circular economy, are therefore highly relevant to all social sectors in 
Germany [1]. Enterprises in the field of mechanical and plant engineering have recognized this fact and are 
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setting goals for the sustainable orientation of their corporate activity [2], since a long time of use has a 
major impact on CO2-emissions generated during the product life cycle of machinery and equipment [3]. 
This, however, contradicts the prevailing business model in the manufacturing industry - the transactional 
business model, which consists of the one-off sale of products. Therefore, the manufacturer faces the 
challenge of maximizing two conflicting goals, i.e., increasing the useful life of its machines and, at the same 
time, maintaining profit through one-time sales. 

As trends, both a circular economy and digitalization have a significant impact on markets and core elements 
of enterprises’ business models. It is apparent that the mere sale of goods, i.e. the core business, delivers a 
significantly lower contribution margin than services and after-sales services in the enterprises of the 
machinery and plant-engineering sector [4]. The shift from manufacturing to software- and data-driven 
services shape the view of how and for what customers pay. This leads to a turn from revenue to user fees. 
The convergence of software and hardware components acts as a catalyst and foundation for these 
developments. The associated networking and resulting databased services open up considerable potential 
for digitization. Digital business models such as subscriptions are ultimately the logical consequence of this 
development. Numerous machine and plant manufacturers are already developing corresponding solutions 
today. Moreover, in current times of crisis, it is evident that those enterprises that pursue subscription 
business models are performing better than other enterprises in navigating the COVID 19 crisis. Their 
revenue grew by 9.5% in the first quarter of 2020 whereas the S&P 500 only posted 1.9% growth [3].  

 

An enterprise enters a long-term relationship with its customers by providing services. Since this relationship 
has a great impact on the output and performance of manufacturing companies, it thrives on the mutual trust 
relationship between the partners involved [1]. Currently, the lack of trust in the context of cross-company 
data flows is a major obstacle to the implementation of new business models [2]. The increasing number of 
partners in a value network requires joint responsibility. 

Besides, databased services and digital business models, such as subscription, require cross-linking of 
machinery. Existing machines (legacy) and modern machines are considered separately for this purpose. 
First, legacy machines are retrofitted, whereby the retrofitted solution must be guaranteed concerning cyber 
security. Even modern machines are not safe per se, even if they are based on existing standards (e.g., OPC-
UA) and norms (e.g., IEC 62443). After all, only properly configured solutions offer the best possible 
protection. The integration of machines into the customer's network and transmission of the data to the 
machine and plant manufacturer are complex questions that have yet to be answered. 

Digital transformation means that enterprises need to increasingly provide proof of trust to participate in 
value creation networks and to remain competitive [4]. Thus, appropriate cyber security will become a 
success factor for machine and plant manufacturers and manufacturing companies with digital business 
models in the future. A lack of expertise in the IT area and a lack of assistance, especially for small and 
medium-sized enterprises (SMEs) on which this paper will focus, prevent an efficient approach. Solution 
approaches, especially for SMEs, need an appropriate level of complexity, necessary investment, and 
applicability to enable efficient protection. To develop their business models and help shape their markets, 
the need for tried-and-tested solution patterns for their technical design is a necessity. 

Company Customer

Regular/continues

periodic

Service

Figure 1: Subscription business model scheme 
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Software companies such as Microsoft with its Office 365 product and production enterprises such as the 
car manufacturer Volvo with its "Auto-Abo" demonstrate that subscription business models will increasingly 
prevail despite the aforementioned challenges. It is no longer sufficient to simply ensure IT security of 
individual components; instead, the need for action at the level of the overall system is necessary. This 
ensures that communication paths and corresponding technologies are designed to be as secure as possible 
across the entire value chain from the provider to the customer. 

The research presented in this paper addresses the above issues by proposing the examination of subscription 
business models based on constituent characteristics from a cyber security perspective. It describes an 
approach to investigate the resulting attack vectors and their interaction with resulting measures. This 
perspective intends to sensitize subscription service providers as well as their customers to the relevance of 
cyber security and to contribute to accelerating acceptance and implementation in SMEs. 

1.2 Structure of the paper 

Firstly, basic terminology is explained to provide a general basis of understanding regarding the introduced 
issues. This is followed by an explanation of the potential and relevance of subscription business models and 
a more detailed description of the specific challenges involved. Subsequently, we describe existing 
management and security frameworks, as well as their focus on the described topic. On this basis, we present 
a systematic approach to solving the challenges described at the beginning. This approach is divided into 
four parts. First, we present different specifications of subscription business models, whereupon possible 
attack vectors are derived. Based on these attack vectors, an approach for determining suitable measures for 
these attack vectors is presented to subsequently describe them concerning their interactions. Finally, we 
highlight how to classify the findings from the previous steps using thread modeling. 

2. State of the art 

2.1 Terminology 

Cyber security 

Cyber security deals with protecting computers, servers, mobile devices, electronic systems, networks, and 
data from malicious attacks. It is also referred to as information technology security or electronic information 
security [5]. Additionally, it deals with various fields of application such as network security, application 
security, information security, disaster recovery, and business continuity, and end-user education. 

Digital business ecosystems 

From a business point of view, “[...]ecosystems encompass a set of actors that contribute to the focal offer’s 
user value proposition” [6]. A digital ecosystem is an assemblage of interconnected information technology 
resources and diverse stakeholders that can function as a cohesive unit. These include customers, research 
and collaboration partners, suppliers, external service providers, software and hardware, as well as third-
party data service providers [7]. As such, it is understood as an environment of digital platforms that enable 
enterprises to position their products and services in the digital world [8]. 

Digital business models 

A digital business model is a form of value creation that is based on developing added value and benefits for 
customers utilizing innovative digital technologies. Such a business model aims to generate a significant 
advantage for which customers are willing to pay [9]. As such, it is understood as a set of rules created by a 
company to organize its business processes in the most profitable way possible. It includes all aspects 
relevant to value creation, such as the respective range of products and services, addressed customers and 
target groups, how customer communication is performed, how services are rendered, revenue is generated, 
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and transactions are carried out. All these aspects generate information that is collected, processed, analyzed, 
or communicated further using digital technologies.  As a result, all processes are automated, and process 
chains are better coordinated.  In this way, digital technologies streamline process chains, increase efficiency 
and maintain a company's competitiveness [10]. The transformation to digital business models is shifting the 
focus of attention towards customers, making it increasingly important to collect their data in the form of 
user profiles to adapt products and services more closely to their wishes and needs and even to anticipate 
them. 

Threat Modeling 

A threat model is a structured representation of all the information affecting the security of an application. 
Threat modeling is a process for capturing, organizing, and analyzing all information relevant to cyber 
security. As a result, it enables an informed decision-making process regarding the security risk of an 
application. Also, a priority list of cyber security enhancements is created for the concept, requirements, 
design, or implementation of each application. By identifying targets and vulnerabilities and then defining 
countermeasures to prevent threats or reduce their impact, the security of the system is holistically improved. 
[11] 

2.2 Norms, standards and methods 

Cyber security is referred to as a moving target in constant motion, 100% protection cannot be achieved. 
New measures are implemented with a certain delay and in an insufficient form. Moreover, the relevance to 
specific applications is often not sufficiently considered. As a result, there exist numerous frameworks with 
a different focus for securing cyber security like ISO IEC 27001:2015, NIST, or the IEC 62443, which are 
either too extensive, too complex, or not designed for the needs of companies. 

ISO IEC 27001 

The ISO IEC 27001 as an international and cross-sector standard supports companies to manage their 
information security. This standard contains requirements and specifications for the implementation, 
maintenance, and continuous improvement of information management systems (ISMS). Besides, methods 
are described to make the handling of risks related to information security controllable. The presentation of 
this information is at a generic level to ensure the broadest possible applicability to all stakeholders. [12] 

IEC62443  

The international series of standards IEC 62443 defines standards and guidelines for the cyber security of 
"Industrial Automation and Control Systems" (IACS) and provides basic guidelines for operators, 
integrators, and manufacturers concerning the design, implementation, management, manufacture, and 
operation of IACS [13].  The core areas are general principles, safety requirements for operators and service 
providers, safety requirements for automation systems, and safety requirements for automation components. 
The general principles describe, for example, basic concepts such as defense-in-depth or even fundamental 
requirements and refer to other parts of the standard for concrete implementation. Guidelines for the 
implementation of organizational measures are contained in security requirements for operators and service 
providers. It provides technical aspects such as security level and security requirements for automation 
systems. The fourth area aims specifically at the product and component view (sensors, interfaces, chips, 
etc.) and focuses more on manufacturers. [14] 

IDS - An approach to securing digital ecosystems 

The International Data Spaces (IDS) initiative aims to create a secure data space that enables enterprises of 
all sizes and from different industries to manage their data assets in a self-sufficient way. The IDS reference 
architecture model includes all components required for secure exchange and combination of data in 
ecosystems. The overall architecture consists of four sub-architectures: business architecture, software 
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architecture, security architecture, and data and service architecture. [15] The IDS are distributed networks 
of data endpoints, provide standardized interfaces and define technical terms of use for data. In addition to 
legal and organizational contractual rules, it is also possible to formulate and implement technical terms of 
use. This enables data providers to retain sovereignty over their data when exchanging it. [16] 

2.3 Potentials of subscription business models 

Subscription business models are characterized by a consistent focus on customer benefits. The aim is no 
longer to sell the customer individual products or services, but rather to offer access to a constantly improving 
service. Thus, the subscription business changes the supplier-customer relationship in many respects. In the 
traditional transaction business, everything was geared to the sale and conclusion of high volumes. In the 
subscription business, the nature of the business relationship changes fundamentally. Due to the continuous 
data-technical connection to the customer and thus the insight into the use of the service offers in the field, 
the provider now has the opportunity for continuous, customer-specific service improvement. This enables 
customer and provider to enter into a participatory business relationship. We assume that both benefit 
directly in monetary terms from successful use or an increase in the customer's productivity. HARLAND AND 
WENGER characterize subscription businesses based on the following four constituent features along the 
business model dimensions described by GASSMANN ET AL. [17–19]: 

1. Revenue mechanics: A subscription is characterized by periodic, unit-of-performance payment 
streams.  

2. Value proposition: A subscription strives for the continuous performance increase of the customer 
benefit. To this end, the customer benefit is quantified.  

3. Value architecture: Subscription is based on knowledge of changes in individual customer benefits. 
This requires integrating service bundles with customers, improving service delivery through 
continuous releases, and analyzing individual customer user data based on a customer ID.  

4. Customer: A subscription describes a long-term, collaborative partnership. For this purpose, the 
target systems of provider and customer must be harmonized.  

2.4 Research gap 

Although many enterprise security frameworks exist, as can be seen in the state of the art section, they are 
either designed for universal application and thus often too broad for SMEs, or they take only a general 
perspective without directly addressing the security needs of digital business models. The paradigm shift 
from business models to collaborative value networks with active data exchange requires a new perspective 
from an information security point of view. Subscription business models, in particular, are characteristically 
predestined to represent this change since they are based on highly frequent, condensed data exchange, a 
high degree of dependence of the partners on each other, and trust. Therefore, an investigation of information 
security in subscription models needs a target-oriented approach to conclude the security requirements of 
new digital business models. 

3. Research Results 

3.1 Identification of cyber security challenges in subscription business models 

The motivation and structure of subscription business models described above suggest the need for intensive 
cyber security consideration. Figure 2 illustrates the various attack vectors that result from the way 
subscription business models work.  
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Figure 2: Attack vectors on subscription business models 

The features presented in section 2.3 result in properties that require end-to-end protection. To ensure 
continuous service provision, we examine the dependencies on other systems and the interdependencies 
between the Stakeholders. In complex structures, continuous service provision is a critical factor for success 
on the customer side. As a result, this service provision is inevitably guaranteed constantly. It is also 
important to ensure correct billing depending on the type of subscription. This is done based on the time of 
usage, the number of units produced, or purely on a performance basis. The integrity and correctness of the 
data play a critical role. To bring a continuous increase in customer use in the sense of the value proposition, 
frequent exchange of, for example, production data, and performance data are necessary. This data is 
primarily used to optimize the product or the processes. On the buyer's end, there is a fear of intrusion into 
the protected corporate network and thereby endangering or losing sensitive product and production data. 
For this reason, enterprises prevent communication in and out of their network. In cases where this is 
inevitable (e.g., condition monitoring or remote maintenance), extensive legal safeguards are implemented. 
On the vendor or supplier end, the consumption volumes and correctness of usage information are 
indispensable to falsify payment information and save costs. Although buyers are merely users of the 
product, they have far-reaching access and thus also manipulation options. These options include data 
manipulation through unauthorized access to IT systems. This compromises the accuracy of production data 
and the associated invoice data, resulting in significant monetary damage. Since the financial damage caused 
by incorrect usage information or faulty configuration is substantial, it is in the vendor's best interest to 
secure the product against unauthorized manipulation by the customer or by third parties. This results in a 
paradigm shift in the area of facility operation: neither the physical access to the facility nor the IT network 
in which the facility is located is considered trustworthy anymore. The close relationship and connection 
between provider and customer make both sides potential gateways for hackers who can significantly 
influence the other party. It is becoming apparent that the interests of customers and providers are moving 
closer together. Information security must therefore shift from a purely singular view of one's own company 
to a holistic view as an ecosystem. 

3.2 Top-down approach 

In the following, we explain the schematic approach of the method developed in the future and the individual 
steps briefly. We divided the procedure for achieving a suitable method into four phases (Figure 3). First, 
we describe subscription business models based on their constituent characteristics from a cyber security 
perspective to derive use cases and resulting attack vectors based on these requirements. For this purpose, 

Release received in the 
product

Understanding product 
requirements

Billing based on 
performance

Understanding customer
needs

ENTERPRISE CUSTOMER

Continiuous
performance

Periodic
payment

Subscription platform

Unauthorized access

Corrupted partners
/Trustworthiness Dependence on 

continuous service
provision

Uncrypted customer
data

Remote updates of 
software systems

Unsafe data exchange
Unsecured customer 

systems

Unauthorized access to
customer data

Manipulation of production 
data Billing accuracy 

jeopardized

IoT/
Embedded 
Systems

Ecosystem

Insecure, untested, non-
standardized devices for
rapid implementation of

MVPs

IT-
Systems

Data

Customer

217



we assign subscription models to different types, based on STOPPEL supplemented by cyber security relevant 
aspects [20]. 

 
Figure 3: Components of the method development 

The first type describes the pure availability of a product and represents the classic subscription model. At 
this stage, the supplier provides the customer with the machine or its service provision and maintenance in 
exchange for a periodic continuous payment. In addition to the transmission of payment data, there is no 
extensive data storage or transmission. Possible attack vectors on this type are, for example, manipulation 
of the payment information or influencing the machine at the customer's site, physically or via digital 
interfaces, to interrupt service provision. 

The second type, usage-based, refers to billing based on effective production time or usage tracked in the 
payment interval. Terms such as pay-per-use or pay-per-hour are common in this context [21]. To enable 
this type of subscription, highly accurate tracking of machine usage is required. This is often measured in 
terms of uptime, to enable error-free and unambiguous billing. There is a risk that the transmitted usage time 
is manipulated and thus the billing does not correspond to the performed usage time. This can happen both 
by manipulating the machine itself, or the responsible functions and sensors and by manipulating the data 
itself. 

This is followed by the third, result-dependent type. The reference figure used is the result of the use of 
infrastructure. Such systems are known as pay-per-unit or pay-per-part solutions, especially in operator 
models [22]. Whereas in usage-based models, the primary interest of the provider lies in the most intensive 
use of the infrastructure by the customer. In contrast, in outcome-based pricing systems, the provider focuses 
on achieving the outcome as efficiently as possible, according to which the provider is paid and for which 
he must pay. A possible attack vector is represented by the manipulation of the provided environment. There 
is the risk that the efficiency of the environment, as well as the quality and quantity of production, is 
negatively influenced, resulting in the need to prevent manipulation.  

We describe the last type as performance-based. The reference of the value of the systems is the economic 
success resulting from interactions between supplier and customer. Customers pay a price for economic 
success, which is measured, for example, in terms of cost reductions, higher contribution margins, or profits. 
With a performance-based system, the provider also partially assumes the value risk in addition to the risks 
already discussed. The customer only has to pay if economic success is generated at all from the interaction 
with the provider. If this success is lower, the customer also pays a lower price. Preventing value creation or 
optimization through hacker attacks, denial of service or other attacks are critical variables to consider here, 
which greatly increase the risk on the provider's side. 

In the second phase, after the features of the respective subscription model characteristics and their possible 
attack vectors have been discussed, we identify measures that minimize the described attack surface. To this 
end, we describe measures and their precise characteristics and scope concerning one or more attack vectors 
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and classified them based on an evaluation catalog yet to be developed. This evaluation and description, 
which is still being prepared, is based on KÖNIGS [23]. Subsequently, in phase three, we explain cause-effect 
relationships between the identified attack vectors and the cataloged measures. We develop influence 
diagrams and influence matrices, based on the approach by PROBST AND GOMEZ [24], that make the 
relevance of the relationships for users transparent and understandable. 

Based on the fundamentals now obtained, a method (phase 4) will be designed that secures the individual 
characteristics of subscription business models. To achieve this goal, we combine existing management 
approaches such as the ISO 27001 and the ISIS12 [25] procedure with a procedure based on the threat 
modeling described above. This method is composed of four core components: 

1. Modeling of the targeted system to be built or modified based on characteristic properties 
2. Use existing models such as STRIDE [26] to identify threats to the system described in step one 
3. Addressing the identified threats based on the model applied in step two 
4. Validation of completeness and efficiency 

This approach of threat modeling serves to design methods and frameworks that are as close to the 
application as possible and that can efficiently deal with specific cyber security challenges. The intended 
result is a method that allows determining the own expression of the subscription model including the 
resulting attack vectors, corresponding measures, and their interaction to ensure a deployment roadmap for 
the implementation of the measures and transparency. 

4. Contribution and Discussion 

The contribution of this paper is a new way of looking at digital business models, especially subscription 
business models, from a cyber security perspective. We highlighted the motivation and necessity of these 
business models and described the resulting challenges. Furthermore, we explained the constitutive features 
of subscription transactions in more detail and, based on this, described different types and their 
characteristics. On this basis, specific cyber security challenges were described and their potential impact 
highlighted. In doing so, we have emphasized the criticality of the need for more intensive consideration. 
Finally, we presented an approach on how we want to solve this issue methodically. To this end, we outlined 
a four-step approach. The components will be detailed in the future and molded into a methodological 
procedure. The overall goal is to secure provider competitiveness on the one hand, and on the other hand, 
how customers are facilitated in their decision to use and accept subscription business models. 
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Abstract 

The field of machine learning (ML) is of specific interest for production companies as it displays a 
perspective to handle the increased complexity within their production planning and control (PPC) processes 
in an economic and ecologic effective as well as efficient way. Several studies investigate applications of 
ML to different use cases. However, the research field lacks in research on industry case studies. A broad 
understanding from a practical perspective and in this context, an evaluation from a data mining and business 
standpoint is key for gaining trust in ML solutions. Therefore, this paper gives a comprehensive overview 
of evaluation dimensions and outlines the current state of research in ML-PPC by conducting a systematic 
research overview. First, the present work provides key dimensions of business and data mining objectives 
as evaluation metric. Business objectives are clustered into economic, ecological and social objectives and 
data mining objectives are grouped into prediction accuracy, model’s explainability, model’s runtime, and 
model’s energy use. Secondly, the systematic literature review identifies 45 industry case studies in ML-
PPC from 2010-2020. The work shows that the scientific publications only rarely reflect in detail on a wide 
range of evaluation metrics. Instead, researchers mainly focus on prediction accuracy and seldom investigate 
the effect of their results to a business context. Positively, some papers reflect on further aspects and can 
inspire future research. This resulting transparency supports decision makers of companies in their 
prioritization process when setting up a future ML-roadmap. In addition, the research gaps identified herein 
invite researchers to join the research field. 

Keywords 

Machine learning; Production planning; Production control; Process planning; Economic effect; Ecological 
effect; Practical reference 

1. Introduction 

In production planning and control (PPC), the focus is on optimizing production logistical objectives (lead-
time, inventory, capacity utilization and adherence to delivery dates), which in turn influence the company-
wide targets. Henceforward, the fulfilment of PPC tasks occurs in an environment with several 
interdependencies, which complicates the corresponding decision process [1,2]. In addition, trends such as 
shorter product life cycles or higher number of product variants further increase the complexity of PPC [2]. 
The application of machine learning (ML) can support production companies to overcome the increased 
complexity within their PPC processes and thus positively influences the fulfilment of objectives [3]. In 
several studies, the application of ML to different use cases was already investigated, which indicate a 
positive contribution to fulfilling PPC tasks in comparison to previously used methods [3]. Overall, ML 
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methods are especially used for tasks with high uncertainty or complexity like demand planning, inventory 
management, lead time prediction or scheduling [4]. In addition, the automation of simple and repetitive 
tasks (e.g. preparation of shipping documentation) can be supported with ML methods [5]. Supplementary 
to this, a growing number of publications in this field of research underpins an increased research interest 
[4]. Even though several studies exist, it seems that authors rarely apply those solutions to a practical context 
and seldom provide a comprehensive evaluation of the results [6,7]. This means evaluating developed 
models and also their impact on existing business processes [8–10]. However, this is key to gaining trust in 
ML solutions and being able to select an adequate solution in a complex decision-making environment, as 
is the case with PPC [6,2]. The use of new technologies is not an end in itself, but should be understood in 
order to be able to use it purposefully [8,6,11]. In conclusion, a clear research gap exists in regards to 
investigating ML-PPC solutions from a practical perspective and providing transparency on the conducted 
evaluation. Thus, this paper aims in identifying studies which evaluate ML solutions in a practical context 
and hence due not base on a simulative environment. With answering the research question ‘Do we really 
know the benefit of ML in PPC?’, the basis for real progress in applying ML-PPC solutions is set as the paper 
aims for more transparency about practical use cases as well as applied dimensions of evaluation.   

The research agenda and the structure of the paper consists of five sections: It starts with forming the research 
question of the paper as presented in this section. Next, the research subject is described by outlining the 
current state of research in the field of PPC and ML. The section concludes with a research gap, which this 
paper addresses and underpins the contribution of this work to the overall ML-PPC research field. In order 
to answer the research question, section 3 expresses the research methodology. On the one hand, by 
introducing the method of a systematic literature review and the accompanying search strategy to identify a 
suitable research sample representative of the research object. On the other hand, by setting an analytical 
framework for the description of the identified research sample and for the analysis of the evaluation 
dimensions used by the researchers. Both a business management and a data mining perspective are taken 
into account. Subsequently, section 4 interprets the results of the applied research methodology. The final 
part of the research agenda and the last section of the paper summarizes key findings and outlines a future 
research agenda by presenting research gaps. This is a first step towards a comprehensive evaluation of 
practical applications of ML methods in PPC and thus enabling real progress in adoption. 

2. Current state of research 

As the previous section outlines, evaluation is key for understanding the benefits and risks of ML 
applications. In addition, investigating effects of specific ML solutions in practical contexts can provide 
important insights about dependencies with other processes. So far, researchers have not systematically 
reviewed the ways of evaluation across the ML-PPC domain. In this context, research does not consider the 
linkage between the use of ML methods and business as well as data mining objectives of studied industry 
case studies in PPC as the following section illustrates.  

Usuga Cadavid et al. [7] have analysed 93 ML-PPC papers and assigned those to different use cases of 
industry 4.0, proposed by Tao et al. [12] and themselves. They give a comprehensive overview and among 
others outline that the majority of studies uses artificial data and less than half of the papers address an actual 
implementation of a ML model. A closer investigation of the studies using industry data does not take place. 
In addition, they do not outline different ways of evaluation [7]. Schmidt et al. [4] focus on ML applications 
and clustered 94 scientific papers according to PPC tasks of a reference model named Hanoverian Supply 
Chain Model [1]. However, the authors only show a bibliometric analysis without providing further insights. 
Other authors have either chosen a more precise aspect in PPC like lead time prediction [13] and scheduling 
[8,14] or specific methods (e.g. fuzzy methods [15] or deep learning [16]). In addition, reviews exist that 
have a more holistic view on manufacturing processes [17,16] or are taken within the context of industry 4.0 
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[18] or cyber-physical production systems [19], without comprehensively displaying ML-PPC applications. 
Most of those studies do not outline a comprehensive evaluation of practical ML applications. However, 
Alemão et al., Fahle et al. and Bueno et al. study it partially for their field of study. Alemão et al. highlight 
within their systematic study about manufacturing scheduling how many and which objectives were reflected 
in the target function of used reinforcement learning (RL) approaches in the identified studies. They argue 
that scientific research in developing a solution often focuses on too few aspects to be ultimately practical. 
The aim of their overview is therefore to lay the foundation for establishing reliable solutions that are suitable 
for practice [8]. Fahle et al., who cover a wide field of manufacturing processes, centre within their study on 
industrial use cases using ML or artificial intelligence. Within that scope, they have identified 44 scientific 
papers. That said, they outline the area of application and the used algorithm, but do not present a structured 
overview of the respective data mining and business objectives [17]. Bueno et al. focus on PPC in an industry 
4.0 context and show as part of their analytical framework that 52 out of 102 analysed studies address 
performance indicators in relation to industry 4.0. An analysis of the 52 studies displays 13 different 
performance indicators (e.g. cost, flexibility, productivity, lead time, and customer satisfaction). Most of the 
identified studies depict the impact of smart PPC on cost, flexibility or reliability. However, ML solutions 
are only marginally investigated and most of the studied papers do not present the performance in the context 
of a real manufacturing scenario [18].  

In conclusion, an increased research interest in practical solutions can be observed. Nevertheless, none of 
the reviews so far provides a holistic view on practical ML applications in PPC. Instead, many approaches 
presented by the scientific community are based on simulation data and do not translate to a business 
environment [7,11]. A comprehensive presentation of industry use cases using ML applications within PPC 
accelerates future research and eases the adoption by manufacturing companies. By outlining different 
evaluation instruments for ML approaches in PPC, decision makers of companies are able to prioritize ML 
use cases in their company more suitable. Thus, this paper conducts a systematic research overview with 
attention on scientific papers, which record ML approaches within real business processes. There is a 
particular emphasis on identifying the progress of the scientific community in reflecting on various objective 
dimensions, as evaluation is fundamental to making actual progress in data mining [10] as well as to receive 
effective and efficient PPC processes. Especially in PPC, as several conflicting goals exist, a global 
consideration of goals is important to avoid suboptimal optimizations [1].  

3. Research methodology and analytical framework 

To meet the objectives of this study, a systematic literature review is conducted to draw insights from 
scientific literature about existing ML solutions in PPC. As an immense amount of publications exist in the 
ML-PPC research domain, systematic literature reviews can give a comprehensive overview of the state of 
research. Systematic reviews provide insights from existing scientific papers and support the identification 
of research gaps and common patterns. Aims are to enhance the knowledge base on a concrete research topic 
and enlighten practitioners as well as policymakers [20]. The second part of the research methodology 
foresees an analysis of the final publications’ sample. This analytical framework consists of three questions 
that contribute to the overall research question of this work.  

The literature review bases on the method suggested by Tranfield et al. [20], which was already successfully 
employed by other authors of the domain [4,7]. As stated in section 2, there is no analysis of the scientific 
ML-PPC literature in a practical context. The research was performed between 17/12/2020 and 26/01/2021 
in the established databases Scopus and Web of Science [21]. Figure 1 summarizes the seven steps of the 
systematic literature review. 
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Figure 1: Search procedure of the scientific literature review 

The process begins with searching titles, keywords and abstracts of publications within the research field 
‘machine learning’ as well as corresponding synonyms. In industrial practice ‘artificial intelligence’, ‘data 
analytics’, ‘data mining’, ‘deep learning’ and ‘neural networks’ often function as synonyms to ML and are 
therefore part of the search string [9,10]. The second step foresees a limitation to only scientific literature to 
ensure high-ranked publications. Henceforward, the search is limited to journal articles and conference 
papers. In the third step, PPC related terms are added with an AND-function to the search string. As Schmidt 
et al. point out common PPC terms are ‘production planning’, ‘production control’, ‘production scheduling’, 
and ‘process planning’ [4]. In the next step, only publications of subject areas, which relate to PPC in 
production environments, are selected. This is achieved by setting corresponding filters of subject areas (e.g. 
‘engineering’) in the databases. In order to facilitate an in-depth analysis – in the fifth step of the search 
procedure – the sample is limited to scientific papers from 2010-2020. The sixth step foresees to check if 
abstracts and titles of the remaining publications are mentioning a ML-PPC topic within a production 
environment. Otherwise, they are excluded. Full papers are necessary for further analysis; consequently, 
only papers that are available online are part of the final sample. After removing duplicates between the 
results from Scopus and Web of Science, a sample of 139 scientific publications remains. It should be noted 
at this point that the assumptions made in conducting the literature search certainly do not lead to a universal 
identification of all relevant papers. Nevertheless, it can be stated that a representative number of papers 
were identified and thus a sufficient sample for answering the research question is hereby available. In the 
final step, the sample is further prepared for performing a detailed analytical framework. Hence, it is 
necessary to eliminate papers, which do not cover a case study based on real data. Authors who show a 
simulation-based case study or who do not present a case study cannot contribute to the set research question. 
It is noticeable that 44.6% of papers show a sole use of simulation data and 23.0% do not examine a case 
study. In total, the final sample consists of 45 publications. Following, to gain knowledge and insight from 
the remaining papers, an exploration involves a full paper analysis. This analytical framework consists of 
three questions that contribute to the overall research question of ‘Do we really know the benefit of ML in 
PPC?’.  

The first question is ‘How are the identified studies characterized in regards to their used learning type of 
ML, the year of publication and the applied use case?’. By answering those questions, a frame of the final 
sample is set. First, to make the vast number of ML algorithms more comprehensible, they can be clustered 
according to their learning type. Common learning types are supervised learning (SL), unsupervised learning 
(UL) and RL: SL methods use input factors with assigned output as a learning basis. The model learns to 
recognize and generalize the relationship between input and output data and uses this to predict outputs for 
unknown examples. In contrast, methods of unsupervised learning are characterised by unknown output data 
and serve to categorize or segment data. Methods of reinforcement learning learn to take a decision based 
on feedback loops [9]. Second, by recording the year of publication, it is possible to explore whether the 
number of publications by authors engaged in real-data case studies has changed over time. Third, applied 
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use cases in PPC are classified. Accordingly, it shows whether some use cases have been dealt more than 
others have. The analysis bases on the main sub tasks in PPC as the PPC process normally constitutes of 
several sub tasks in order to handle the planning complexity as well as the different planning horizons (short-, 
mid- and long-term) [19,2]. In this paper, similar to Schmidt et al. [4], the sub tasks base on the Hanoverian 
Supply Chain Model and consist of eleven main tasks for fulfilling an efficient and effective planning, 
control and monitoring of production orders [1].  

Afterwards, a structured overview of the reflected data mining and business objectives in practical ML-PPC 
case studies is presented for providing insights about the final sample of publications. This leads to the next 
two questions of the analytical framework: ‘How many studies have addressed data mining and business 
objectives? Which data mining and business dimensions were displayed?. To answer the set questions, 
clusters for data mining and business objectives are formed, as shown in Figure 2. To begin with, scientists 
evaluate developed ML models by using different data mining objectives. Common objectives, which form 
the basis for the analytical framework of this paper, are prediction accuracy, model’s explainability, model’s 
runtime, and use of energy [22,9,10]. Prediction accuracy of a model can be measured using various 
performance measures (e.g. receiver operating characteristic curve (ROC-curve), mean-squared error or root 
mean-squared error (RMSE)), depending on the problem at hand [10]. Further explanations can be found in 
[10], [23] and [24]. Evaluating explainability of a model means to reflect on traceability and 
understandability of a model’s result as well as its solution path [9,10]. Methods generally differ between 
interpretable white-box models (e.g. decision tree) and ex-post explanations of black-box models (e.g. 
explanations of attributes) as further explained in [25] and [26]. The model’s runtime can be differed between 
runtime during training and during execution of a model. In this course, runtime highly depends on the used 
hardware and the model’s complexity [27]. As the product of time and power is energy, model’s energy 
consumption also belongs to the presented evaluation dimensions [22,9]. A broad overview on different 
energy-related evaluation methods is provided in [22]. 

 
Figure 2: Dimensions of data mining and business objectives, after [28,29,22,9,10] 

Next to data mining objectives, a further linkage to an actual business context is as important. In this paper, 
as shown in Figure 2, numerous business objectives (e.g. return maximization, minimizing carbon emissions) 
are clustered according to their economic, ecologic and social effect. Business objectives are directed either 
to one specific cluster or to several ones. In addition, companies usually pursue different business objectives 
at the same time, which can be neutral, complementary or contradictory to each other [29]. Economic factors 
usually make up the core of companies’ objectives and concentrate on return on investments and its 
influencing components. Thus, in manufacturing a better process performance is targeted [28]. Nevertheless, 
as several scientists stress, ecological and social factors are as important as economic factors for attaining a 
sustainable business [29,7]. Within a ML-PPC context, Usaga Cadavid et al. emphasize that human 
collaboration and environmental traits should be taken into account when developing a ML model [7]. The 
ecological dimension contains objectives that seek to reduce the environmental impact. In manufacturing, 
this is achieved through an improved viable use of resources (e.g. energy, material) [28]. In the light of global 
ambitions to reduce carbon emissions (e.g. European Green Deal), the ecological dimension might gain 
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additional interest in the near future [30]. Finally yet importantly, the social dimension includes effects on 
humans (e.g. employees, suppliers) like ethical consequences [31]. Hence, the aim is to reflect on improved 
work conditions for employees in manufacturing [28]. In a ML-PPC system, for example, the impact on 
labours’ working conditions can be judged [7]. Finally, it should be noted that papers are only counted if 
they clearly address this linkage in their application section in either a quantitative or a detailed 
argumentative manner.   

Overall, the analytical framework enables a comprehensive investigation of the final sample of the conducted 
literature review. This paper presents practical use cases in PPC in a transparent way and particularly 
illustrates the linkage with data mining as well as business management goals. This leads to a comprehensive 
tool kit for evaluation. In addition, thanks to the research methodology research gaps and areas of focus 
within the ML-PPC research domain are highlighted. 

4. Results 

The conducted systematic literature review leads to 45 scientific publications covering real-data-based case 
studies from ML-PPC research fields from 2010-2020. The fact that many papers were excluded during the 
review process is in line with the thesis of Usuga Cadavid et al. [7] and Wuest et al. [11], who outline that 
publications often do not use data from industry use cases. Figure 3 illustrates the results of the first part of 
the analytical framework, introduced in chapter 3. 

 
Figure 3: Publications of final sample clustered by ML learning type, publication year and PPC use case 

The left side of Figure 3 shows the number of publications per year and ML learning type. From 2010 to 
2016, less than three publications apply ML to a PPC use case in an industry context. From 2017 onwards, 
the number of publications steadily increased with a peak in 2019. Looking at the used ML learning type, 
mostly supervised learning approaches were identified. Most cases did not combine a learning type with 
another learning type. The right side of Figure 3 illustrates the number of publications per use case. It clearly 
displays that the scientific research community mainly applies ML models to ‘Plan Production’, ‘Control 
Production’ and ‘Monitor Production’. Within this, to state the three most common sub tasks, 16 publications 
deal with lead time prediction and its influencing components (for example [32–34]), 8 publications cover 
production control (for example [35–37]) and 4 publications address sequencing (for example [38]).  

Next, Figure 4 and Figure 5 visualise the results of the second part of the analytical framework, that form 
the key contribution of this paper. The left side of Figure 4 shows the covered evaluation aspects in relation 
to a ML model itself. It clearly states that most studies (51.1%) purely focus on prediction accuracy. In total, 
95.6% of the sample evaluated on prediction accuracy, 33.3% on model’s explainability, 22.2% on model’s 
runtime, and none on energy use. The right side of Figure 4 presents the counted publications in regards to 
reflected dimensions of business objectives. 80.0% of the sample do not evaluate on business objectives. 
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The remainder reflects on economic (20.0%) and ecologic (2.2%) aspects. Social aspects were not addressed 
in detail.  

 
Figure 4: Publications of final sample grouped by types of data mining and business objectives 

Figure 5 illustrates how comprehensive the authors evaluate their industry studies. It expresses that most 
often one or two data mining objectives and zero to one business dimension were reflected. None of the 
identified papers comprehensively investigates on economic, social and ecologic objectives and 
simultaneously broadly studies different data mining objectives. In regards to data mining goals, almost all 
papers (97.8%) evaluated on one data mining objective and 44.4% of the sample reflected on more than one 
data mining objective. The three dimensions of business objectives are underrepresented as only 9 out of 45 
papers address business objectives. A paper of Moerzinger et al. is the only paper that covers two dimensions 
of business objectives and two data mining goals [39].   

 
Figure 5: Relationship between data mining types and dimensions of business objectives of the final sample 

In conclusion, this section framed the identified studies and outlined a structured overview of reflected data 
mining and business objectives in industry ML-PPC use cases. The next section considers the results for 
presenting research gaps and similarities.  

5. Conclusion and future research agenda 

This work has identified different dimensions of evaluation and has outlined the current state of research in 
ML-PPC industry case studies. However, two-thirds of ML-PPC studies, published between 2010 and 2020, 
do not cover real industry cases. A reason could be that it might be difficult for researchers to get access to 
production data as companies often classify them as confidential. Nevertheless, researchers should aim for 
applying their developed models to real use cases, as a reality gap might exist between simulation models 
and real environments. Henceforward, industry use cases form the basis for concluding on potential benefits 
of ML solutions and for answering the set research question. In total, 45 studies of industry case studies in 
ML-PPC were found. Within this scope, the motivation of the paper was twofold.  
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First, the conducted systematic review presents that mainly the PPC tasks ‘Plan Production’, ‘Control 
Production’, and ‘Monitor Production’ were reflected in real data case studies. This is in line with the 
findings of Schmidt et al. who investigate this for simulation-based as well as real data-based case studies 
from 2009-2019 [4]. Still, future research should also aim to address other PPC tasks (e.g. ‘Plan Production 
Program’ or ‘Manage Inventory). In addition, publications about sequencing are rare herein. It shows that 
this often addressed research field still lacks in industry application, probably due to a wide spread of RL 
solutions. In order to apply RL models to real industry cases, a sufficient digital twin is necessary, as the 
cost for training in a real environment would not be sufficient [10,11]. This might explain the rare findings 
of RL cases within the final sample. SL models are mostly presented, as several regression and classification 
tasks exist within PPC [7,11]. In regards to development over time, it can be anticipated, that in line with the 
generally increasing research interest in ML-PPC [3,4], real industry applications also gain in importance.  

Secondly, a structured overview of reflected data mining and business objectives in practical ML-PPC case 
studies was prepared. The work shows that most researchers do not comprehensively evaluate their ML 
models in order to conclude on benefits of ML sufficiently. The systematic review displays that ML models 
were mostly evaluated purely in regards to their prediction accuracy. However, the cost in the sense of time 
and computation power was regularly not assessed. With an increasing number of deployed ML models 
within different industries, the energy use should not be disregarded. In addition, time of training gains in a 
more frequently changing production environment of importance and time of execution is of significance 
especially for real-time tasks (e.g. in production control) [11]. Thus, clear research gaps exist in these 
matters. Next to the evaluation of models itself, the models’ effect on business objectives is even more 
underrepresented in the final sample. In total, 80% of the papers do not reflect on business objectives. In 
PPC, this is of risk, as several contradictory objectives exist: On the one hand, between the economic, social 
and ecological dimensions and on the other hand also within dimensions. As from the current nature of PPC, 
research is economic driven [1]. This might explain why those business objectives are more often presented 
in the identified studies then social and ecological objectives. Nevertheless, future research should consider 
social, ecological and economic implications for accomplishing a viable business model [29]. Further, as 
ML-PPC case studies generally focus on specific sub tasks in PPC, it is of importance to reflect on 
consequences towards other tasks [1,11]. Otherwise, a risk occurs that only sub optimal solutions and not a 
global optimum is found. In conclusion of this paper, an answer to the set research question – if we really 
know the benefit of ML in PPC? – is given as follows: Currently, due to a lack of a broad evaluation, 
researchers and practitioners cannot yet clearly state the benefit of ML in PPC. Thus, more industry case 
studies across different ML learning types and use cases are needed in future research and researchers should 
evaluate their results broadly. Consequently, the findings can be further developed towards a conceptual 
framework that enables a broad evaluation metric. This can be supplemented by the state of research from 
different research fields. Further, a summary of different key performance indicators as well as methods of 
measurement can enrich this overview.  

The work delivered transparency on the current state of research in real ML-PPC use cases. For the future, 
it can be concluded which dimensions should be considered additionally, when developing ML-PPC 
solutions. An awareness of different dimensions of evaluation was created, that supports decision makers of 
companies in their prioritization process when setting up a future ML-roadmap. As previously stated, 
evaluation is important to making real progress [10], thus researches should join the research field and focus 
on the research gaps identified herein.  
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Abstract 

The digital transformation of industrial manufacturing companies is still seen as a challenge on the path to 
the smart factory and efficient and transparent production. Companies have already been dealing with 
concepts such as Industry 4.0 and the associated tasks of digitization and process automation for years. More 
recently, data-driven methods of machine learning and artificial intelligence, have increased the demands on 
data integration in industrial applications and the need for seamless and automated communication within 
information systems. This facilitates the creation of entirely new business models or the adaption of new 
approaches such as predictive analytics (e.g. for predictive maintenance) or data mining methods (e.g. for 
anomaly detection) to increase productivity. A multitude of partly proprietary standards for communication 
between machines and systems, and interface definitions complicates the integration of systems and data. 
To minimize the challenges of system and data integration, we have developed a digital platform concept as 
a solution to standardized data integration issues. In a first step, through literature research and expert 
interviews, we identified current industrial trends and key relevant standards and processes. In a second step, 
we developed a concept for a digital platform - a Service Hub - through which the identified standards and 
integration processes can be marketed. The Service Hub supports companies in their digital transformation 
and offers providers of various integration solutions an opportunity for individualized marketing of 
frequently used (integration) processes. 

 

Keywords 

Smart Factory; Data Integration; Digital Transformation; Industry 4.0; Digital Platform 

1. Introduction and method 

New digital technologies and Industry 4.0 are having a significant impact on companies' strategies and 
business models, as well as on their processes and routines. On the way to efficient and transparent 
production in the smart factory, companies must perform a digital transformation to remain competitive in 
international markets. In the context of Industry 4.0, data and the connectivity of machines and systems 
across all levels of automation play a central role [1]. The gathered volumes of data open up entirely new 
opportunities for business models and potential for efficiency gains and flexibility [2]. For instance, 
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applications of machine learning and artificial intelligence methods are becoming increasingly important in 
areas such as process mining or predictive maintenance [3]. These applications require data integration and 
workflows for the automated and flawless communication of various information systems.  However, despite 
existing technology and the use of middleware software, manufacturing companies still face major problems 
in integrating data-driven applications for optimisation and automation tasks [2]. A multitude of partly 
proprietary communication standards and interface definitions as well as non-convenient provision of 
integration solutions are considered to be key challenges in data integration [2]. Platform approaches to this 
problem already exist, but they are often specifically tailored to the products and services of the respective 
provider and use proprietary interfaces and communication standards instead of open standards [4–6]. 
However, it affects the interaction with external systems and thus counteracts the generative approach of the 
platform and leads to lock-in effects [5]. To address this issue, we formulate our guiding research question 
(RQ) as follows:  

How can software vendors improve data integration offerings using a digital platform to facilitate data 
integration and enable a smart factory for manufacturing companies? 

We answer the RQ by developing and designing a conceptual model of a digital platform which supports 
companies in their digital transformation by offering (data) integration solutions via individualized 
marketing of frequently used (integration) processes. In doing so, we rely on existing solutions and classify 
our solution and our contribution to practice and the theoretical body of literature as "exaptation", which is 
characterized by an extension of known solutions to new problems [7]. The aim of the work is to develop a 
concept that helps companies to circumvent the problem of data integration. This concept can then be a basis 
for products and services of software vendors offering data integration solutions. Therefore, research in this 
paper has been organized by an adapted design science in information systems research framework 
combining behavioural science and design science paradigms [8]. In a first step we identified current 
industrial trends and relevant standards and processes for typical data integration tasks as a basis for our 
work by conducting a semi-structured literature review in the databases Science Direct, AIS eLibrary, 
Springer, and Research Gate with the keywords “IoT”, “Industry 4.0” “platform”, and “data integration”.  
We then enrich the findings from literature with additional expert interviews and compare them to practical 
issues to address the needs of manufacturing companies. We therefore reviewed 10 experts who were asked 
to give their assessment of current trends and the status quo of data integration in (their) industry. These 
experts work either as consultants or in manufacturing companies and have prior knowledge in the subject 
matter covered. Using both perspectives allows us to identify and highlight similarities and differences from 
research a practice. These compiled findings are then used to develop our conceptual model. We structure 
our paper with the topic of drivers, trends, and standards for data integration in chapter 2, before also 
describing existing approaches to data integration and providing an overview of digital platforms, with the 
topics of cloud computing and payment models being highly relevant. Subsequently in chapter 3, we develop 
a concept for a digital platform - a Service Hub - through which the identified standards and integration 
processes can be commercialized present our developed Service Hub and describe its cloud-based usage and 
billing models. Both perspectives from the first two steps contributed to the design phase as well as in the 
evaluation and refinement of the Service Hub. In chapter 4, we discuss its usage in business, limitations and 
prospects for further research before we conclude in chapter 5. 

2. Theoretical background  

2.1 Drivers, trends, and standards for data integration in manufacturing companies  

Analyzing literature on current drivers and trends in manufacturing shows the relevance of a seamless data 
integration. Current trends in manufacturing are primarily shaped by the digital transformation which has 
been driven by the Internet of Things, Internet of Services, and Big Data for more than a decade. It enables 
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organizations to create novel business models and thereby achieve competitive advantages and outperform 
within its own industry [9,10]. Nowadays, companies can in particular establish competitive advantages by 
exploiting technological enhancements in terms of managing and orchestrating data and information. This 
includes the integration of cyber physical systems, artificial intelligence, machine learning or Distributed 
Ledger Technologies, such as Blockchain applications within internal processes [10]. In fact, companies are 
evolving from product providers to service providers through these data-driven technologies. Data-driven 
analyses or data mining methods, for instance, predictive analytics, especially predictive maintenance and 
predictive sales require the efficient integration of relevant data to provide real-time forecasts of future 
developments and risks [11]. In addition, data mining methods enable the identification of valuable new 
patterns from data. e.g. in customer relationship management (CRM) systems or enterprise resource planning 
(ERP) systems, leading to increased efficiency and flexibility of a company. 

Data or information integration is understood as the consolidation of redundancy-free data and information 
from different application areas and systems. This requires extracting and evaluating the same data from 
different systems and different data from the same systems to provide the data to the correct users/systems 
at the right time [12]. As systems are often incompatible, interfaces are the key for data integration. A 
middleware is a software abstraction layer that provides those interfaces to help manage the complexity and 
heterogeneity between different systems [13]. As a result companies can benefit from a higher data integrity, 
referred to as the correctness and completeness of data, and can thus optimize information flows, process 
integration, and decision-making in an enterprise [14].  

Data integration is considered an ongoing task of information system (IS) management, such as CRM or 
ERP systems, and the administration of database systems [14]. For information exchange the Extensible 
Markup Language (XML) and Java Script Object Nation (JSON) have established themselves as a text-based 
standard structuring language describing the structure of a data set [15,14]. Both may include additional 
records, enabling the creation of deep nested structures, and allow the exchange and processing of data 
between software and hardware applications. XML, JSON, and other standard structuring languages 
therefore form the basis for many software standards.  

Table 1: Selection of frequently used data integration standards in the industry 

Abbreviation  Notation Description 
- MTConnect An XML-based standard which retrieves process 

information from manufacturing machines via Transmission 
Control Protocol connections. 

HTTP Hypertext Transfer 
Protocol 

An internet protocol that enables data transfer and 
communication between internet-connected applications 
using Representational State Transfer architectures. 

OPCUA Open Platform 
Communications 
Unified Architecture  

A machine-to-machine communication technology standard 
based on which multiple devices, sensors and machines can 
be linked via a single communication thread. 

MQTT Message Queue 
Telemetry Transport 

An open protocol to enable the exchange of data by 
transmitting data in the form of messages to multiple clients. 

AMQP Advanced Message 
Queuing Protocol  

An open standard for business communication, which 
enables the transfer of information between companies and 
applications via a network protocol. 

 

Table 1 lists a selection of frequently used standards for data integration in industry and business based on 
literature. While every private web user worldwide uses Hypertext Transfer Protocol (HTTP) links when 
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accessing web browsers, OPC UA, MQTT and AMQP represent standards for industrial and business-
relevant applications. These standards should be interoperable with the digital platform concept. 

To enrich our above findings from literature we also conducted expert interviews. 10 experts from industry 
were questioned on the current status quo, development and actions taken within their companies with regard 
to data integration as well as their outlook what additional action should be taken, whether this should be 
done in the short or long term and where barriers arise in the short and long term. The analysis of the current 
state revealed that only half of the respondents are intensively dealing with data integration and only 30% 
have integrated a general standard such as OPC UA. Alternative predominantly proprietary solutions are still 
widely used. Nevertheless, all experts recognize the need for increasing data integration and its associated 
potential. Potential is primarily expected in newly enabled interdisciplinary information flows, which will 
allow for deeper insights and knowledge to be gained and, at the same time, a better understanding of how 
this knowledge can be protected and applied. In addition, an expected higher data quality offers advantages 
in terms of efficiency and cost by, for example, automatically identifying and correcting erroneous values. 
Among the barriers preventing more advanced data integration, both organizational and technical 
capabilities are considered. From an organizational perspective, the lack of awareness for data integration 
and its benefits for all stakeholders of a company is a key barrier. In addition, the management levels have 
often not yet been sensitized to the issue. At the same time, prevailing silo structures must be broken down 
to enable holistic cross-departmental data integration which requires management support. Moreover, 
companies often lack technical know-how and transparent documentation of existing processes, systems, 
and data flows. From a technical perspective, reasons for the lack of overarching data integration standards 
are primarily seen in historically and often isolated implemented systems with proprietary solutions. 
However, the simultaneous integration of internal and external data sources while taking data protection 
principles into account also often proves difficult. In contrast, financial hurdles are currently the smallest 
barrier to efficient data integration. Most experts agree that the topic of data integration must be addressed 
in the short term, in a period of less than six years, in order not to be displaced by competitors within the 
industry. Here, the technical capabilities mentioned above represent the greatest challenge. In the long term, 
data protection requirements, know-how protection, data security and the allocation of responsibility in the 
event of data loss are considered to be the main challenges, while at the same time complying with regulatory 
requirements. 

Whereas the literature analysis gives an overview of a variety of possibilities for data and information 
integration, the evaluation of the survey reflects the current state in the industry. Theory and practical 
application are currently still far apart. The literature research revealed that functional standards such as 
MQTT already exist, but that they are more of a wish than a reality in application. Despite this, there is an 
evident willingness to change. Standardized solutions for connecting and integrating machines can support 
manufacturing companies in their digital transformation to Industry 4.0 standards and reduce challenges. 
Furthermore, data integration is necessary to establish new business models and thus to remain competitive, 
emphasizing the relevance of the Service Hub.    

According to literature, several approaches for simplifying data integration already exist, however these 
approaches seem rather technically focused and mostly concern the standardization of protocols [5]. For 
example, Sanderson et al. [12] introduce an architectural data integration approach for production enterprises 
using data distribution services whereas Schuh et al. [16] present the “Internet of Production” as an enabler 
of cross-domain collaboration for production, development and usage data. With the success of digital 
platforms, e.g. as app stores in the consumer sector, digital platforms are also increasingly being used in 
industry and promise future potential for various applications [1]. 
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2.2 Digital platforms 

Digital platforms are an emerging and ubiquitous phenomenon in the private sphere as well as across 
industries [17]. Digital platforms change the way digital products and services are consumed, delivered, and 
mediated. Established companies are being forced to innovate and transform their current business model to 
remain competitive. In contrast to the common value creation within companies or linear supply chains, 
digital platforms enable the co-creation of value in an ecosystem of independent actors and stakeholders 
[17]. Constantly evolving information technology, such as cloud computing and analytic solutions for Big 
Data, provide the technological foundation for digital platforms and enable entirely new business models, 
distribution opportunities as well as payment and tariff models [18,19].  

The ecosystem of digital platforms typically consists of a platform provider, one or more value-adding 
mechanisms, and complementors. The platform provider implements governance mechanisms to enable 
value-creating mechanisms on a digital platform between the platform provider and an ecosystem of 
autonomous complementors and customers [17,20]. Value-creating mechanisms are divided into two 
overarching mechanisms and are central for the success of digital platforms. First, there is the value-creating 
mechanism of transaction facilitation describing the digital interaction between complementors and 
consumers by, for example, directly matching supply to demand and proposing possible transactions or 
offers to consumers. The second value-creating mechanism is the mechanism of enabling complementors to 
jointly create synergistic solutions. Complementors can be providers of different products or services 
[21,22]. 

From a technical point of view, a digital platform is a software-based platform that, in addition to basic 
functionality, provides the option of adding modular services, replacing them, and maintaining a stable core. 
Each module extends the functionality of the platform and may be implemented by both external parties 
(complementors and platform provider). Furthermore, the design of digital platforms creating a two-sided or 
multi-sided market, combined with highly customizable digital technologies, enables high levels of 
scalability by leveraging network effects [23]. This offers digital platforms the opportunity to easily acquire 
new customers and to grow with existing customers.  

In today's digital society, cloud computing is indispensable. Cloud services gradually replace on-premise 
systems for data processing in companies and also represent a key technology for digital platforms [23]. 
Cloud computing enables on-demand computing services to be provided with high reliability, availability, 
and scalability in a distributed environment [24]. A variety of different service models already exist in cloud 
computing, which allow the customer to purchase individualized and highly customized infrastructure.  

These individualized and highly customized infrastructures can be priced very differently which is reflected 
in the development of various new and innovative payment models with the ongoing digitalization leading 
to digital hybrid value creation processes and a shift from product-only providers to service providers [25]. 
With payment models being a relevant component of business models, we conducted a literature research 
on different payment models and compared them to the results of the conducted expert interviews, allowing 
us to enhance the design of the Service Hub. Considering digital transformation and customer needs, 
platform providers are primarily focusing on pay-per-use models, subscription models, and one-time 
purchases. In a pay-per-use model, the user pays according to his individual scope of use resulting in 
individual prices for each user [26]. There are no acquisition costs, capital commitment or software 
maintenance costs [27]. In a subscription model a fixed price is paid on a regular basis and does not depend 
on the actual scope of use of the product [28]. In the case of a one-time purchase, ownership of the product 
is transferred to the buyer who can use the product for its entire lifetime.  

Following the literature review on the three predominant payment models, we questioned the experts about 
their preference to take the needs of potential platform customers into account for our newly developed 
concept of a digital platform. We distinguished between payment models for a basic version of a middleware 
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and additional individual modules for specific data integration processes. 75% of the experts consider Pay-
per-use and subscription models as preferred models for the basic version, whereas pay-per-use was favoured 
by the majority for additional modules. In addition to the selection of payment models the experts' choice is 
strongly dependent on the scope of services, including support and updates, as well as the scope of use. If 
support and updates are included in the basic version, acceptance of the subscription model increases 
compared with pay-per-use. If the product is not guaranteed to be up to date, experts recommend that the 
pay-per-use model be degressive, resulting in a choice of this payment model. Consequently, the scope of 
services and the scope of use must be defined in advance for the design of various payment models, which 
differ between the basic version and additional modules. 

3. A digital platform concept for standardized data integration  

With the RQ initially defined, we developed a conceptual model of a digital platform - the Service Hub - 
based on the presented results from the literature research and the expert interviews. It may support 
companies in their digital transformation by offering (data) integration solutions via individualized 
marketing of frequently used (integration) processes. The main idea of our solution is based on that of 
established app stores. In these app stores, customers buy applications, which can be implemented and used 
on the customers’ (mobile) device. In the business-to-business area it works the same way but individualized 
and highly specified data integration solutions are required. The design of the digital platform concept from 
a business model perspective is conceptually illustrated in Figure 1. It incorporates the three central elements 
platform provider, complementor, and value creating mechanisms. In addition, the model depicts all relevant 
connections, dependencies, and flows, showing that both payments and communication can be processed 
exclusively via the Service Hub.  

With the Service Hub, two elementary products are to be distributed and made available in order to address 
the individual specifics of companies in terms of data integration. The core product is a basic version of 
software including several fundamental functions of a middleware for data integration. In addition, 
individual yet standardized modules for data integration are offered to adapt the basic version to the 
company-specific requirements. Based on the results of the literature research and the expert interviews, a 
subscription for the basic version seems suitable. Depending on whether the basic version of the software is 
easy to procure and does not need to be specially implemented at the customer' site, purchasing and 
procurement can be operated directly via the Service Hub. In the case of more complex implementation, an 
on-site implementation is also possible as an additional service from the software vendor. Offering these 
modules with a pay-per-use payment model might be appropriate, according to the expert interviews. The 
basic version and the modules together then result in the customer's individual version. 

The platform provider, being one of the central elements of digital platforms, is implicitly represented by the 
platform itself and the software vendor, who at the same time also be a complementor. Thus, the integration 
of additional software vendors as complementors is an option for integrating third parties in the future 
platform design. Lastly, there is the customer represented by an industrial company that intends to purchase 
the corresponding solutions for data integration. By dividing the platform into a basic version and additional 
modules, the platform provider can benefit from future growth opportunities of the platform and at the same 
time profit from the growth and the need for data integration solutions of its customers [17]. The individual 
software version should be available both cloud-based and on premise, so that the customer can choose 
freely. The cloud infrastructure can be operated by the software vendor or sourced externally.  
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Figure 1: Design of the digital platform concept from a business model perspective (Service Hub) 

Referring once again to the basic idea of an app store, one central difference can be noted. Unlike an app 
store, our various modules interact with each other and are therefore coordinated. In this solution, these 
modules can be used both on premise and in a cloud, which is often different with an app store. Thus, our 
approach complements the in literature identified gap of missing data integration solutions in the middleware 
area.  

For the operation of the Service Hub, the following recommendations for action can be derived. In order to 
make the use of the Service Hub as convenient and simple as possible while still maintaining customer 
contact, it makes sense to design the payment flow as well as the communication between the customer and 
the software vendor directly via the platform. For communication, a forum, contact forms and other common 
methods may be implemented, analogous to conventional platforms. Via these interfaces needs, 
requirements and requests can be effectively communicated and documented. Analysis and evaluation of the 
correspondence will enable the platform provider to better understand the customer and facilitate continuous 
development of the platform. It supports continuous expansion of the range of available modules and 
adaption to the specific needs of the customer. However, since not all modules required in the long term 
might be available when Service Hub launches, the platform provider should focus initially on the most 
prioritized modules and then strategically expand the portfolio of modules as required. 

4. Discussion and Limitation 

The developed concept of the Service Hub offers several advantages and disadvantages as well as various 
future design options. A crucial advantage for the provider results from the marketing of standardized 
modules, which avoid new developments and the implementation for individual requests of data integration 
solutions, leading to a significant reduction of effort and costs [29]. Furthermore, the platform concept offers 
the possibility of flexible growth both with existing customers and new customers by improving the modules 
and adding new modules. Depending on the design of the platform, mixed forms of distribution are possible, 
in which the basic version or specific complex modules are installed in the traditional way and the platform 
is only used to offer further modules. In some cases, this can be technically easier to implement. In addition, 
it can be advantageous to expand the range of data integration options by opening the Service Hub to software 
solutions and modules from third-party providers to may increase the attractiveness of the Service Hub and 
to make it possible to profit financially from third-party providers by brokering their offerings. One 
advantage for the customer is the new convenience of purchasing data integration solutions. For an 
implementation or extension of the services, it is no longer necessary to contact the software provider for 
every single addition. Customers can conveniently make their adjustments according to the self-service 
system. In contrast, however, there are also drawbacks for both sides. Primarily, the direct, personal customer 
contact is reduced, which leads to disadvantages such as the software provider possibly losing sight of the 
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customer's needs, which can affect the relevance of the product. It is therefore important to keep customer 
contact and communication as high as possible, both via the platform and in person. Additionally, there is a 
financial risk for the software provider, as the initial construction and implementation of the platform can 
lead to higher costs than a classic implementation, which may only pay off with a high number of customers 
in the future.  

Besides advantages and disadvantages of our platform concept itself, our study naturally disposes of 
limitations and prospects for further research. First, there are limitations with regard to an industry-wide 
representativeness of our study, as we only conducted a sample of 10 expert interviews in the industry. 
Second, we did not consider the technical feasibility of our developed digital platform concept in detail and 
thus did not consider possible technical limitations as well as the trade-off between possible implementation 
costs and the benefits of our concept. Further research could address these limitations and include 
interviewing more experts and analysing the trade-off between the costs of technical implementation and the 
benefits of the concept in a business case. When compared to existing approaches, the Service Hub is to be 
understood as an integrative approach that allows existing technical solutions to be offered to the customer. 
Summarizing, the contribution of our approach is rather to be classified as an exaptation than a ground-
breaking invention, since we apply known solutions to a new problem.  

5. Conclusion 

Due to various drivers and the resulting trends, it is likely that data integration will become increasingly 
important in manufacturing companies in the future. In our study, we therefore developed a conceptual model 
of a digital platform - the Service Hub - based on literature research and expert interviews. The Service Hub 
supports companies in their digital transformation by offering (data) integration solutions via individualized 
marketing of frequently used data (integration) processes. Despite the limitations outlined in this study, we 
have demonstrated a viable concept to easily commercialize various data integration processes that can help 
software and middleware vendors improve their business model. 
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Abstract 

Due to an increased number of product variants and shorter product life cycles, flexible automation plays a 
vital role in the producing industry. In assembly systems, industrial robots are used as highly versatile 
handling and joining devices. Simultaneously, the corresponding feeding systems that provide the 
workpieces in an orderly fashion for automated assembly can often not meet the required flexibility. In order 
to achieve high flexibility and reusability, an aerodynamic feeding system was developed. The feeding 
system can flexibly and rapidly adapt itself to new workpieces autonomously, using a genetic algorithm. To 
find the optimal parameters for the genetic algorithm, a workpiece specific simulation model of the 
aerodynamic orientation process was developed and validated in earlier work. In this work, we extended the 
simulation model with regard to the spectrum of workpieces that can be simulated and developed a user-
friendly framework to simplify the application of the model. Our goal is to reduce the setting time of the 
genetic algorithm even further by predicting the optimal range of the feeding system’s parameters for any 
workpiece using the extended simulation model. To evaluate and validate the simulation model, we carried 
out extensive tests with different exemplary workpieces. The results show that the setting time of the 
aerodynamic feeding system can be dramatically reduced using the extended simulation model, further 
increasing the flexibility and reusability of the system. 

Keywords 

Aerodynamic Feeding, Simulation, Flexible Feeding Systems 

1. Introduction 

Production in the modern industry is characterized by increasing numbers of product variants, shortening 
product life cycles and a high cost pressure due to global competition [1]. Especially in automated assembly 
systems, this results in reduced amortization periods and the demand for highly flexible systems [2]. Feeding 
technology, as one of the most complex and expensive parts of automated assembly systems [3], is therefore 
required to become more versatile. Commonly used solutions like vibratory bowl feeders cannot meet those 
demands [4]. Therefore, many approaches have been taken to increase the flexibility of conventional feeding 
systems, using interchangeable [5] or adjustable chicanes [6] [7]. At Leibniz University Hannover, an 
alternative solution for small part feeding was developed. The aerodynamic feeding system uses a constant 
jet of pressurized air to reorient workpieces with high speed and flexibility [1]. Due to the use of an air jet 
as chicane, the system is very flexible regarding the geometry of the workpieces. When changing between 
different workpieces, no hardware changes have to be made. Instead, the feeding system adjusts itself 
autonomously using a genetic algorithm [8]. Still, the initial values of the genetic algorithm are generated 
randomly within the system’s parameter boundaries, which makes the expected setting time hard to predict. 
In this work, we present an approach to reduce the setting time and make it more predictable at the same 
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time, using an extended simulation model of the aerodynamic orientation process. Before presenting our 
approach, we will introduce the aerodynamic feeding system used in our work. 

2. Aerodynamic feeding system 

The aerodynamic feeding system used in this work, manipulates the workpieces using an air jet with constant 
pressure. The principle is illustrated in Figure 1. The workpieces are first separated using a conventional 
centrifugal feeder, before they are handed over to a conveyor belt, which accelerates them to a desired 
velocity. Subsequently, the workpieces pass the nozzle, which produces an air jet, exercising a force on them. 
The extent of the force is thereby dependent on the geometry of the workpiece, in particular on the projected 
inflow area. If the projected inflow area variates along the longitudinal axis of the workpiece, a rotational 
impulse around the center of gravity is generated. For certain combinations of the five system parameters 
α, β, p, v and z (cf. Figure 1), workpieces arriving at the nozzle in one orientation are reoriented, while 
workpieces arriving in the other orientation are not reoriented. 

 
Figure 1: Principle of aerodynamic orientation 

These parameter combinations are different for every type of workpiece and cannot easily be predicted. 
Therefore, a genetic algorithm that searches for a suitable parameter combination autonomously was 
implemented in the system control. In each generation, two new individuals are created. The parameter 
combinations of each individual are then set on the feeding system. Using a line scan camera, the orientation 
of the workpieces after the orientation process is determined. The ratio of correctly oriented workpieces to 
all the workpieces of one individual is defined as orientation rate and constitutes the fitness of each 
individual. For one individual, the feeding system tests 100 workpieces. In an iterative process, the 
individuals are evaluated, selected, recombined and mutated, until a satisfactory solution with an orientation 
rate of 95 % or higher is found. For a more detailed description please refer to [8] [9]. Using the genetic 
algorithm, the feeding system can adjust itself to new, unknown workpieces autonomously. 

Still, in the current state, there are some disadvantages to the genetic algorithm. Firstly, the initial population 
of the genetic algorithm is created with random values in the parameter range of the aerodynamic feeding 
system. In combination with the heuristic character of the genetic algorithm, this can lead to varying and 
hardly predictable setting times. Secondly, the standard parameter range for the genetic algorithm, as shown 
in Table 1 is not optimal. In order to reach a high flexibility, the standard parameter range is set according 
to the system’s mechanical, electrical or physical boundaries, regardless of the current workpiece properties.  

Table 1: Parameter range of the aerodynamic feeding system for the genetic algorithm 

Parameter α β p v z 
Minimum 20° 39° 0.01 bar 50 m/min 0 mm 
Maximum 25° 50° 0.89 bar 80 m/min 10 mm 
Increment 0.1° 0.1° 0.01 bar 1 m/min 1 mm 

α   gradient β lateral inclination p nozzle pressure v workpiece velocity z   nozzle position
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The genetic algorithm then searches the solution space spanned by these parameters with the exception of 
the nozzle pressure p. Using the extreme values of p, most workpieces would either not be lifted at all due 
to low pressure or shot out of the system due to high pressure. Therefore, the range for p has to be determined 
experimentally and manually before starting the genetic algorithm. For the other parameters, manual 
determination is not as easy and the standard range is used. As a result of this, the genetic algorithm 
potentially scans a lot of areas of the solution space, where no suitable solution for a particular workpiece 
can be found. This unnecessarily prolongs the setting time of the genetic algorithm. Furthermore, as 
aforementioned, the setting time of the genetic algorithm varies strongly and is hardly predictable, as can be 
seen in Table 2. In some test runs, a suitable solution was found after only testing two individuals of the 
genetic algorithm, while in other runs, up to 84 individuals had to be tested.  

Table 2: Number of individuals tested before finding a suitable setting using the genetic algorithm in ten test runs 

Test run No. 1 2 3 4 5 6 7 8 9 10 
Tested individuals 36 11 66 2 4 84 23 13 2 6 
Average (SD) 24.7 (±28.84) 

 

The aim of this work is to shorten the setting time of the aerodynamic feeding system for new workpieces, 
reduce the variations of the setting time and eliminate the need for experimental determination of the 
parameter range by the use of an extended, workpiece independent simulation model of the aerodynamic 
orientation process. 

3. Extended simulation model 

In this section, we will first briefly introduce the simulation model created in earlier work [8]. Then, we will 
present the extensions added to the model, like the implementation of a method to automatically calculate 
the workpiece properties (e.g. mass, inertia, center of gravity) as well as the development and validation of 
a method to calculate the lift of the workpiece created by the air jet (aerodynamic drag) under the 
consideration of the nozzle position z. 

3.1 Existing simulation model 

The original simulation model was created to assess the quality of different combinations of the system 
parameters α, β, p and v [8]. The parameter z was only added as system parameter later [9]. The Simulation 
was used to optimize the parameters of the genetic algorithm like population size, mutation rate or selection 
method. By doing so, the experimental effort was reduced drastically, while at the same time being able to 
perform thousands of virtual test runs in order to increase statistical confidence in the results.  

In the simulation model, the workpiece is represented as a one-dimensional rod with the length, and inertia 
of the corresponding workpiece. The mass of the workpiece is represented as point mass positioned 
according to the center of gravity of the real workpiece. Since the workpiece’s movement is restricted by the 
guiding edge and guiding plane (it is assumed that the workpiece is always in contact with the guiding plane), 
the equilibrium of forces (friction, aerodynamic drag, weight) and the equation of motion are only considered 
in two dimensions. The aerodynamic drag exerted on the workpiece by the air jet is calculated based on 
many parameters, like the distance of the workpiece to the nozzle, the nozzle pressure as well as the diameter 
and the drag coefficient of the workpiece. The resulting differential equations of second order, which will 
not be presented in detail here, cannot be solved analytically. Therefore, the simulation model is 
implemented and run in MATLAB/Simulink by Mathworks, where the equations are solved numerically. 
Comparisons between the simulated and the real trajectory of a workpiece show high conformity (see Figure 
2) [8]. For better presentation, the one-dimensional rod is pictured as a CAD-Model of the workpiece. 
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Figure 2: Comparison of real and simulated workpiece movement [8] 

Nevertheless, a disadvantage of the simulation model is the low flexibility regarding the workpiece 
geometry. Busch et al. [8] designed the simulation model for a pneumatic plug, which can be seen as 
exemplary workpiece in Figure 1 and Figure 2. To simulate different workpieces, we would have to calculate 
all the workpiece properties for each different workpiece manually. Furthermore, the model only considers 
four system parameters. The nozzle position z, which we only implemented in the real system at a later time, 
is not considered in the existing model. Therefore, in the following sections, we will first describe the 
adaptations we implemented to enable the simulation model to calculate the movement of any rotationally 
symmetrical workpiece. Then, we will present our method to determine the aerodynamic drag of the air jet 
on the workpiece under consideration of different geometries and the nozzle position z. 

3.1 Automatic determination of workpiece geometry and properties 

As mentioned above, the simulation model calculates the movement of the workpiece based on the motion 
equations of a one-dimensional rod in the two-dimensional x-y-plane (cf. Figure 2). This reduces 
development and computational effort while still accurately representing the workpiece movement. When 
the workpiece geometry changes, certain properties of the rod, like the length, inertia and the center of 
gravity, change, but the underlying motion equations remain unchanged. In order to make the simulation 
model more universal and user-friendly, we enabled the model to determine the physical and geometric 
properties of a workpiece based on workpiece data provided by the user. The user provides the data by 
separating the workpiece into different sections that can be represented by primitive bodies, like cylinders 
or (truncated) cones. The model differentiates between outer and inner geometry features like bores. This 
way, various rotationally symmetrical parts can be represented very easily without the need for CAD-
Software. In addition, separating the workpiece into sections that can be described with only few variables 
reduces the computational effort, shortening simulation time. With the dimensions known, the user only has 
to provide the density of each section and the model automatically determines all the necessary properties. 

3.2 Calculation of aerodynamic drag under consideration of variable nozzle position 

While the properties of a workpiece are constant during the entire simulation, the forces exerted on the 
workpiece change in dependence of the position, orientation, velocity and acceleration of the workpiece. 
Friction and inertial forces and moments can be calculated analytically, but the calculation of the 
aerodynamic drag of the workpiece in the pressurized air jet constitutes a particular challenge. In order to 
calculate the force Fw exerted on the workpiece by the air jet, we consider the air jet to be a cone, with the 
apex sitting in the nozzle. We calculate Fw using Equation 1: 

𝐹𝐹𝑤𝑤 = 𝑐𝑐𝑤𝑤 ∙
𝜌𝜌
2
∙ 𝑤𝑤2 ∙ 𝐴𝐴𝑠𝑠𝑠𝑠 (1) 
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We assume the drag coefficient 𝑐𝑐𝑤𝑤 = 1.2 for a cylinder and 𝜌𝜌 = 1.2041 𝑘𝑘𝑘𝑘/𝑚𝑚³ for air at ambient pressure. 
The air velocity w, with which the air jet hits the workpiece, is dependent on the distance between the 
workpiece surface and the nozzle as well as the nozzle pressure and diameter. The inflow area Ast is 
dependent on the workpiece geometry and the nozzle position z. In order to calculate Ast, we define an 
ellipse, representing a cross section through the air jet cone based on the distance between the workpiece 
surface and the nozzle. Still, the area of the ellipse is not necessarily the inflow area Ast, since it can exceed 
the dimensions of the workpiece in dependence of the relative position of the workpiece and the nozzle. In 
order to calculate the intersection of the ellipse and the workpiece accurately and efficiently, we chose a 
finite element approach (see Figure 3). An algorithm breaks down the workpiece and the ellipse into two, 
two-dimensional, binary matrices, where a “1” represents the cross-section of the workpiece or the ellipse 
respectively. All other entries are “0”. The workpiece matrix does not change during the simulation, while 
the matrix representing the ellipse changes in each time step, based on the relative position of the workpiece 
and the nozzle. When both matrices are added, the number of “2”s represents the inflow area Ast (white areas 
in Figure 3). Compared to other approaches (numerical integration, MATLAB polyshape function) our 
method showed much shorter computing times, while still achieving sufficient accuracy. 

 
Figure 3: Calculated inflow area using FE-approach with a nozzle position of 4 mm in z-direction 

In order to validate the approach, we compared the simulated aerodynamic drag force Fw with experimental 
measurements. For the validation, we mounted an exemplary workpiece (pneumatic plug) to a force sensor 
and measured the force exerted on the workpiece by an air jet coming from the nozzle with a relative pressure 
of 0.48 bar. Measurements were taken in increments of one millimeter along the longitudinal axis of the 
workpiece (x-direction in Figure 3), for different distances between workpiece and nozzle as well as for 
different nozzle positions z. The comparison between measured and simulated values, as shown in Figure 4, 
indicates good conformity. In order to match the fluctuations of the measured drag force, we added a white 
noise of 10 % of the calculated value in the simulation. Especially Figure 4 a) shows that the simulation can 
reproduce the influence of the workpiece geometry and the nozzle position on the aerodynamic drag. 

Using the simulation model, we can now predict the movement of different, rotationally symmetrical 
workpieces in dependence of the five system parameters α, β, p, v and z. The aim of this work is to use the 
simulation model to reduce the setting time of the real feeding system by predicting and narrowing the 
boundaries of the system parameters. Nevertheless, doing this manually would mean a disproportionate 
effort. Therefore, we developed a framework, which automatically determines the boundaries of the system 
parameters based on the workpiece data provided by the user. 

Calculated inflow area using FE-approach (exemplatory)
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Figure 4: Comparison of aerodynamic drag (Fw) on an exemplary workpiece with nozzle pressure p = 0.48 bar for 

different workpiece positions relative to the nozzle 

4. Framework for parameter prediction 

In order to reduce the setting time of the aerodynamic feeding system, we integrated the optimized extended 
simulation into a new framework for an offline parameter prediction. The framework is implemented as a 
MATLAB script and directly interacts with the simulation. The main routine for parameter prediction 
contains two different subroutines, which systematically narrow down the lower, and upper bounds for each 
parameter. This approach drastically minimizes the search area for suitable parameter configurations of the 
genetic algorithm. 

 
Figure 5: Flow chart of parameter prediction 

Figure 5 shows the flow chart of the parameter prediction algorithm. After the initialization of the program 
constants, the main routine automatically reads and calculates the workpiece properties. Then, the main 
routine invokes two different subroutines. First, a pressure pre-prediction roughly narrows the pressure 
boundaries for the individual workpiece at hand. As mentioned above (cf. Section 2), the pressure range of 
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the feeding system is much higher than the practical pressure range for an individual workpiece. In order to 
pre-predict the pressure, the upper and lower pressure boundaries are approximated numerically using the 
bisection method. The lower pressure boundary is defined as the lowest nozzle pressure to cause a 
reorientation in either direction; the upper pressure boundary is the lowest pressure to cause a double rotation 
of the workpiece in either direction. To predict the lower boundary, the algorithm first simulates the 
orientation process for the mean of the maximum and minimum pressure (cf. Table 1). If a reorientation 
occurs, the pressure is set to the mean of the previous value and the minimum pressure and the simulation is 
run again. This process is reiterated, until no reorientation occurs. Then, the step size is halved again but the 
search direction is reversed. Therefore, the algorithm oscillates around the lower boundary, until the stop 
criterion is fulfilled. The method works analogous for the upper boundary.  

For the next step, we use a grid search algorithm to scan the solution space spanned by the boundaries of the 
system parameters. With all five system parameters divided evenly into n discrete values, we would have to 
calculate n5 combinations. In order to reduce the computational effort, in this work we will only use three 
parameters as dynamic values and set the other two as constants. A sensitivity analysis showed that out of 
the five system parameters, the nozzle pressure p, the nozzle position z and the workpiece velocity v have 
the greatest impact on the orientation process. Therefore, we defined them as variable parameters inside the 
framework. The gradient α and lateral inclination β have a much smaller influence on the orientation process, 
therefore we defined them as constants with α = 25° and β = 45°. Considering only three parameters instead 
of five decreases the computing time drastically and results into a three dimensional grid with n³ possible 
parameter configurations. All of these configurations are then entered in the extended simulation model to 
calculate the specific rotational behavior for each configuration for both input orientations of the workpiece. 
A configuration is marked as suitable when the workpiece only rotates in one input orientation and passes 
the nozzle in the other orientation without a rotation.  

 
Figure 6: Suitable parameter configurations for exemplary workpiece (pneumatic plug) with two sub-search areas 

Using a multi-layered graphical plot, the results for each parameter configuration are illustrated inside the 
three-dimensional configuration grid (see Figure 6). To determine which regions inside the search area are 
best suited, a density based scan function is used. The scan algorithm automatically distinguishes multiple 
sub-search areas with the highest density of suitable configurations and deletes statistical outliers. The 
distribution between the sub-search areas is visualized with different colors. For each sub-search area, the 
standard deviation for all three system parameters is plotted as boxes around the mean value configuration. 
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Figure 6 shows an example of the result plot for an exemplary workpiece, where two different sub-search 
areas were detected. A result summary gives a structured overview of the amount of correct rotations in each 
sub-search area as well as the mean values and standard deviation for each sub-search area. In this work, we 
used the mean and standard deviation of the sub-search area with the most correct orientations as predicted 
parameter boundaries for the genetic algorithm. In order not to narrow down the search space too much, we 
always rounded down the lower boundaries and always rounded up the upper boundaries. 

5. Experimental evaluation 

To experimentally evaluate the effect of the parameter prediction of the extended simulation model on the 
setting time of the aerodynamic feeding system, we compared the setting times of the genetic algorithm for 
three rotationally symmetrical workpieces (see Figure 7). One of the workpieces is an injection molded 
pneumatic plug (W1); workpieces W2 and W3 are self-constructed and printed using a resin 3D printer. For 
the evaluation, we first determined the average setting time of the system without the use of the simulation 
based framework and then repeated the experiments with the predicted parameter ranges. 

 
Figure 7: Workpieces used for the evaluation of the parameter prediction framework 

For the manual evaluation, the pressure boundaries are determined manually for the different workpieces 
and the corresponding duration for this process is measured. For the workpiece velocity v and the nozzle 
position z, the system’s boundaries are selected. The gradient α is set to 25° and the lateral inclination β is 
set to 45°. Then, ten test runs are carried out for each workpiece. For each test run, the number of tested 
individuals is determined, as it is proportional to the setting time. After all test runs, the average number of 
tested individuals as well as the standard deviation is calculated. 

For the evaluation of the simulation framework, the predicted boundaries for p, v, and z are implemented as 
boundaries for the genetic algorithm. The parameters α and β are also set to 25° and 45°. The start population 
of the genetic algorithm is no longer generated randomly but instead, for each dynamic parameter, the mean 
values of the predicted solution space are used. If a mean value lies between two adjustable values on the 
system, it is rounded up once and rounded down once, since the start population of the genetic algorithm has 
the size of two individuals. Subsequently, ten trials are carried out in order to compare average number of 
individuals tested by the genetic algorithm (setting time) and whether the duration per workpiece varies more 
or less in comparison to the manual values. 

6. Results 

The experiments show that the average setting time as well as the variation of the setting time can be 
drastically reduced with the use of the parameter prediction framework. Figure 8 shows the results of the ten 
test runs for each workpiece. Looking at the results of workpiece W1, we can see that the setting time was 
generally very high with the manually determined parameter boundaries. Also, the setting time varies very 
strongly between only two individuals at minimum and 84 tested individuals at the maximum. Considering 
that for each individual 100 workpieces run through the system, 8,400 workpieces have to be tested, before 

W1 W2 W3
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the feeding system reaches a satisfactory orientation rate. In addition, the determination of the boundaries of 
the nozzle pressure p took an experienced operator ten minutes on the feeding system. Using the simulation 
based parameter prediction framework, this additional preparation time is omitted. Furthermore, the 
parameter boundaries predicted by the framework lead to a much shorter setting time with less variation. 
Looking at the results of workpiece W2, we observed that even though the setting time is much shorter than 
for W1, the parameter prediction still cut the average number of tested individuals as well as the standard 
deviation in half. Here, the determination of the boundaries of p took eight minutes. The results of W3 are 
remarkable. While the genetic algorithm took an average of 20.5 individuals to find a satisfactory solution 
with the manual boundaries and a random start population, the start population provided by the framework 
produced satisfactory high orientation rates at the first tested individual in each of the ten test runs. The 
determination of the boundaries of the nozzle pressure took six minutes. This shows the potential of the 
simulation based parameter prediction framework to reduce the retooling time of the aerodynamic feeding 
system, by eliminating the need for manual preparatory work and drastically reducing the setting time. 

 
Figure 8: Number of tested individuals needed to reach an orientation rate of 95 % for different workpieces with 

manual and simulation based parameter boundary prediction 

7. Conclusion and outlook 

The experiments carried out with three simple exemplary components show very promising results regarding 
the reduction of the setting time, variation of the setting time and manual labor. For the three different 
workpieces, we reduced the number of parameter settings that had to be tested by the feeding system by 80, 
50 and 95 %. We also reduced the standard deviation of the number of tested parameter settings of ten test 
runs by 90 and 60 % for the workpieces W1 and W2 respectively. Furthermore, a manual pre-prediction of 
the nozzle pressure range is no longer necessary. We therefore conclude that the parameter boundary 
prediction based on our extended simulation model is capable of drastically reducing the setting time and 
effort and increasing the flexibility of the aerodynamic feeding system. 

In future work we will further extend the simulation model in order to increase the complexity of the 
workpieces that can be simulated and the precision of the parameter prediction. Preliminary experiments 
with more complex workpieces show that the parameter prediction framework does not always predict the 
best parameter boundaries. When the solution space determined by the simulation model is not as densely 
clustered as with the workpieces tested in this work, the mean and standard deviation do not accurately 
represent practical parameter boundaries. In order to resolve this issue, one aspect of future work will be the 
implementation of dynamic parameter boundaries for the genetic algorithm. In the current state, 
interrelations of the parameters are not considered; therefore, the solution space is always cuboid (assuming 
a solution space spanned by three parameters. Taking into account interactions between the parameters, the 
solution space determined by the simulation could be represented more accurately. 
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Abstract 

In urban logistics, analyzing urban traffic data plays an important role in achieving higher schedule reliability 
and delivery time efficiency. To increase the diversity of urban traffic data, we developed a solution for the 
automated collection and analysis of different types of traffic data. These are needed to optimize and control 
the flow of traffic.  

The use of traditional on-road sensors (e.g., inductive loops) for collecting data is necessary but not currently 
sufficient because it cannot draw any conclusions about the type of goods being transported. In this paper, 
we propose a framework in which different classes of delivery vehicles and types of goods being shipped 
are identified in road videos by deep-learning-based image recognition method. Video sequences are 
automatically evaluated according to the following criteria: (i) distinguish between individual and 
commercial vehicles, (ii) identify the category of commercial vehicles, for example, van, box trucks, small 
trucks, etc. (iii) identify the special features of the vehicle body (such as the name of the carrier) to classify 
commercial transportation of food, general goods or package services, etc. Using this method, logistics 
throughput of a designated city or region and the peak time of goods transportation can be obtained. This 
provides the carrier with better pre-advice and potential actions to improve transportation efficiency. For the 
evaluation of our framework, we collected real street videos at different time points in the main traffic arteries 
of Heilbronn, Germany. In particular, the difference between traffic flow of logistics services before and 
during the COVID-19 epidemic was compared. The results of implementation and testing demonstrated a 
high-precision, low-latency performance of the framework for obtaining urban logistics data. 

 

Keywords 

Urban Freight Transportation; Identification and Classification Delivery Vehicles; Logistics; Deep Learning; 
Image Recognition 

1. Introduction 

The complexity of urban traffic and the diversity of its impacts require very thorough data collection methods 
since the collection and analysis of traffic data play a significant role in traffic safety, traffic pollution, and 
urban road planning. In this paper, we focus on the collection method of commercial vehicle traffic data, 
because they account for a large part of the traffic data and are particularly useful for urban logistics service 
providers, who compete with other road users for scarce traffic space in the inner city, the continuous traffic 
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data are extremely important for them to optimize transportation operations and make reliable decisions 
through data analysis. 

The technology of collecting traffic data has been studied for decades. It can be easily divided into two 
categories, the intrusive and non-intrusive methods [1]. The intrusive methods consist of a data recorder or 
a sensor placing on or in the road, such as traditional road sensors (induction loops). Such technologies have 
been employed for many years. However, due to various factors, including limited coverage and possible 
inability to obtain continuous traffic count data, such as pavement repair, construction, and maintenance. In 
this case, non-intrusive data can be used as an alternative for a short period or to supplement traffic data 
diversity, which is based on remote observation, including manual counting, passive and active infrared, 
microwave radar, video image detection, etc. [1]. These different types of data collectors have their 
advantages and disadvantages, and their combination provides more complete traffic data. In this paper, we 
mainly focus on video image detection technology because other data collection methods have made 
outstanding contributions to vehicle counting and geographic information. Obtaining more vehicle feature 
information through images, such as vehicle classification, vehicle size, weight, or the type of goods being 
transported, to supplement the defects of current traffic data is the focus of our work. According to literature 
surveys, most existing video-based detectors can only provide a few macro traffic parameters, such as traffic 
count and average speed. Several algorithms based on computer vision have been developed to classify 
vehicles, but most of them only use traditional image processing and mathematical methods, such as 
calculating the vehicle's length in pixels for classification [5]. The result is that trucks can only be divided 
into long vehicles and short vehicles, and the accuracy of the results cannot achieve very high since the 
vehicle's length is susceptible to road reflections, lighting changes, shadows, and other interference factors. 
In addition, manual input of the exact road area to be observed and the threshold used to determine the length 
of the truck are also required. In this paper, a new video-based traffic data collection framework is developed 
to track each passing vehicle, the types of vehicles and the features of vehicle body will be recognized using 
deep learning methods. It no longer relies on manual input of thresholds and precise road positions in 
advance. By identifying features on the vehicle, such as letters, logistics service providers and the items 
being transported can also be deduced. In this way, high-precision and detailed traffic data can be collected, 
and the process of data collection is simplified compared with the complex algorithm that required manual 
input before. 

The paper starts with a short overview of the methods for collecting traffic data in previous works. In section 
3, the emphasis is put on the framework for identifying the features of commercial vehicles on the road based 
on the deep-learning method, the detailed methods used to distinguish between individuals and commercial 
vehicles, classify commercial vehicles, and identify transported items will also be described in detail. The 
purpose of section 4 is to evaluate our proposed method and show the results of applying it to roads to collect 
traffic data. The final section concludes this research effort and proposes further research topics. 

2. Related Work 

Before presenting the details of our framework related studies are briefly introduced. The methods of traffic 
data collection have been an area of interest in intelligent transportation system for the past few decades. [1] 
introduced all data collection methods on the market and analyzed their advantages and disadvantages, such 
as capabilities and restrictions. [2] in 2010 provided a framework for optimizing logistics time based on 
traffic data collection and proved that traffic data is beneficial for estimating and optimizing logistics 
delivery time. [3] designed a traffic information system, as a test, traffic flow and vehicle speed were 
collected in Berlin, Germany through fixed measuring equipment and specially equipped vehicles. [4] 
analyzed the advantages and disadvantages of traffic data based on video detection technology and 
Automatic Traffic Recorder. The results showed that although the data based on video detection technology 
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are not very accurate, they can provide useful traffic data information. The acceptability of the data should 
depend on the accuracy requirements of the use cases. [6] developed a new video-based traffic data collection 
system. Each passing vehicle can be tracked and classified in mixed traffic situations. The average speed of 
each passing vehicle is identified as the main contribution of this paper. [7] proposed a system based on 
video detection to classify vehicles and estimate the target color. [8] showed an algorithm for classifying 
vehicles based on five-dimensional feature vectors, and each vehicle can be tracked by a temporal tracking 
methodology. Through this process, both the macro and micro parameters of the vehicle will be available. 
However, due to the high computational complexity, real-time collection of traffic data is difficult to be 
applied. [9] proposed a method to detect and classify vehicles based on a three-dimensional (3D) model in 
aerial imagery, but the previous condition of this method is to build a 3D matching vehicle model for training, 
that is complicated and time-consuming, the accuracy is obviously affected by the constructed 3D model. 
Generally, these previous studies still have the following shortcomings: (i) many methods can only detect 
single-lane vehicles (ii) Manual input of the detection area or setting of detection parameters is required in 
advance (iii) Insufficient types of vehicles, such as only divided into two classes by length (iv) lacks an 
identification method to identify the transported object. The framework described in this paper aims to 
overcome these shortcomings. 

3. Methodology 

In this section, the main steps of our deep learning-based traffic data collection and analysis framework will 
be introduced, which can be briefly called DeepTraffic. 

 
Figure 1: Flow Chart of the DeepTraffic Framework 

3.1 Framework Overview  

DeepTraffic framework has five modules: data collection, vehicle detection, commercial vehicle 
classification, text regions recognition, and letter recognition. Figure 1 shows the flow chart of our 
framework. First, a digital video is taken by a camera placed on the road to capture multiple lanes in the 
same direction. Our framework takes road video as input and extracts every frame in real-time as the new 
input for the next step. In the next vehicle detection module, we trained a neural network with various labeled 
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real-world pictures to detect vehicles and distinguish between private and commercial vehicles. Through this 
step, the commercial vehicle can be marked with a bounding box in the video in real-time and extracted from 
the background as a new image, which is used as a new input and enters the following two modules at the 
same time: in the commercial vehicle classification module, we employed a simplified VGG network to 
divide commercial vehicles into six categories, in the text regions recognition module, an open-source deep 
learning model is utilized to obtain the features of the vehicle body. The recognized text area will be 
transferred to the letter recognition module, where all English or German letters can be identified from the 
picture. To ensure the correct rate of recognition, a string-matching algorithm is used to match the recognized 
letters with the name of the courier service provider in our pre-established database Finally, we tracked the 
vehicle and counted the number of passing vehicles by analyzing the vehicle's type and possible logistics 
providers in consecutive frames. The following sections will explain the methods involved in the entire 
process in more detail. 

3.2 Collection of Image Samples 

In a deep-learning-based framework, many sample pictures are needed to train the neural network. To make 
our system adapt to each road section, various video images on highways, country roads and urban roads in 
different periods and weather conditions are taken by YI cameras with a frequency of 30 frames per second 
(FPS). Figure 2 shows some examples of our images. We shot 6 hours of video on the bridge above highway 
A8 and B14 in Stuttgart, Germany, highway A6 in Heilbronn, Germany, and 9 hours of video along the main 
road in the city Heilbronn center. We collect data for research purposes only, according to data protection 
regulations we will not collect any personal information from the video. All video data will not be disclosed 
and will be deleted after analysis. 

                  
                    Figure 2: Examples of Training Images                             Figure 3: YOLO V3 network structure [11] 

3.3 Vehicle Detection 

Deep Neural Networks (DNN) based vehicle detection methods have been applied to many image/video 
applications and have achieved state-of-the-art on various data set. A large data set is required for transfer 
learning if we apply them directly, which is a laborious and expensive construction. However, if we train 
them on a small data set to solve a complex task, it usually leads to overfitting problems. We intend to use 
DNN with our small data set to accomplish the following two simple goals: (i) detecting vehicles, (ii) 
distinguishing between private and commercial vehicles. The detailed vehicle classification network will be 
applied separately. Because if commercial vehicles are classified in detail on this complex DNN model, 
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overfitting often occurs. After searching, we found that a DNN architecture called YOLO V3 [11] [12] has 
been widely used in object detection tasks and achieved excellent results. To perform vehicle detection more 
effectively, we choose the YOLO V3 framework as the basic structure and fine-tuned it based on our data 
set. More than 5,000 pictures from 25 hours of video are selected as a training image and labeled by an open-
source software called LabelImg [10]. Figure 3 shows the basic structure of YOLO V3 network, which is 
trained on COCO dataset with 80 classes [11]. Therefore, we reduced the number of categories to 2 to suit 
our tasks, namely private and commercial vehicles. Figure 4 shows the detection results of the YOLO V3 
model fine-tuned by our data set: some vehicles in the distance have been identified, but this is not what we 
expected because we need clear pictures to prepare for future vehicle classification or body feature 
recognition. We used the following criterion to remove these outliers: (i) we only select objects with a 
confidence value higher than 0.6 as valid objects. (ii) we set a general road section (the green box in Figure 
4) as a valid region, and the detected object is only valid when the center of the object is within the selected 
valid region. The results show that the YOLO V3 model can identify all private and commercial vehicles in 
the video with an accuracy rate of 97%. Since we are analyzing consecutive frames, even if certain vehicles 
are not recognized in some individual frames, these vehicles will appear in at least three frames to ensure 
that no passing vehicles are missed. 

     
      Figure 4: Examples of detected Vehicles                           Figure 5: Examples of detected Vehicles 

3.4 Commercial Vehicles Classification 

In the previous step, the recognized commercial vehicle will be extracted from the video automatically and 
saved locally used as the new input for the vehicle classification module. The corresponding frame number 
is also stored in the image name and used later for vehicle counting. As shown in Figure 5, we classify 
vehicles into six classes: van, walk-in/city delivery, semi-truck with two trailers, semi-trailer truck, tow 
truck, and tank truck. These types of vehicles are commonly used in German logistics transportation. The 
CNN architecture we used for classification is SmallerVGGNet, a simplified version of the original 
VGGNet, which was first introduced in [13] in 2014. We do not need such a vast network structure of the 
original version for our task with only six categories, so we simplified the network with only four repeated 
Conv blocks with different kernel sizes (see Figure 6). The input image of the network is a fixed-size RGB 
image. We resized all the extracted images to 224*244 and sent them to the network. First, four conv blocks 
are used to extract features. Each conv block contains one 2D convolutional layer with different kernel sizes, 
a Relu activation function to scale the output, one batch normalization layer to standardize the inputs, and 
one max pooling layer for aggregating the results of convolutional layers by only passing on the strongest 
feature. The output should be rolled out through Flatten layer and connected to a dense layer, which has 
exactly the number of neurons that corresponds to the number of different classes to be recognized. In this 
case, we used 600 classified images as the data set, of which 480 are used as training images and 120 are 
used as test images. The network was trained on a Nvidia 2080Ti GPU, the accuracy of the training set 
reached 98.2%, and the accuracy of the test set fluctuated between 90% and 95% after 30 Epochs. 
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Figure 6: Structure of SmallerVGGNet  

 
Figure 7: Example of text recognition on the vehicle body 

3.5 Text Regions Recognition 

To detect the text on the vehicle body, we directly used an open-source deep learning model called EAST 
proposed by Zhou et al. in 2017 [14]. It can run at near real-time at 13 FPS on 720p images and obtain state-
of-the-art text detection accuracy. The vehicle image extracted in the vehicle detection module is also 
adopted as input in this module. During the recognition process, we found that the text on the car body is not 
parallel in the picture because of the shooting angle, as shown in the leftmost picture in Figure 7, which 
makes the text harder to recognize. To overcome this difficulty, the input picture is preprocessed: according 
to the angle at which we took the video, the picture can be rotated 5 degrees clockwise to make the text in 
the image parallel, as shown in the middle picture in Figure 7, this angle of rotation can be applied to almost 
all the pictures we took. The rightmost picture in Figure 7 shows the final recognition result. The text area 
on the vehicle body will be recognized and cut out. 

3.6 Letter Recognition and Matching 

To identify the logistics provider and assume the items being shipped, we need to convert the recognized 
text into letters. In this module, we used the open-source scene text recognition (STR) benchmark [15], 
which was proposed by Baek et al. in 2019 and integrated and analyzed the current advanced models for 
character recognition. It pointed that the accuracy of the best model on different data sets is between 74% 
and 94.9%, which means that using this model to recognize the characters in our cases cannot be completely 
accurate. Figure 8 shows a part of the recognition result, that is stored in a text file and contains the following 
information: the ID of the video, the number of frames in the video, the position of the recognized vehicle 
in the frame, the recognized vehicle type, the probability of the recognized vehicle type, and the characters 
recognized by the vehicle body. From the results, we concluded that some recognized characters are slightly 
different, even in the same vehicle in consecutive frames. To obtain the unique logistics provider, we 
collected information on 5188 logistics companies in Germany and Austria in advance and calculated the 
similarity between the recognized characters and them through the Levenshtein algorithm and matched it to 
the unique logistics provider in our database. In consideration of data protection, we do not public our 
logistics company database here. After matching the logistics provider in our database, we count the number 
of vehicles according to the following criteria: (i) if there are vehicles of the same logistics provider in 
consecutive frames, this vehicle can be regarded as one vehicle, and one vehicle is counted. (ii) if there are 
no characters recognized in consecutive frames, such as a white vehicle, then we use the position of the 
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identified vehicle in the picture to determine whether it is the same vehicle, because as the car moves forward, 
the position of the car must be closer to our camera. To determine the type of vehicle, we perform the 
following calculation: In consecutive frames, if the identified vehicle type is unique, the vehicle type can be 
simply derived. If more than two different types are identified, the type with the highest probability is 
selected as the final result. The item being transported can be inferred from the name of the logical operator. 
For example, from the result of "DACHSER Intelligent logistics", it can be known that the item being 
transported is food, if “DHL or DPD” are recognized, it can be inferred to be a package service. An example 
of result of our framework is shown in Figure 9. 

 
Figure 8: Example of text recognition 

 
Figure 9: Example of text recognition on the vehicle 

4. Results 

Table 1: Experimental results for vehicle detection 

 total True Positive True Negative False Negative False Positive correct (%) 
result 630 612 10 0 9 97.1 

Experimental results and discussion on the performance of the DeepTraffic framework are described in the 
section. To demonstrate the effectiveness of our framework, the experiments are conducted with the 
following procedures: we chose 9 hours of video data as the test set, which were shot on three main roads in 
Heilbronn, Germany. Considering the intensity of the sun and the weather conditions, videos are shot 
between 9:00-10:00, 13:00-14:00, and 16:00-17:00 on sunny, cloudy, and rainy days. No input images are 
included in the sample images for training. Table 1 shows the results of vehicle detection modules. We 
compared the results from our framework with the results observed manually (ground-truth data). Among 
the 630 commercial vehicles, 612 were correctly identified and the recognition accuracy rate reached 97.1%. 
10 commercial vehicles were not identified because of occlusion, 8 large private vehicles, such as SUVs, 
were incorrectly identified as commercial vehicles. 

Table 2: Experimental results for vehicle classification 

 Class1 Class2 Class3 Class4 Class5 Class6 total correct % 
Class1 65 18 0 1 0 0 84 65 77.3 
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Class2 0 218 0 16 0 1 234 218 93.2 
Class3 0 0 28 4 0 0 32 28 87.5 
Class4 0 3 2 231 0 0 236 231 97.9 
Class5 0 0 0 2 24 1 27 24 88.9 
Class6 0 0 0 3 0 14 17 14 82.3 
total       630 580 92.1 
*Class1=Van, Class2=Walk-in, Class3= Semi-Truck with two trailers, Class4= Semi-trailer truck, Class5=Two truck, Class6=Tank truck 
 

Table 2 shows the results of our evaluation of one-hour video classification, which classifies the commercial 
vehicles in each frame. The correct average rate is close to 92.1%. In this experiment, only when the 
classification result matches the human visual judgment results, the system classification results are regarded 
as the correct answer. The later steps of using vehicle counting also bring more accurate classification results 
since the same vehicle may be divided into different categories due to different distances in consecutive 
frames. The final classification results will be analyzed through the subsequent steps of vehicle counting, 
and the category with a higher probability will be selected. It can also be concluded from the experimental 
that the results on cloudy and rainy days are better than those for sunny days because the images are more 
stable without the influence of sunlight on cloudy or rainy days. 

 
Figure 10: Traffic flows before and during the COVID-19 lockdown 

In consideration of data protection, the result of the next text regions recognition module and letter 
recognition module will not be shown here. From the results, we can conclude that, although the text 
recognition algorithms have a high accuracy rate, only one-third of passing vehicles are clearly identified 
which logistics provider belongs to. There are three reasons why the logistic provider has not been identified: 
(i) there are no recognizable characters on the vehicle, (ii) there are only some characters used for advertising 
on the vehicle, which cannot match the providers in our database, (iii) the identified provider is not in our 
database. After analyzing the identified logistics providers, we found that the vehicles of German logistics 
providers appeared the most frequently. To determine the items they deliver, the service areas of them should 
be researched one by one. The second place is parcel services such as DHL, PDP, and GLS, which appear 1 
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to 5 times per hour. The third place is the delivery service of some supermarkets, which is used to deliver 
food and drinks. 

To put our system into practice, we used our system to collect and process traffic data in the city of Heilbronn 
to understand whether lockdown has an impact on commercial traffic. We took two one-hour videos from 4 
pm to 5 pm on Thursday at the same place in Heilbronn before (27.02.2020) and during lockdown 
(09.04.2020). Comparing the results, we counted that the amount of commercial traffic on Stuttgarter Street 
was almost the same as the traffic collected before the lockdown (see Figure 10). the results indicate that 
city delivery traffic was less affected by lockdown than private transport. It is noticeable that no tow truck 
was detected during the Corona period, obviously, there was less needed to tow away incorrectly parked or 
defective cars. 

5. Conclusion and Outlook 

This paper proposed a framework that combines different deep learning algorithms to collect and analyze 
each commercial vehicle on the road by using video images. The evaluation results from the three test 
locations in Heilbronn are encouraging. In all the test data, the accuracy of vehicle detection is higher than 
97.1%, and the accuracy of vehicle classification and vehicle counting is higher than 92.1%. Letter 
recognition can identify the providers of one-third of the vehicles on the road. Of course, it depends to a 
large extent on the data in our pre-set database and whether the characteristics of the vehicle body are 
apparent. The test results show that the proposed DeepTraffic framework works stably and effectively under 
tested traffic conditions. However, the following problems still need us to improve further: (i) the current 
prototype framework will be affected by the environment: for example, it cannot work at night because our 
camera does not support taking night photos. Or during a rainy day, the text on the car body will be deformed 
due to rain, resulting in a decrease in the accuracy of recognition. (ii) vehicle occlusion significantly affects 
the accuracy of classification. In addition, more robust algorithms should be researched and explored to solve 
the light reflection problem to improve the reliability of the system. 

 

References 

 

[1] Leduc, G. (2008) ‘Road traffic data: Collection methods and applications’, Working Papers on Energy, Transport 
and Climate Change, 1(55), 1-55. 

[2] Ehmke, J. F., Mattfled, D. (2010) ‘Data allocation and application for time-dependent vehicle routing in city 
logistics’, European Transport 

[3] Fleischmann, B., Gietz, M. and Gnutzmann, S. (2004) ‘Time-Varying Travel Times in Vehicle Routing’, 
Transportation Science, 2: 160-173. 

[4] Suh, W., Anderson, J., Guin, A., Hunter, M. (2015) ‘Evaluation of Video Detection System as a Traffic Data 
Collection Method’, Scientia Iranica 22 (6), S. 2092-2102 

[5] Zhang G, Avery RP, Wang Y. (2007) ‘Video-Based Vehicle Detection and Classification System for Real-Time 
Traffic Data Collection Using Uncalibrated Video Cameras’, Transportation Research Record.;1993(1):138-147. 
doi:10.3141/1993-19  

[6] Li, S., Yu. H., Zhang, J., Yang, K., Bin, R. (2014) ‘Video‐based traffic data collection system for multiple vehicle 
types’, IET Intelligent Transport Systems 8(2):164-174 

[7] Hasegawa, O., Kanade, T. (2005) ‘Type classification, color estimation, and specific target detection of moving 
targets on public streets’, Mach. Vis. Appl.,16, pp. 116–121 

262

https://doi.org/10.3141/1993-19


[8] Mallikarjuna, C., Phanindra, A., Ramachandra Rao, K. (2009) ‘Traffic data collection under mixed traffic 
conditions using video image processing’,Transp. Res. Rec. J. Transp. Eng.,135, (4), pp. 174–182 

[9]  Khan, S.M., Cheng, H., Matthies, D., Sawhney, H. (2010) ‘3D model-based vehicle classification in aerial 
imagery’, Proc. IEEE Conf. on Computer Vision and Pattern Recognition, pp. 1681–1687 

[10]  Tzutalin (2015) LabelImg Free Software: MIT License. 

[11]  Redmon, J., Farhadi, A (2015) ‘You only look once: Unified, real-time object detection’, arXiv 
preprintarXiv:1506.02640. 

[12] Redmon, J., Farhadi, A. (2018) ‘YOLOv3: An Incremental Improvement’, cite arxiv:1804.02767Comment: Tech 
Report. 

[13] Simonyan, K., Zisserman, A. (2015) ‘Very Deep Convolutional Networks for Large-Scale Image Recognition’, 
CoRR, abs/1409.1556. 

[14] Zhou, X., Yao, C., Wen, H., Wang, Y., Zhou, S., He, W., Liang, J. (2017) ‘EAST: An Efficient and Accurate 
Scene Text Detector’ 

[15] Baek, J., Kim, G., Lee, J., Park, S., Han, D., Yun, S., Oh, S. Lee, H., (2019) ‘What Is Wrong with Scene Text 
Recognition Model Comparisons? Dataset and Model Analysis’, International Conference on Computer Vision 
(ICCV) 

 

Biography 

 

 

Meng Jin (*1994) holds a Master`s Degree (M.Sc.) in Software Engineering from 
the University of Stuttgart with majors in computer vision. Since 2018 she has been 
working as research associate in Research and Innovation Center for Cognitive 
Service System (KODIS) of the Fraunhofer Institute for Industrial Engineering IAO.

 

Lars Andreas Mauch (*1987) has been a research associate at the Fraunhofer 
Institute for Industrial Engineering IAO in Stuttgart since 2017. As a member of the 
team "Energy Innovation" he focuses on city logistics and the electrification of urban 
commercial transport. Part of his research is the integration of decentralized and 
electrified fleets in transport systems. Before joining Fraunhofer IAO, he studied civil 
engineering at Karlsruhe University of Applied Sciences, where he worked for two 
years as a research assistant in the field of automated driving and machine-readable 
infrastructure. 

  

 

Bernd Bienzeisler (*1964) holds a doctoral degree (Dr. rer. oec.) in business 
administration and is the head of the Research and Innovation Center for Cognitive 
Service System (KODIS) of the Fraunhofer Institute for Industrial Engineering IAO. 
His research focusses on data driven services and business models in different 
branches and industries.

 

263



 

CONFERENCE ON PRODUCTION SYSTEMS AND LOGISTICS 
CPSL 2021 

__________________________________________________________________________________ 
 

DOI: https://doi.org/10.15488/11300 

 

2nd Conference on Production Systems and Logistics 

Combining Process Mining And Simulation In Production Planning 
Adrian Langer1, Christian Ortmeier1, Niels L. Martin1,2, Tim Abraham1, Christoph 

Herrmann1 
1Institute of Machine Tools and Production Technology / Chair of Sustainable Manufacturing and Life Cycle Engineering / Technische Universität 

Braunschweig, Langer Kamp 19b, 38106 Braunschweig, Germany 
2Center of Pharmaceutical Engineering (PVZ), Technische Universität Braunschweig, 

Franz-Liszt-Str. 35A, 38106 Braunschweig, Germany 

 

Abstract 

The conditions for industrial companies are changing due to increasing customer demands for individualised 
as well as sustainable products. Furthermore, companies are confronted with technological change by digital 
transformation. Therefore, production planning has to address various structural, procedural and 
organisational changes. Planning projects are often characterised by a high degree of complexity. In order 
to master the associated challenges, simulation models are used in production planning. In contrast to 
mathematical-analytical methods, simulation models examine and assess especially complex production 
systems and support improvement measures. A major difficulty during the model initialisation and the 
determination of the planning variables is the capture of data and the assurance of sufficient data quality. 
Both are associated with a high expenditure of time. At this point, manufacturing companies are faced with 
a conflict of objectives between the reduction of the planning time and the development of reliable simulation 
models. Process Mining (PM) can be used to capture data from central information systems and to uncover 
social and organisational networks and map them in a process model. This can create a well-founded data 
basis for simulation models.   
To support simulation models within the planning process, a methodology linking process mining and 
simulation has been developed. This methodology improves the database within the planning process and 
renders it usable for rescheduling production systems. Potentials that can be achieved in the areas of data 
acquisition, data quality and model building are systematically analysed. The approach is validated on the 
basis of a use case from the pharmaceutical industry. 

 

Keywords 

Production Planning; Simulation; Process Mining; Data Acquisition 

1. Introduction 

Nowadays, production companies are confronted with decreasing batch sizes, highly fluctuating production 
rates, shorter product life cycles, shorter delivery times and an increasing number of product variants [1], 
[2]. To face these challenges, constant adjustments are necessary within the production system. This leads 
to an increasing effort in factory planning. For this reason, various approaches support the phases of factory 
planning by digital methods and tools [3], [4]. Simulations have proven to be a particularly valuable tool for 
decision support in factory planning. However, the data acquisition is associated with a very high effort. This 
results from the necessary data quality that must be available for accurate simulations. In this context, process 
mining (PM) offers the possibility to generate a data basis for simulations by analysing process-specific data. 
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For this purpose, past-oriented PM uses feedback data from existing IT systems. [5]   
To support the initialisation of simulation models within the planning process, an approach that combines 
process mining and simulation is presented. The question is whether this approach can enable better simula-
tion results and whether the effort in data acquisition and preparation can be significantly reduced. Therefore, 
the approach is applied in a case study of the pharmaceutical industry.  

2. Theoretical background 

2.1 Simulation models for decision support in factory planning 

Factory planning encompasses the organisational, process-related and structural design or adaptation of the 
production system. Several approaches can be found in the literature that are based on a systematic, goal-
oriented and phase-specific planning procedure that build on each other and combine the different planning 
tasks (e.g. process planning, layout planning, programme planning, etc.) [6], [7]. Basically, those planning 
phases develop from a draft to detailed planning and from an ideal to a real state. Starting from the definition 
of the goal, the further planning phases become more and more detailed. Subsequent planning phases can 
already begin even though previous ones have not yet been completed. In general, a distinction can be made 
between different basic planning cases [4], [6-8].  
For each planning case, the classification in the planning level must be clarified. Starting from a rather global 
view for the network and site level, the following levels add more and more details reaching up to focus on 
the granular, detailed workplace of a specific area of a factory. Individual planning projects can either have 
an impact on several levels or be anchored in individual levels. The area structure level is responsible for the 
new planning or rescheduling of production chains and units within the production system. Here, the linking 
or arrangement of production stations is achieved via corresponding flow systems [3], [4], [6], [8]. The 
demands on the interdependencies and data also increase with increasing level of detail of the respective 
planning phases. With a high level of data availability and quality, more precise planning results can be 
achieved and the (re)planning project can be improved. 

For further decision support, simulation tools can be used within the factory planning process. In general, 
models are an abstracted representation of the real system under investigation. In a manufacturing context, 
models can be classified based on the purpose of use. Jockisch and Rosendahl as well as Page and Kreutzer 
distinguish between descriptive, explanatory, forecasting and decision models. Besides the descriptive 
models, all other models are used in simulation modelling. Forecasting and decision models are the most 
common models in manufacturing for decision support. For simulation purposes, forecasting models use 
explanatory models to predict future scenarios. Decision models, which include optimisation models, have 
the purpose to facilitate the determination of options for action. For this purpose, the findings from an 
explanatory or forecasting model are supplemented by a decision space within the framework of decision 
models [9], [10].   
In the context of factory planning, simulation has an important role with regard to the design and evaluation 
within the planning, realisation and operation of production systems to determine the operational 
performance. Depending on the planning case, the basic relationships of the production system already exist 
(brownfield) or are set up completely from scratch (greenfield). In rough planning, models can be initialised 
that have a high degree of abstraction, i.e. a low level of detail. As the planning process progresses, the 
demands on the models and thus also on the data and the associated level of detail grow. The biggest obstacle 
in creating models for real manufacturing applications is the difficulty in obtaining the right data and the 
determination of interrelationships [11]. The aim of modelling and simulation is to transfer conclusions 
gained through performance measurements on the model to the real system. In this way, simulation can 
support decision-making processes, which can assist in the selection and evaluation of solutions in the pro-
duction system, especially in the case of several system variants related to the processual, organisational and 
structural interrelationships [12-14].  
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In addition, simulation models can be differentiated with regard to the paradigms chosen. The most important 
paradigms in simulation modelling are: System Dynamics (SD), Dynamic Systems (DS), Discrete Event 
(DE) and Agent Based (AB). Technically, SD and DS mostly deal with dynamic system behaviour, while 
DE and AB mostly deal with discrete system behaviour [15], [16]. In figure 1, typical simulation paradigms 
for specific elements of a production system are shown in relation to their degree of abstraction. In the 
context of factory planning, the necessary main elements have usually a higher degree of uncertainty and 
therefore a higher abstraction. According to this, the main elements for factory planning are highlighted in 
figure 1. 

 
Figure 1: Overview of the different simulation models for different elements of a production system [16] 

The definition of objectives in relation to the addressed planning tasks is particularly important in order to 
be able to select a suitable procedure for simulation. Material flows can be analysed via the discrete process 
chains by means of a DE or AB simulation, which changes the state only at certain events in a discrete 
manner. Ultimately, the approaches can also be combined depending on the planning task and objective. The 
combination of models for all elements of a production system, including product units, within a simulation 
would make it possible to analyse dependencies between the system elements involved and the effects of 
local improvement measures on the overall system [16]. In addition, a real-time simulation of the entire 
factory could run concurrently with real production operations and provide immediate results for short-term 
decisions [11]. However, a simulation is only as good as the input data. Process mining allows to access data 
of brownfield production systems. 

2.2 Process mining 

PM can be seen as a bridging technology between process science and data science. Process science includes, 
for example, techniques of workflow management, operations research and business process management. 
Within data science, besides techniques of statistics and data mining, also approaches of machine learning 
can be found. [17] PM techniques can be used to extract process-relevant information from an event log. 
These can generally be derived from Enterprise Resource Planning (ERP) or Manufacturing Execution Sys-
tems (MES). Event logs are a list of manual or system feedback data containing product and process specific 
information of a particular event. Van der Aalst et al. have defined five maturity levels for the data quality 
of an event log. Starting from the lowest maturity level, in which events only represent reality to a small 
extent and are increasingly paper-based, the highest maturity level records all events automatically and 
reliably. In addition to timeliness, the quality criterion of semantics is also met for all events [18]. 

By using algorithms, which are called miners in PM, a process model can be modelled based on the event 
logs. For this, an event log must contain at least a case ID, an event ID and a timestamp [18]. Furthermore, 
for a deeper evaluation of the process model, the description of the event (activity) as well as further order-, 
product- or process-specific information is useful. An example of event logs is shown in table 1. 

 

Performance

High 
abstraction,
less detail

Middle 
abstraction, 
medium detail

Low  
abstraction, 
more detail

Production system simulation

Building simulation  DS

Process/product simulation DS

Process chain 
simulation

DE, AB
Production cell 

simulation
DE, AB                  DS

Machine simulation
DE DS

DE, AB SD
Mostly discrete 
system behavior

Mostly dynamic 
system behavior

Production system
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Table 1: Event log of a data set 

Case ID  Event ID Timestamp Activity Attributes … 
Order number Work station (WS) Completion time Process step Quantity … 
010541528230 WS 01 14.12.2020 07:16 Preparation  7.000 … 
010541528230 WS 02 15.12.2020 22:00 Production 7.000 … 
010541528230 WS 03 15.12.2020 22:20 Post processing 7.000 … 
010541528255 … … … … … 

 

In process mining, van der Aalst distinguishes between the following types:  

− Process discovery is used to create process models based on the event logs. 
− Process conformance checks the degree of conformity between the process model and the actual 

observable process behaviour. The latter is described by the event logs. 
− Process enhancement repeatedly links the created process model with event data to obtain further 

information, for example through performance analysis. In this way, errors in process models can 
be corrected or relevant decision points in the process can be focused [18]. 

Further, four different perspectives can be assumed in process mining, which can be the control-flow per-
spective, the organisational perspective, the case perspective and the time perspective [18]. Depending on 
the use case, different problems can be solved by using the types and perspectives of process mining. For 
the creation of a simulation model, for example, process discovery can be used to obtain a realistic model of 
the production processes. The purpose of this paper is to investigate the opportunities and obstacles of using 
process mining for simulations in the context of planning processes. For this, the current state of research is 
presented in the following. 

3. Combination of PM and simulation 

In literature, there are several methodologic approaches of combining process mining and simulation [5], 
[19], [20]. On the basis of the actual processes, Maruster and van Beest were able to determine the number 
of variants of the process flow as well as the average throughput times and incorporate these parameters into 
the simulation. The approach was applied in a Dutch government institution responsible for collecting fines 
and in the gas processing industry. In addition to this approach, the work of Aguirre et al. and Abohamad et 
al. also focuses on ensuring process transparency through PM. Thus, in both use cases, the actual process 
models could be described and averaged throughput times could be determined. The use cases were 
characterised by administrative tasks and activities. Aguirre et al. applied the developed process model to a 
procurement process in a university. Abohamad et al. used event logs in the healthcare sector for process 
analysis [5], [21]. The mentioned approaches are located in business process management and have delivered 
convincing results in this research field. Another approach by van der Aalst discusses the link between 
process mining and simulations and addresses the challenges faced by discovery techniques. Quality 
concepts such as recall, precision, and generalisation are focused here [22].  
In contrast to these approaches, the focus of this work is on using PM for simulations to analyse an existing 
production system. The main difference is that target values from the work plan, such as processing and 
setup times, are already available for all process steps. In the manufacturing context, it can therefore be 
assumed that, due to a previous time recording, the planned processing times have a correspondingly high 
agreement with the actual processing times. By adding further influencing factors (e.g. machine failures, 
maintenance times, missing material), the results of the simulation should represent a well-founded image 
of reality. In the context of this work, it is therefore investigated whether improved simulation results can be 
achieved with data acquisition by PM. 

267



4. Approach to combine process mining with simulations 

The basic phases of a factory planning process are preparation, rough planning, detailed planning and im-
plementation planning and execution. In the first phase, the goals and scope of the (re)planning project are 
derived. The actual simulation models can be used for rough and detailed planning to model the production 
system in order to gain knowledge about the production processes. Based on the results of the simulation, 
the final step is the implementation of the (re)planning project. The more accurately the results of a 
simulation match reality, the better an informed decision can be determined in the planning process. 
However, the more accurate the results, the more time and effort is required to collect and prepare the data. 
The simulation steps from rough to detailed planning are characterised for the planners by the comparison 
of effort and benefit. In practice, therefore, the effort is usually kept low and a simulation is generated on the 
basis of expert knowledge or planned values. Here, the approach aims at combining process mining with 
simulation, see figure 2. 

 
Figure 2: Approach to combine process mining with simulation 

As shown in the approach, the PM can be used to create a process model based on the feedback data from 
the production system. In this context, the process model shows the actual production flow of manufacturing. 
This requires a correspondingly high level of data quality, and ensuring this is the core task of production 
data acquisition. Furthermore, parameters such as processing times, setup times, waiting times and failure 
times can be determined and used for the data basis. After an initial implementation of PM, these parameters 
can be continuously used for simulations with low effort and therefore, change the effort abstraction ratio 
for processes with high process accuracy. Furthermore, these parameters can be determined on a product-
specific basis. In practice, product families are often formed in order to keep the effort low. Thus, in addition 
to reducing the effort, the data accuracy can also be increased. Hereby, it becomes clear that the support in 
the increasing data accuracy for the reduction of the associated efforts in the acquisition has a great impact 
on the planning processes. Ultimately, these conditions allow saving time as well as costs. 
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5. Use case 

For this use case, real ERP order data for the final packaging of pharmaceutical products were received and 
will not be described in detail due to non-disclosure agreements. The data was cleared up of doublets as well 
as faulty datasets and finally comprises 912 orders for a whole production year (first half: 443; second half: 
469) for four packaging lines. Besides the order specifics, the order data includes also the individually 
planned and real production time, such as process interruptions for each order produced on several process 
lines.   
As illustrated in figure 3, the data is split into the first and second half of the year in order to allow the 
scenario of having the first half of the years’ real production data and the planned data for the second half of 
the year. The process mining approach is applied on the production data and allows the reference with the 
second years’ production data, which will be compared with the simulation data resulting from the input of 
the process mining data as well as the planned data. The comparison allows to conclude to what extent the 
planned data differs from the real production data compared to the use of PM. 

 
Figure 3: Comparison of real production data versus simulation scenarios by planned data and PM 

A schematic overview of the agents and their interactions is illustrated in figure 4. The simulation is modelled 
in AnyLogic© using an agent-based simulation approach. The modelled agents of this model are a bulk stor-
age for the raw, solid pharmaceutical products, the different process lines and an order scheduling. The bulk 
storage is able to dispatch products to the process lines and replenish the storage by defined amounts 
depending on the pharmaceutical product if an order from the process lines extends the stock of this product. 
The order scheduling assigns incoming orders to the process lines according to the lines’ feasibility of 
handling these orders and the earliest possible production start at the order incoming date. 

 
Figure 4: Schematic overview of the simulation model for the use case 
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The process lines consider weekends and public holidays and shift times to have a realistic and similar setting 
compared with the real production data on a macro scale. Those settings are the same in the three scenarios. 
On the micro scale, the process lines are in idle state until the order queue of the process line is filled and 
the order will be processed. If a process line processes an order, four states are possible: set-up, production, 
post processing and failure. For each state, there are parameters describing these states. Those parameters 
differ depending on the PM and the planning data and are listed in table 2. 

Table 2: Applied process mining and planned data for simulation scenarios  

State Parameter PM data [order data, 1. half] Planned data [order data, 2. half] 
Set-up Set up time Average set-up time of a specific 

process line  
Planned set-up time of an order from 
order data  

Production Production 
ratio 

The assessed production ratio of 
former orders per product group and 
line  

The order’s planned production rate 

Post-
processing 

Post 
processing 
time 

Average post processing time of a 
specific process line  

Planned post processing time of an order 

Failure  Failure times Are included in production ratios Are not considered in planning 
 

The production ratio used in the PM and the planned data scenario are compared with the real order 
production ratio, which is shown in figure 5. The orders are sorted by rising planned production time. It can 
be observed that the real time data sets have outliers (A), which occur when the data logs are not logged 
properly for diverse reasons. Even though proper data sets are desirable, in practice, they are often hard to 
achieve and in this study they are not excluded. Furthermore, the production rates come closer to the real 
processes through data acquisition with the help of PM than can be achieved with the planning data. It can 
be observed that the real production rates for small and medium planned production rates are mainly too 
low, while the planned production rates for higher production rates match the real production rates better. 
This effect cannot be observed for the comparison of PM with the real production rates. Here, the real 
production rates seem to oscillate around the PM production rates with minor discrepancies. 

 
Figure 5: Comparison of PM and planned production ratios with the orders’ real production ratio 

This already shows that the process mining approach allows a better approximation of the input parameters 
for the simulation study. The diagrams in figure 6 show the deviations of the production volume and the 
throughput time from the simulation in relation to the real data. Regarding the above mentioned production 
ratio, the production volume shows a similar outcome. The real data sets and the data sets achieved by PM 
can be presented with a high amount of agreement. Here, however, the planned values are again found with 
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a higher deviation (figure 6, a). The middle area is particularly striking here; without offsetting the outliers, 
a very high agreement of the averaged production rates via PM compared to reality can be achieved. In 
comparison, the planned values are constantly below the real values. While for all three results the production 
volume is the same, it can be observed that the time needed for the completion of all orders is more accurate 
for the simulation results with PM in comparison to the planned data input. In this case, this leads to an 
overestimation of the required production time.  
The diagram on the right side shows the cumulative deviation over time following the orders’ chronological 
completion for the throughput time (figure 6, b). Here, it is particularly clear that the deviation increases as 
the number of orders increases for the simulation results using real and planned data. However, the deviation 
of the simulation results using real and PM data also exists, but the deviations compensate each other better. 
This effect is most probably a result of the usage of average production rates for product groups on specific 
production lines. Using a more specific approach might lead to even better results and should be a part of 
future research. Furthermore, these graphs allow the statement that the simulation itself is capable of 
forecasting the close to real throughput times using PM parameters. 

 
Figure 6: Comparison of real with PM and planned data for (a) the product volume and (b) the throughput time 

Overall, this shows how strongly the planned values in this use case deviate from the real values. With PM, 
the parameters that serve as input for the simulation can be determined and transferred much more precisely. 
In the context of production planning, this is advantageous for the process-related, organisational and struc-
tural design. 

6. Conclusion and outlook 

In this work, the benefits of PM for ensuring a solid data basis for simulations were demonstrated. In an 
extensive use case of the pharmaceutical industry, process mining could be used for data acquisition and 
processing on the basis of an existing production line. The results demonstrated that, even in production 
planning, data is often not sufficiently accurate to develop a simulation and derive decisions based on it. In 
addition, the effort in data provision and procurement can be reduced by PM. Especially after the initial 
implementation of PM, the simulation can be adjusted continuously and with little effort. Due to the high 
prediction accuracy of processing and throughput times, new potentials also arise for the subject area of 
production planning and control. Here, for example, PM can be used in production control for targeted order 
release in order to increase adherence to schedules. In addition to rescheduling, data acquisition with PM 
can be used as a data basis for new facility planning projects within factory planning. Based on the process-
related throughput times, production rates and downtimes, a more detailed target description including the 
scope of functions can be designed. 

Legend: = Real order quantity (a) and throughput time (b) from data logs
= Simulation with process mining parameters
= Simulation with planned parameters
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Abstract 

The COVID-19 pandemic has once again drastically highlighted the trend and need towards urban and 
distributed production in cities (so-called Fab Cities) and their importance for society in order to 
independently meet the demand for physical goods. For small but highly individualized products, the 
manufacturing process is now possible in distributed and open production sites (so called FabLabs) equipped 
with digital manufacturing machines. These places empower individuals, start-ups, SMEs or companies to 
innovate, produce and educate. However, many open production sites are operated independently of each 
other, reducing resource efficiency, capacity utilization and competitiveness. This strives against the trend 
of physical and digital networking, which the manufacturing industry has long since completed in order to 
use its capacities more efficiently. In this paper, an integrative literature review is used to hypothesize and 
verify that such production planning and control (PPC) for open, distributed and bottom-up controlled 
production networks has not yet been scientifically researched. As a result of the review, it appears that 
today's production can be divided into three main types. The first main type represents the closed factory 
with its own PPC. The second main type represents globally connected and distributed value networks (e.g., 
Industry 4.0, cloud manufacturing) that are controlled top-down. The third and largely unexplored main type 
consists of open, bottom-up controlled as well as locally distributed but globally connected open production 
sites. To increase the future competitiveness and resilience of a sustainable Fab City, the authors show that 
further research is needed on the controlling and governance of open and urban production sites which the 
authors present in a research agenda. 

 

Keywords 

Production planning and control; Production network; Cloud manufacturing; Decentralization; Fab City 

1. Introduction 

The COVID-19 pandemic has highlighted the fragility of the current production system in unprecedented 
situations of global shortages in the medical, protective equipment and other industries. This is the result of 
globalized value chains in which physical products are manufactured and then transported across the globe. 
This can be problematic: The medical and protective equipment sector was drastically curtailed in the Asian 
region in the spring of 2020 due to COVID-19, which resulted in supply shortages of face masks, respiratory 
equipment and face shields. [1,2] In response, individuals and makers began to develop protection products 
(e.g., personal protective equipment) as part of globally networked online communities, shared knowledge 
and subsequently manufactured them in open production sites (FabLabs or OpenLabs). FabLabs or 
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OpenLabs are production sites equipped with professional and digital manufacturing infrastructure (e.g., 3D 
printers, CNC mills) that are open to the public. As a result, such places basically offer the possibility of 
producing smaller everyday objects in a resilient manner on a small scale. [3-5] Some of the products 
manufactured there have even been officially approved and have thus made a real contribution to overcoming 
the pandemic. [6,7] 

What could be exemplarily tested and successfully implemented during the pandemic is part of a new and 
global trend since 2011, which can be summarized under the term "Fab City". This concept comprises digital 
networking and the open exchange of product data (e.g., design files, bill of materials) and knowledge 
between cities (Fab Cities) within the network. As a result, all cities that are part of this network have access 
to the data and knowledge, which, in combination with publicly accessible, local and distributed production 
sites, enables them to physically manufacture a product. Cities are thus globally connected and locally 
productive. [8] Due to the topicality of the issue, public attention regarding this topic is increasing. 

However, distributed manufacturing within a city is not as simple as might be imagined. Many FabLabs in 
Fab Cities are operated independently, which has a negative impact with regarding to resource efficiency 
and in competition with industrial value creation models. In order to make a relevant contribution to the 
supply of a city with physical products and to reduce the effects of global and ecologically unsustainable 
transportation chains, the goal should be to increase the efficiency and productivity of the individual open 
production sites by networking and controlling these decentralized production capacities analogously to the 
manufacturing industry. Through such control of the decentralized FabLabs, it would be possible to 
systematically capture demands from the city, pass it on to available makers and machines and produce 
locally. But how can production be planned and controlled in a city with such diverse actors, and what 
approaches already exist in this field? We hypothesize that such suitable, open and transparent production 
planning and control (PPC) systems that connect the needs of individuals, SMEs, startups and other actors 
with the local and distributed manufacturing capacities in the city do not currently exist. 

In this paper, our objective is to examine this hypothesis. As a method, we use an integrative literature 
review. By doing so, we aim to determine the current state of literature on the topic. Due to the topicality of 
the subject in the field of decentralized and local production, there are currently many new publications. 
Therefore, we aim to analyze the state of the literature in the area of production planning and control in 
networks and check whether our hypothesis, that there is no PPC for Fab Cities yet, is true. In this paper, we 
first present the methodology and an overview of the literature. In the second step, we discuss the main 
results and, building on this, we present a research agenda in the third step. 

2. Methodology 

An integrative literature review includes and critiques previously published findings on a complex topic to 
gain a deeper understanding and new insights. [9,10]. We follow the approach of Torraco [10] and built our 
research in two steps: identifying and collecting papers via a keyword search in a database that are most 
representative regarding the topic, and then briefly defining and reviewing the keywords and analyzing the 
theoretical basis. 

As a database we have used Web of Science. Web of Science offers up to 10 different sub-databases to 
choose from, which can be searched for specific terms. It is possible to filter by source type and discipline. 
In total, Web of Science lists over 21,100 journals, over 180,000 conference proceedings and over 80,000 
books. The keywords were selected through a preliminary research. They represent the subject area of 
production planning and control, which primarily deals with individual factories, as well as the extended 
production planning and control in networks through the more general terms "Production Networks" and 
"Cloud Manufacturing". 
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In the course of the keyword search, a large selection of literature was found in the database, thus, the 
selection of results was further limited using filters. For this purpose, on the one hand, the exact and coherent 
word group of the individual keyword was searched for, and, on the other hand, the condition that the 
keyword had to be listed in the title or abstract of the respective paper was introduced. This significantly 
reduced the number of results. (see Figure 1) 

 
Figure 1: Literature selection process 

In the further procedure of literature selection, the title and abstract of each result were considered as a first 
step. As a second step, the paper was read in full and, if relevant, the central statements and aspects were 
elaborated, and the sources in the bibliography and the quality of the journal were checked. In particular, the 
selection process discarded literature that had no overlap with the present work in the title or abstract. 
Furthermore, literature that was not peer-reviewed and/or controlled by a publisher was excluded. 

In the following, the results of the literature research are presented. First, all three keywords are defined for 
this purpose based on the statements of the selected literature (chapter 3). This is followed by an analysis of 
the individual papers (chapter 4). Finally, the main findings (chapter 5) and the research agenda (chapter 6) 
are presented. 

3. Keyword definition 

3.1 Production Planning and Control (PPC) 

In a manufacturing company, the PPC is responsible for planning and controlling a manufacturing process 
in terms of schedules, capacities and output. [11,12] The PPC converts a customer order into a physical 
product. [13] It is thus essential for meeting customer requirements regarding production parameters and can 
therefore be found in different areas of a company and in various designs. [14,15] Typical functions of a 
PPC include demand planning, demand control, capacity planning and order planning. The main objectives 
of these functions are to reduce work-in-process, reduce lead times, reduce inventory costs, improve 
responsiveness to changes in demand and meet delivery deadlines. [15] The systems are basically 
hierarchical and top-down. [13,16]  

The use of PPC has changed a lot over the years. In the past, they were very static and only insufficiently 
considered changes from the current situation (real-time representation). [17-19] Today's factories, in 
contrast, require agile, scalable and reconfigurable production systems. [11,20] For this purpose, the 
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integration of the Internet of Things (IoT) and further sensor technology is promising. [16,21] Furthermore, 
since about 2005, production has increasingly been "make-to-order", meaning a product (or a part of it) is 
not manufactured until the customer order has been received, so that essential product features can still be 
adapted to customer needs. [22] 

3.2 Cloud Manufacturing (CMfg) 

Conventional PPC is not sufficient for distributed production. Due to globalized value chains, extensive 
networking in production is necessary which can be achieved by CMfg. [23] Although there is no unified 
definition for this term, it basically refers to the principle of cloud computing in the manufacturing world. 
[24,25] CMfg is a service- and demand-oriented production approach in networks, where configurable 
production resources and capacities can be accessed in real time via the Internet. [26-28] This means that 
production resources and capacities are virtualized and can thus be accessed by any user. [29] The concept 
aims to circulate capacities and to realize demand-driven utilization of various production resources and 
capacities. This is done by providing reliable, high-quality, cost-effective and demand-driven manufacturing 
services for the entire manufacturing life cycle. [27,30]  

Production can thus take place in a distributed manner, while all the necessary services and knowledge (e.g., 
production data, scheduling, business workflow management) of the network are stored centrally in a cloud. 
Additionally, any organization or individual should be able to participate in the network and share knowledge 
in the cloud, similar to Wikipedia. [24,27] The technical implementation is supported in the physical and 
virtual domains by IoT, cloud computing and other computing technologies. [27,31]  

There are three different roles in CMfg. The provider offers and owns the production capacities in the 
respective production. The operator runs the platform and thus provides services in the cloud for all users. 
The consumers are the subscribers of the platform who buy manufacturing cloud services from the operator. 
[27] Whether anyone (e.g., individuals or OEMs) or only business partners can be consumers or providers 
is handled differently. [32,33] However, unlike Industrie 4.0, CMfg is fundamentally not seen as a purely 
industrial concept but is usually implemented that way. [34,35] 

3.3 Production Networks (PN) 

Production Networks (PN) or Global Production Networks (GPN) are organized networks in an area, 
consisting of a company and non-company institutions, through which goods and services are produced and 
distributed. [36,37] For the joint production of these goods and services, all activities in the network are 
combined and shared. [38]  

The network benefits from this division because the modern economy consists of networked and specialized 
production units that share knowledge and with complementary capabilities in each unit allow the whole 
network to cover a wider range of capabilities. [39,40] As a result, production networks provide rapid and 
cost-effective access to resources, skills and knowledge, reducing transaction costs for each network partner 
and enabling the network as a whole to respond more quickly to market trends. [40-43]  

Production networks are very dynamic and variable due to constant external changes [36], but at the same 
time they are very stable in the long term and have a polycentric hierarchical structure. [44] Unlike global 
commodity chains and global value chains, production networks do not have a linear structure. Instead, all 
possible network configurations between network partners are allowed, making the classical customer-
supplier relationship obsolete. [36,44] Companies are the main active partners in production networks, but 
theoretically all relevant actors and relationships are addressed, which, however, is usually not the case in 
practice. [36,40,45] 
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4. Literature review 

After defining the three keywords according to the selected literature, the analysis of the literature follows 
below. A total of 81 papers are evaluated in this review. The chronological sequence of publications clearly 
shows that the majority of publications was published after 2010. This is due to the novelty of the concepts, 
which were first made possible by technological progress (e.g., cloud computing, IoT, ICT). The classic PPC 
has been around for a longer time and is well established in the manufacturing sector. (see Figure 2) 

 
Figure 2: Chronological representation of the publications for the individual keywords 

The main statements were extracted from the selected literature and evaluated in terms of accessibility, 
networking and decentralization. It was found that although many authors from the various approaches 
describe or strive for (global) networking, these networks are mostly closed or limited to a specific group of 
users. In particular, economic networks within companies and industries were described. Globally networked 
production systems with accessibility for everyone (individuals, SMEs, startups, companies, ...) could only 
be recognized in rudimentary form in exceptional cases. (see Figure 3) 

 
Figure 3: Categorization of papers according to openness and connectedness 

The situation is similar regarding the decentralization of the individual sites (both global and local). Here, 
too, it can be seen that the majority of authors describe or strive for decentralization of the sites, but opening 
up this production network to outsiders is also not described or strived for in the vast majority of cases. (see 
Figure 4) 
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Figure 4: Categorization of papers according to openness and distributivity 

The papers were published in various journals covering a range of different disciplines. However, the 
majority is focused on the field of production engineering. Since the topic is fundamentally interdisciplinary, 
additional disciplines could also be identified. The following table shows all journals including the editors 
who published at least two papers mentioned in this review. (see Table 1) 

Table 1: Journals with more than one paper in this review 

Journal 
Total 
counts Publisher Discipline 

Impact 
Factor 

Production Planning & Control 8 Taylor & Francis 
Operations 
management 4.22 

The International Journal of Advanced 
Manufacturing Technology 6 Springer 

Manufacturing 
Technology 2.96 

International Journal of Production 
Research 6 Taylor & Francis 

Production 
Engineering 4.58 

International Journal of Computer 
Integrated Manufacturing 5 Taylor & Francis Engineering 2.48 

Journal of Economic Geography 3 Oxford Academic 
Economic 
geography 3.29 

Journal of Manufacturing Science and 
Engineering 3 ASME 

Manufacturing 
Technology 2.88 

CIRP Annals 2 Elsevier 
Manufacturing 
Technology 5.52 

IEEE Access 2 IEEE Multidisciplinary 4.64 

CIRP Journal of Manufacturing 
Science and Technology 2 Elsevier 

Manufacturing 
Technology 3.26 

Regional Studies 2 Taylor & Francis 
Urban and regional 
change 3.34 

Research Policy 2 Elsevier 
Management and 
Technology Science 5.35 

 

Most of the contributions present an overview and basics on the respective topic. Since PPC has already 
been an established tool in production for years, the authors here deal in particular with the simulation, 
modeling and flexibilization of production and the presentation of new concepts. Regarding cloud 
manufacturing, the main focus is on presenting the basics of the concept. Since the concept is still quite new 
(first mentioned in 2009), mainly theoretical approaches are described. Not much is published on the 
implementation or analysis of existing networks. This is in contrast to production networks, for which there 
is a detailed analysis of practical implementation and realization. Apart from this, the basics are also 
presented here. There are only a few publications on the integration of customers in the product development 
process and on production in maker networks. And although the topic of sustainability has become 
ubiquitous in recent years, only two authors of the selected papers analyzed effects of production networks 
on ecology. (see Table 2) 
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Table 2: Main categories of papers by keywords 

Keyword Topic Reference 

Production Planning 
and Control 

Flexibilization [13,20,46,47] 

Increase of efficiency or production [48] 

Real-time production [49,50] 

Framework [51] 

Modeling and simulation [14,17,19,22,52,] 

Conceptualization [16,53–57] 

Implementation [58,59] 

Cloud Manufacturing 

Basics and overview [25,27,29,31,35,60.61] 

Modeling and Simulation [26,62,63] 

Optimization and increase of efficiency [64–67] 

Implementation [68] 

Future perspectives [23,24,33,34] 

Real-time production [69] 

Dynamization [28] 

Surveys and studies [70,71] 

Collaborations [72] 

Production Networks 

Analysis of networks [45,73–78] 

Influences on networks [79,80] 

Surveys and studies [81,82] 

Increase of efficiency or production [83] 

Customer integration [84,85] 

Basics and overview [36,38,39,44,86-93] 

Production Planning and Control [94] 

Sustainability [95,96] 

Flexibilization [97] 

Knowledge Management in Networks [40,98] 

5. Results 

Based on the definitions and the analysis, we identified essentially three relevant main types of production, 
which differ massively in terms of their accessibility, distribution and degree of connectedness. Moreover, 
the actors in the main types are very different. 

Main type 1 represents closed production processes within a company which are hardly or not networked 
and distributed. These are production companies that produce at one location and are controlled by a central 
PPC. In these companies, it is top-down specified which production step has to be carried out at which point 
in time, by whom and in which sequence. There is no provision for opening up the production to external 
parties. Examples of such companies are traditional manufacturing SMEs in Germany. There are many 
publications about the main type 1. 
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Main type 2 represents (largely) closed but highly networked and distributed companies with several 
production sites or a network of several companies with distributed production sites. In these primarily 
commercially oriented networks, a central body dictates which production step is to be carried out when, 
where and by whom. Opening up to outsiders is largely only intended if they can improve the efficiency of 
the network through additional production capacities. This primarily addresses other companies. Opening 
up to individuals is generally not intended. In addition, decisions in these networks are also top-down driven. 
Producers (companies and employees) are not involved in the decision-making process. Due to the great 
distances between locations in globally distributed production, additional logistical effort is required. 
Examples of such companies can be found in the traditional supplier industry (e.g., automotive and aircraft 
industry), where large corporations (e.g., VW, Airbus) stipulate the specifications for the production 
centrally and have them implemented globally. There is an increasing amount of literature on this main type. 

Main type 3 represents openly accessible, networked and distributed production opportunities and sites 
that are accessible to everyone and address different actors (e.g., individuals, SMEs, startups, companies) in 
terms of production, innovation and education due to the number and professionalism of the machines. [3,82] 
These production sites (FabLabs or OpenLabs) and smaller factories can be embedded in the urban 
environment due to their small size as well as low noise pollution and emission levels, allowing cities to 
produce again at the point of need. Networks with open production sites offer society the opportunity to 
participate in and co-determine value creation again. [99-101] 

6. Research Agenda 

As this review shows and as it was hypothesized in the introduction, there are currently very few publications 
on production planning and control in open, distributed and networked production sites that are 
simultaneously controlled by the entire network (bottom-up). Based on the social, economic and 
environmental potentials that are already described in the literature in the areas of production, innovation 
and education (e.g., applied STEM education for youth, commercial use by artisans to individualize products, 
prototyping by SMEs and startups, manufacturing of PPE during COVID-19 pandemic), we see a need for 
further research on production planning and control of open, networked, and distributed production sites in 
order to promote this specific main type and build a new resilient and competitive production system. 
Specifically, we recommend the following three sequential research steps: 

1 Analysis of the current state in open production sites with regard to the machines and social 
networks as well as the local and global networking of the individual sites. To learn more about this 
current state, we propose an analysis of the states in different Fab Cities. The individual Fab Cities 
can be seen as contexts and cases in which new insights can be created by means of interviews, 
participant observation and existing production data, which can serve as the basis for an urban 
production planning and control system (step 2). 

2 Derivation of research work in terms of modeling and simulation for the planning and control of 
such an open and dynamic production network. Modeling and simulation are carried out on the basis 
of the knowledge gained in the first step. This enables analyses in terms of increasing efficiency, 
productivity and profitability, which underline the added values for the urban stakeholders through 
an urban and decentralized production planning and controlling system. 

3 Exemplary implementation of such a system in a production network with subsequent field tests 
to research the practical suitability of such a production system. The implementation is carried out 
in the analyzed cities, providing a match between simulation and reality, so that the practical 
benefits can be evaluated and confirmed by a PPC in open and distributed production networks. 
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7. Conclusion 

The COVID-19 pandemic has shown how important resilient and locally embedded but globally connected 
production sites are in order to share data globally and produce products locally. But it has also been shown 
that the efficiency and penetration of the networks have been mediocre because the joint activities have been 
poorly planned and managed. We therefore hypothesized that there is still no suitable production planning 
and control system for such production to be found in the body of literature. 

To test this hypothesis, we conducted an integrative literature review including 81 papers. We found that 
there are three main types of production forms under the keywords "Production Planning and Control", 
"Cloud Manufacturing" and "Production Networks", which differ significantly in terms of their openness, 
distribution and networking. 

• Main type 1 represents closed and local production within a company. 
• Main type 2 represents closed and economic networks with local and global distribution and 

connections, which cannot be used by outsiders. 
• Main type 3 represents an open, distributed and networked production system for everyone. 

Main type 3 addresses the needs of all actors (individuals, SMEs, startups, companies) through the number 
and professionalism of machines. In this respect, there is very little literature on the planning and controlling 
of such a network. Therefore, we can confirm the hypothesis through the integrative literature review. 

We see a need for further research in the area of production planning and control in open, distributed and 
networked production sites to promote the development of a resilient, new and competitive manufacturing 
field. Specifically, we recommend that researchers in the field of production engineering survey the current 
state in such networks in order to model and simulate a PPC system and then implement it in a network as 
an example and study it within the framework of a field test. 
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Abstract 

In recent decades, there has been an increasing creation of vehicle model variants and product 
individualization for customer needs. There is a need for a greater variety of spare parts which is leading to 
high requirements on their logistics. As a result of this trend, automotive production companies have to 
ensure the provision of many different spare parts as part of their post-fulfillment obligations. However, the 
surplus spare parts stock will increase the operation cost of the company. This implies the need for a more 
flexible approach to spare parts production and provision to improve profitability compared to existing 
process chains. In this research paper, the potential of flexible spare parts production and provision is 
discussed. For this purpose, the state of spare part production technologies and existing approaches for spare 
part service are analyzed regarding their technological characteristics, flexibility as well as cost structure. 
Following this, an approach for flexible production for spare parts with regard to its potential is analyzed 
and demonstrated based on three exemplary automotive use cases using additively manufactured production 
resources. In the casting use case, a Fused Filament Fabricated (FFF) additively manufactured speedometer 
screw model will be used as a sand casting form. The production of deep-drawn car body parts using 
polymer-based FFF forming tools is investigated in the second use case. Lastly, the production of ignition 
distributor caps by PolyJet Modelling (PJM) manufactured Injection Molding (PUR-RIM) molds is 
presented. 

Keywords: Additive Tooling; Rapid Tooling; Spare Parts; Classic Cars; Small Series Production; 
Production System; Production Concept, Production Equipment; Automotive Production 

1. Introduction 

Enabling technologies have diverse technology-inherent annual quantity spectra and allow economical 
production of parts of different complexity in small series. In recent years, spare parts production and 
provision have gained importance and are becoming increasingly relevant in all production industries. For 
example, a typical problem in the automotive industry is the build-up of excessive spare parts inventories. 
This is done based on of flat-rate surcharges on forecast requirements, but not on actual demands. For this 
reason, Original Equipment Manufacturers (OEM) and suppliers tie up capital in an unprofitable way due to 
inflexible, conventional production of spare parts [1]. Similar problems can be seen in the case of classic 
cars, too. Despite an increasing number of registrations of classic cars, the demand for spare parts is severely 
limited. In addition, in many cases the original tools for manufacturing parts no longer exist, so that spare 
parts production and supply under conventional aspects prove to be unprofitable [2]. To be able to offer high 
quality spare parts at competitive prices, it is therefore necessary to identify the potentials of enabling 

288

https://doi.org/10.15488/11244


production technologies, such as Additive Manufacturing (AM), that can be used to rebuild required tools 
or the part itself. For this purpose, production technologies must be analyzed and cost drivers identified. To 
enable a price evaluation of parts to be produced, a classification of parts must be created, which can be 
linked to the desired market prices. The identified cost drivers and the approximation of market prices can 
be used to evaluate the economic efficiency of the flexible production of automotive spare parts. Despite 
high expected cost of AM and uncertainties of its technological development, AM is promising a reduction 
of lead times, tool and storage cost as well as an increase in production flexibility [3]. 

Therefore, the underlying research question arises how significant the potential is for the use of Direct 
Polymer Additive Tooling (DPAT) in the production equipment manufacturing for spare parts and how 
potentials can be used. Hence, the research hypothesis of this paper is that Rapid Additive Tooling (AT) has 
a high potential for a cost- and time-effective production and provision of automotive spare parts with 
automotive-typical quality. Furthermore, a systematical scheme for the application of AT for production 
equipment in small series production can be conceptualized. To investigate this hypothesis, the current state 
of research is discussed. Deficits of existing approaches with regard to the industrial requirements of spare 
parts are described and potential solutions are presented. Based on this, a potential analysis scheme for the 
use of AM in production equipment manufacturing is conceptualized as well as demonstrated by three 
automotive use cases. [4,5] 

2. State of the Art 

Production of Spare Parts: A production system describes the appropriate combination of resources 
(material, energetic and spatial, as well as personnel and financial), information and competences for the 
manufacturing of products of a certain type and quantity at acceptable costs with a specified quality. 
Production can be understood as any combination of production factors, which thus encompasses the 
operational performance process and its corporate potential for production tasks can be derived [6]. This 
understanding of production systems has also been established in the automotive industry [7]. Due to the 
aftersales services, where typically about 22 years including the 10-year legal spare parts supply obligation 
elapse from the Start of Production (SOP) of the vehicle models to the End of Delivery Obligation (EDO), 
a production system is essential. In this system, spare parts are produced during the production phase of the 
models to compensate for early defects, followed by a consolidation phase with fluctuating demand for spare 
parts and a degeneration phase. Production is usually carried out by spare parts suppliers on the serial 
equipment used until then, i.e. with the help of equipment that is manufactured by casting and chipping, 
which are planning-time- and cost-intensive. After End of Production (EOP), the stocking of high-quality 
spare parts for the vehicle lifetime has to be foreseen, with the main difficulty being the long-term planning 
horizon with high uncertainties. [8] 

Spare parts production follows the typical production understanding of the automotive industry with 
decentralized material provision, production and logistics, whereby lot sizes are often planned according to 
general ordering algorithms of business administration [9,10]. To counteract the uncertainties in planning, 
there is a move towards lean spare parts management as a logistical trade-off between provisioning, capital 
commitment and costs [11]. Spare parts logistics as the second aspect of spare parts provision alongside 
production is responsible for the supply of materials and information, procurement from the supplier as well 
as warehousing and finally provision at the point of need. In this context, replacement and consumable parts 
are scheduled and procured according to the same principle, without considering changes in defect or 
consumption characteristics. This often results in oversized safety stocks. [1] Expert statements underline 
the requirements for the quality of spare parts in the sense of the automotive understanding of production. 
Despite low unit demand and the desire for competitive costs, OEMs still rely on extensive technology 
exchange for R&D and internal storage of high volumes of spare parts. [12] This traditionally grown spare 
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parts supply results in a high inventory capital and high investment costs in conventional tools (e.g. by 
casting and chipping) with an inflexible provision and strongly physical understanding, whereas current 
trends towards new value creation approaches such as the copyright on product and production data are 
hardly considered. The result is a low service level, even though the spare parts business holds enormous 
potential for success for OEMs. [10,8] The lack of flexibility in the provision of spare parts is a problem for 
classic cars, too. In contrast to the situation with current models, there are often no longer any series tools 
for classic cars and, due to the lack of digital product and production data, these cannot be easily reproduced. 
[8] Furthermore, the scattering of vehicles over the course of time makes the logistics processes of spare 
parts supply for classic cars even more difficult. Hence, the resulting costs from a conventional point of view 
for spare parts for classic cars are even higher than they are in the context of general after-sales services.   

Enabling Production Technologies: In addition to conventional machining, enabling production 
technologies with great relevance have emerged as a result of technological developments. In the following, 
AM will be examined in greater detail. AM describes generative 3D printing in which objects are produced 
directly on the basis of Computer Aided Design (CAD) models. Manufacturing is accomplished by the layer-
by-layer automated application of liquids, powder and filament material to produce true-to-scale 3D physical 
objects without the use of part-specific tools [13,14]. The printing process itself is thereby automatically 
determined by the computer based on the CAD, enabling the implementation of an end-to-end data process 
chain [14]. Meanwhile, all printers use the basic layer buildup approach, but the relevant parameters of the 
process for differentiation represent the materials used [13]. The build-up principle of AM thus allows 
complex product designs with material-dependent product properties and high dimensional stability, 
whereby variable part costs are mainly dependent, when neglecting the amortization of investment costs, on 
post-processing and material costs [15–17]. The most widespread AM technology is FFF, a process in which 
thermoplastic is heated above its liquefaction point and applied through a nozzle in layers to the object 
geometry. Advantages of FFF are that the use of support materials makes it possible to create very complex 
geometries that cannot be produced conventionally, e.g. by injection molding, and a very wide industrial and 
private distribution. Disadvantages are a lower surface quality and poorer mechanical properties of parts. 
PJM, a further widely used process, relies on photopolymers and thus achieves a higher degree of accuracy 
and greater variability of printing properties, which, however, also results in higher costs. Accordingly, the 
advantages of AM are short lead times after part design as well as rapid production of parts in the printing 
process and the elimination of some time-consuming process steps. In the following, DPAT as a subcategory 
of AM is of particular importance in the context of production tooling for the spare parts production and will 
be examined in more detail below on the basis of initial approaches from research and industry. [14] 

Existing Research Approaches: The AM technology presented can be used in a variety of ways for spare 
parts provision in automotive industry due to the large number of different process and parameter 
combinations. In the following, an overview of some research approaches and industrial use cases of AM 
and AT for small series production and spare parts provision will be presented. The technical possibility and 
economic feasibility of AM and AT applications depend on production volume, part size, material cost and 
complexity. DPAT can produce equipment quickly and cost-effectively. This methodology has already been 
widely used in industry for several years and can be applied for the small-batch mold production of interior 
parts [18]. AT is cost effective with plastic injection molding of volumes around 1,000 parts [19]. Shaping 
tool elements can also be substituted by AT and research has shown potential its regarding the use in deep 
drawing, stamping and bending as well [20]. Additively manufactured tool inserts can be integrated into a 
modular pillar set out of conventional tooling steel [21]. In this way, deep drawing inserts can be 
manufactured for the use in small series of sheet metal parts with internal resources [5]. Furthermore, 
intensive research is being conducted into the further development of AM materials. E.g., material 
combinations of FFF filaments enable the production of parts with a stiffness comparable to that of 
aluminum. [22] The logic of substituting shaping tool elements can be applied not only to other production 
equipment (such as welding jigs or assembly aids), but also to other production technologies (such as AM 
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of sand cast model and core box model). Research for large-scale industrial applications is being carried out, 
e.g. at Volkswagen's Portuguese plant, where most assembly jigs are being produced internally with the help 
of AM instead of external partners. Further approaches for e.g. fixture design specifically for electro mobility 
are also being researched and continuously developed [23–25]. In addition to the existing approaches for 
AT, reference should also be made to the direct printing of spare parts. OEMs are producing e.g. mechanical 
parts in small batches, particularly in the luxury segment: Bugatti produces AM brake calipers from titanium 
for series equipment. For spare parts production, the Volkswagen Group started to produce individual AM 
of release levers for the clutch as spare parts e.g. for the Porsche 959. This results in a broad field of initial 
application areas for AM/AT in the automotive industry for series and spare parts requirements [26]. 

3. Analysis of the Spare Parts Supply Chain 

Deficits of Supply Chain: In the following, the currently prevailing disadvantages of spare parts supply will 
be presented and the areas of application of possible new technologies will be shown. The challenge focused 
on in this paper is the integration of AT into prevailing structures. DIN 24420 is used to enable a clear 
distinction of parts, assembly groups as well as complete products as spare parts [27]. They are intended to 
maintain the function of a vehicle and can include both worn and missing parts [28]. Regarding demand 
patterns during the production, compensation and degeneration phases, a distinction of spare parts is made 
between wear and defective parts [28]. Wear parts are generally in high demand, which means that even 
after the EDO, procurement is usually possible without any problems. Wear parts are simple parts such as 
rubber bushings or brake pads [29]. The predictability and availability of wear and non-wear parts is good 
since they are mass-produced, statistics from previous models can be used as a reference. Thus, the post-
fabrication options are usually unproblematic. In contrast, defective parts have a low request and the defect 
time is not well predictable (‘spikes’). Defective parts are mostly parts which are highly innovative and 
complex. Electrical parts are mostly affected, due to the increasing amount of electric parts in the vehicle 
[29,30]. The production period is also usually very short, as these parts are expensive and therefore rarely 
kept in stock [31]. For this reason, attempts are made to replace defective parts with carry on parts or 
substitution parts [32]. From today's perspective, it can be seen that the older the vehicle or the higher the 
mileage, the more likely it is that not only mechanical parts but also body or interior parts will fail. The 
current spare parts situation varies depending on age, number of vehicles built and OEM. The supply of wear 
parts is fine. However, it can be seen that after EOP and EDO, there is a time when real demand for classic 
cars is met by other means. First of all, remaining stocks are used up or ‘wrecked cars’ are exploited. 
Conversions to non-original parts are also carried out to keep cars roadworthy. Only after these variants have 
been used up, a higher demand from the OEM becomes apparent. As an alternative, spare parts are also 
produced by private individuals or even interest groups (more common) to counteract bottlenecks. 

Besides these general spare part supply activities, the classic spare part production starts normally after EDO 
respectively even further from the EDO. Vehicles must be at least 30 years old to be classified as a classic 
car and depending on era as well as category (mass/premium vehicle), the complexity of the vehicles and 
parts differ [33]. However, electrification was very limited in classic cars production and defective parts 
therefore are mainly mechanical or body parts. [33]. Currently, subcontractors are founded that take care of 
the spare parts procurement of classic cars. Here, following the above-mentioned general supply approach, 
the OEM buys up remaining stocks from suppliers or produces new parts with the help of existing tools. 
However, as this is very expensive and customers demand a high quality, more complex parts are slow to be 
reproduced. At some point, these supply solutions are no longer technologically and economically 
worthwhile and are provided for brand management and customer/fan loyalty [12]. In Germany, classic cars 
spare part demand can be forecasted well as the number of active cars is completely known [34]. For classic 
cars, a distinction must be made between visible and functional parts. Critical functional parts may deviate 
from the original part if there is no other way to keep the car roadworthy. Visible parts (non-critical) are 
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usually not accepted if the quality deviates from original parts. Some wear parts for classic cars, such as 
shaft bearings or brake pads, are even still available, as they are widely used in other industries as well. 
Substitution is therefore also a possibility to fulfil one's need for spare parts.  

Analysis of Enabling Production Technologies: Various approaches regarding e.g. process optimization, 
sustainability and the simulation of supply and demand of spare parts with the help of AM has been object 
of research so far, but no general approach for a production system for AT has been developed [4,3,20]. As 
mentioned in chapter 2, a distinction must be made between AM and AT. In AT, a shaping tool which is 
additively manufactured is used to form or cast the spare part. With direct AM, there are completely different 
materials or materials with comparable mechanical characteristics available to produce the spare parts. 
Choosing the use case specific combination of technology, process and material is important. Following this, 
potential advantages are reduced part or tool costs, shorter lead times, a high potential regarding automation 
as well as maximum potential regarding adding geometric complexities. AM is highly flexible and reworking 
parts is usually less compared to conventional production technologies. 

The challenges are to increase process stability and implement the currently prevailing build volume 
limitations of AM in the best possible way. For classic car spare parts, the quality of visible and functional 
parts must also correspond to that of the original part. A closer look at the product life cycle reveals that 
AM/AT have applications in every phase. Due to technological boundaries such as print time and layer 
height, the technological and economic potentials are so far mainly enabled in small annual quantities. These 
mostly include the prototype, product development and spare parts sectors. Nevertheless, there is no 
systematic classification in automotive production concepts so far. [10] 

4. Flexible Spare Parts Provision 

Production Characteristics: In the following, use case specific characteristic values will be described and 
used as a comparison to conventional tooling. For the successful establishment of a flexible production of 
spare parts, it is essential to consider the potential of a manufacturing task within the overall corporate value 
creation context. A five-stage procedure can be used for this purpose: 1) Analysis of the spare parts portfolio 
and the need for production equipment 2) Challenging production processes and their potential for DPAT 3) 
Analyzing business cases 4) Derivation of AM strategy 5) Piloting of approach, validation and rollout [10]. 
With the help of six production characteristics defined in Table 1, a production company can assess such 
procedures. 

Table 1: Production characteristics  

Characteristic Short description 

Process Process considers all elements of the service creation process that are necessary for part 
production (development, design and production of part & tool). 

Materials Materials include characteristics resulting from part and tool material choices. If the 
original material is not available, an at least equivalent quality level is to be aimed for. 

Function Function records which requirements exist for the part, e.g. functional requirements in 
terms of mechanical, thermal and chemical resistance or visual and haptic impressions. 

Geometry Geometry assesses part shape and dimensions. The focus is on geometric elements that 
increase the design effort or impose restrictions in terms of production technology. 

Costs 
The costs are divided into personnel costs, operating material costs, material costs and 
capital costs for the part as well as any necessary tools. It is assumed that the provision 
time of the tools resulting from the production process correlates with the costs. 

Tool life The expected quantity to be produced is considered within this characteristic. A tool is 
worn when the required part quality or dimensional accuracy can no longer be achieved. 
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On top of these six exemplary characteristics, further aspects as for example the original material, small 
batch quantities, reduction of tooling costs, use of conventional manufacturing process, and existing 
production facilities might need to be considered for a corporate-individual potential analysis as well. The 
exemplary outputs of this procedure will be described in the following and allows an evaluation of AT for 
flexible small series spare parts production based on these experiences. The main aspects of the potential of 
AT are summarised below. 

Use Case 1 - Sand Casting by AM Mold Models: Typical cast components include engine components, 
transmission components, brake discs and housing components. The part manufactured in this use case is a 
speedometer screw (production date 1933) which is located near the wheelhouse and is mounted on a drive 
shaft that transmits the signal for display in the speedometer scale (cf. Figure 1). This shaft cover (defective 
part) encloses a drive shaft in which a magnetic disk rotates to indicate the vehicle’s speed. At first, the 
original part is analyzed and the dimensions are determined by optical 3D scanning. When the manufacturing 
process was initially carried out, deriving the dimensions was difficult due to the deformation of the original 
component and required increased rework in reengineering a 3D model during CAD design. This is a 
common challenge for the reengineering of classic car spare parts. The next step is to prepare the FFF of the 
mold models. In sand casting, these mold models will be pressed into oil sand to leave the part mold for 
casting in it. The mold models are manufactured out of a wax filament with printing parameters that allow 
low material consumption, sufficient stiffness as well as an accurate and smooth surface. Using the AM mold 
models, the sand mold is prepared for investment casting. After removing the mold models, the aluminum 
will be poured in the sand mold by means of runners. Finally, the cast parts are subsequently cleaned and 
reworked. In the process, the sprue is removed as well as holes and a thread are inserted, which cannot be 
produced by sand casting. Because the molding model can be removed prior to the sand casting, it can be 
used as often as desired to produce a sand mold. The surface quality can be adjusted according to the AM 
quality and the degree of post-processing of the mold models and is therefore accordingly good. The 
manufacturing costs include the material, labor and machine costs associated with the part as well as the 
mold form. The detailed cost of eight parts is shown in Table 2. In terms of potential evaluation, it can be 
summarized that the tooling costs are significantly lower than for milled permanent metal models, and 
undercuts and internal geometry that normally generate significant additional work (core and core box) do 
not pose any problems when designed for AM and casting. Therefore, DPAT for sandcasting shows potential 
for small series production concerning the production characteristics process, geometry, cost and tool life 
from chapter 4.1. 

Table 2: Exemplary cost breakdown 

Cost breakdown sand casting Time needed [h] Hourly rate [€/h] Series costs [€] 
3D scan (Labor + hour rate) 2.00 70.00 140.00 
CAD design 20.00 50.00 1,000.00 

Figure 1: Speedometer screw and AM sand casting models 

Speedometer screw Core box modelSand cast model
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1. Filament (PLA & Support) 
2. Personnel (Plant operator) 
3. Machine hour rate (Ultimaker S5) 

 
1.00 
2.50 

 
25.00 
18.40 

6.00 
25.00 
46.00 

1. Molding sand (Oil-based) 
2. Aluminum (AlMgSi) 
3. Labor (Plant operator) 

 
 

12.00 

 
 

25.00 

80.00 
1.79 

300.00 
Total cost for a small series of eight parts 1,598.79 

Use Case 2 - DPAT for Deep Drawing: The part to be manufactured is a seatbelt retainer plate (defective 
part), which is installed on the inner B-pillar to reinforce the seatbelt attachment area. This is a typical crash-
relevant small car body shell part out of sheet metal with small tolerances on joining and functional elements 
(+/- 0.5 mm) (cf. Figure 2) [5]. Following the design of the sheet metal part, the CAD model is extended by 
a seam for the blank holder [35]. A formability simulation with the help of Ansys determines whether the 
component is at risk of cracking, wrinkling or compression during the forming process. The layout and 
design of the tool can be derived with the help of Computer aided sheet metal forming add-ons. A FEM 
simulation was also carried out for the mold, which enables a CAD design optimized for the application. An 
influence that has not yet been fully quantified is the elastic-plastic deformation of the tool material. Based 
on experience from previous experiments, Polylactic Acid (PLA) is chosen for the FFF of the tool because 
of its good cost-per-stiffness value as well as easy processability. Due to the high quality of the print results 
achieved with PLA, post-processing was limited to the removal of the build plate adhesion as well as a 
reaming of the holes for the dowel pins. For the integration into the forming press, the tools were mounted 
on a pillar set. For a small series of 27 components, 16 blanks of 1 mm DC04 deep drawing steel and 11 
blanks of 1 mm 5754 aluminum were laser cut. After deep drawing with no lubrication, the parts need to be 
cut by 3D laser cutting to achieve the final shape. The part has various geometry elements such as stiffener 
beads or joining flanges which are common for sheet metal parts. The part’s outer sides have 10 mm radii, 
whereas the maximum drawing depth is 18.5 mm. The tool set consists of a punch, die and blank holder, 
which are printed one after the other due to build space constraints of the Desktop printer used. With the 
help of AT, a significant reduction in costs similar to the first use case can be achieved. This can be justified 
with a shorter tool life due to the material as well as friction and wear. The tool therefore shows potential 
regarding small series deep drawing applications by considering the production characteristics material, 
function, geometry, costs and tool life. 

[mm]

+2.0
+1.6
+1.2
+0.8
+0.4

0
-0.4
-0.8
-1.2
-1.6
-2.0

7Punch 11 17

Figure 2: AM deep drawing tool and dimensional accuracy of sheet metal parts after forming operation 7, 11, 17 
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Use Case 3 - DPAT for Injection Molding: The part to be manufactured is an ignition distributor cap (wear 
part) produced by AM PUR RIM molds (cf. Figure 3). Scanning of the original component and reengineering 
is performed similarly to the first use-case. In the next step, a CAD design of the mold tool is created. The 
final injection molding then is printed using PJM. For the creation of a smooth surface, the cavity needs to 
be grinded in the post-processing. With the mold tool printed, the next step is to cast the ignition distributor 
cap using PUR RIM and subject it to post-processing, such as removal of the sprue and venting, before 
installation. During PUR RIM, a cast resign is used for the application of thin-walled and impact-resistant 
components. The material requirements result from the use in the engine compartment under corresponding 
thermal, mechanical and weathering influences. In addition, there is the requirement of a high optical as well 
as haptic quality with fine geometries for the component, which must be met in PUR RIM. Typical 
production of parts like this in the automotive industry takes place in annual quantities of over 10,000 and 
with short cycle times of about one second. In contrast, PUR RIM with the AM mold enables cost-efficient 
small-batch casting of the components with a high degree of design freedom, but at the same time also a 
limited range of application with regard to thermal and mechanical loads on the printed molds in PUR RIM. 
To meet these requirements for the mold, the two halves of the pattern used to manufacture the distributor 
cap were produced using PJM. By using release agents in PUR RIM, the mold can ultimately be reused for 
up to 50 cast parts before the required quality can no longer be maintained by the printed mold. For further 
evaluation, critical aspects are temperature resistance and surface quality of the mold configuration. 
Regarding the six production characteristics from chapter 4.1, the small series potential can be derived. Thus, 
the use of AM in injection molding is already established in some industrial applications. 

Potential of AT: According to the preceding use cases, AT offers some advantages despite a lack of 
experience, which are summarized below. AT can usually meet the high requirements for the originality of 
components better than AM, especially regarding the use of material. Depending on the AM process, only a 
certain selection of materials can be processed. AT reduces the economic risk compared to milled steel tools, 
as tooling costs and provision time are minimized. It is more profitable than AM in small to medium 
quantities, especially quantities of 8-15 parts can be represented well using AT. The disadvantage of AM is 
that part costs remain almost constant across the quantities. Experience with AT can be transferred to many 
other use cases such as prototyping or product development. Existing production equipment and facilities 
can be used. Furthermore, the conventional production process is used, in which empirical knowledge and 
human resources are already available. This facilitates possible homologation or certification procedures. 

5. Conclusion 

Summary: In this paper, the potential of DPAT in the spare part production and supply is analyzed. This is 
done by analyzing existing spare part production chains as well as presenting three use cases with additively 
manufactured tools. The examined use cases are evaluated on the basis of six production characters regarding 
Process, Materials, Function, Geometry, Costs and Tool life for both, wear parts and defective parts. In the 
first use case, a surface optimized FFF-ABS sand cast model as well as core box model will be used as 

Ignition distributor cap Lower mold Upper mold

Figure 3: Ignition distributor cap (spare part) and AM injection molds 
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production equipment for the small series sand casting of a speedometer screw. The production of cast molds 
is making use of the high degree of geometrical freedom of AM. In the second use case, a small series of 
small sized car body parts are deep drawn with an AT setup out of FFF PLA. The tool life is sufficient for 
the production of 17 seatbelt retainer plates out of 1 mm DC04 steel. Stiffness and wear resistance of such 
tools is limited so that deformation and wear play a major role. FFF is suitable for the production of forming 
tools for small series and spare parts applications, because of the low investment, process and material costs. 
A distributor ignition cap is manufactured with injection molding (PUR RIM) in the third use case. The PJM 
of Digital ABS material was used to manufacture the upper and lower injection molds needed for the 
production. Due to the complex geometries and the time-consuming reverse engineering, this is the most 
complex use case in terms of time, costs and requirements. Overall, AT shows promising results in specific 
use cases for the improvement of spare parts production and supply. Especially for the supply of classic cars, 
which are not supplied by the OEMs after EDO, AT can speed up production and reduce costs of small 
series. So far, AM has shown potential regarding the direct AM of spare parts mainly due to the non-necessity 
of shaping elements and tools. But in the case of AT, components can be cast or formed in the original 
materials in conventional quality. In addition, the mechanical characteristics of additively manufactured 
production equipment can be adapted according to the specific local load with the help of a broad variety of 
AM materials. Based on the demonstration of three use cases, a high potential for the use of DPAT for the 
production of spare parts can be observed. The systematic approach with an organized framework regarding 
the production characteristics might be a promising approach for spare parts provision. 

Limitation: The scope presented is limited to the analysis of conventional production technologies with the 
great importance in spare parts supply such as metal casting, deep drawing and injection molding. By 
replacing conventional manufacturing of production equipment with A, process limits of the tooling 
configurations are changed. Thus, new competencies have to be built up with respect to the shifted process 
boundaries. So far, AM is only used for the production of mechanical parts such as housings, caps or car 
body parts. A potential analysis of the production of electrical, electronical and mechatronic parts needs to 
be done. 

Outlook: Further production technologies in which AM show potential are hydroforming, rubber pad 
forming, investment casting and bending. In hydroforming, parts of the highly complex tooling set can be 
manufactured by AT. Elastic AM materials are used in rubber pad forming to print the rubber pad, which 
can be used flexibly for different forming geometries compared to deep drawing. In investment casting, 
filaments can be used to print the lost form models, which evaporate in contact with the casting material in 
a similar way to the wax previously used for this purpose. The design flexibility of AM allows complex 
geometries to be created. In other forming processes such as bending, various high-stiffness AM materials 
can be used to replace series steel tools. Furthermore, the tool deformation prediction is further investigated. 
For this, a database by evaluation data from further experiments can be created. The results are transferred 
to new geometries on different parts to accelerate the design. The portfolio can be expanded regarding other 
parts such as profiles. AM is also enabling potential regarding the connection with digital business models. 
Spare parts can be produced on demand with the help of AM/AT process chains. For the confirmation of the 
industrial suitability, various use cases can be integrated in real production environments.  
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Abstract 

Keeping up to date with the latest technology trends is crucial task for manufacturing companies to remain 
successful on a globally competitive market. Designing a technology radar is an established, yet mostly 
manual, process for visualizing recent technology trends. 

The challenge of identifying and visualizing technologies is addressed by the project TechRad which uses 
machine learning to realize an autonomous technology scouting radar. One of its core functionalities is the 
identification of technologies in text documents. This is implemented via Natural Language Processing 
(NLP).  

This paper aims to summarize the challenges and possible solutions for using entity recognition to identify 
relevant technologies in text documents. The authors present an early stage of implementation of the entity 
recognition model. This contains the selection of Transfer Learning as a suitable method, the creation of a 
dataset consisting of different data sources, as well as the applied model training process. Finally, the 
performance of the chosen method is benchmarked and evaluated in a series of tests. 

Keywords 

Machine Learning; Technology Management; Natural Language Processing; Entity Recognition 

1. Introduction 

This chapter aims to give a brief introduction to the problem at hand, describing the overarching research 
goal of the automated technology radar as well as providing motivation and context for the solution chosen 
in this work. 

1.1 Challenge 

Due to the constantly growing number of technologies available on the market, the number of devices using 
different digital technologies is growing exponentially [1]. This observation, alongside the fact that the time 
until a certain technology is known to a large number of users is diminishing [2], indicates that the frequency 
at which both companies and private users are exposed to new technologies is rising [3]. 

Organizations have to innovate in order to succeed and stay relevant in the market [4]. Mastering the process 
of finding technologies and managing innovations is a key success factor to ensure a company’s market 
position [5]. Being unable to oversee the growing technology market endangers companies’ long term 
strategic positions and ultimately their market position, and may even result in bankruptcy [3].  
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1.2 Solution 

We are addressing the aforementioned issue by designing an automated technology scouting radar that gives 
an overlook over recent technological trends while keeping the research effort to a minimum. The software 
uses recent advancements in the field of Natural Language Processing (NLP), a sub-field of artificial 
intelligence (AI), to scout for information about technology in various sources. In a previous publication, the 
authors proposed an architecture for the automated radar [3]. 

The current paper focuses on a core functionality of the tool, namely identifying technologies in a written 
document. This functionality is realized using Named Entity Recognition (NER). The authors present the 
steps involved in the building and evaluation of the proposed Named Entity Recognition model. 

1.3 Structure of the paper 

Following the introduction in section 1, section 2 gives information about the state of the art and basic 
definitions. Section 3 summarizes the architecture of the automated radar to put the functionality of 
recognizing technologies into context. Section 4 describes the data sourcing and model building process in 
detail. After discussing the results in section 5, section 6 summarizes the insights. Section 7 concludes the 
paper by giving an outlook to future research in the area. 

2. State of the art 

The following paragraphs provide information about the state of the art and basic definitions to ensure a 
common understanding of the topics and terms used in the solution. 

2.1 Technology management and visualization 

A technology radar is a tool to summarize and visualize the results of a technology scouting process that 
organizes technologies in a circular diagram. The diagram is divided into sectors for structuring the content 
and delimiting the search areas, e.g., trends, technology fields, production technologies or product functions 
[5]. Figure 1 shows an example of a technology radar. 

 
Figure 1: An example of a technology radar [6] 
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A temporal perspective is mapped on the axes, mostly the technology maturity, which indicates whether a 
search field or a specific technology is close to market readiness or in a research phase [5]. The underlying 
architecture proposed in our solution is explained in detail in section 3. 

2.2 Data collection 

Data collection is one of the main tasks when building AI models. Collecting data is not a trivial undertaking 
and demands a coherent approach. Especially in broadly scoped endeavours like the presented solution, the 
scientist encounters challenges like the lack of publicly available resources as well as copyrights [7]. The 
problem discussed in this paper demands a specialized corpus of data about emerging technologies. This is 
realized by using standardized API queries from scientific publication portals. The approaches and sources 
of data used are explained in detail in section 4. 

2.3 Named Entity Recognition 

A named entity is defined as a word or a phrase that clearly identifies one item from a set of other items that 
have similar attributes [8]. Named Entity Recognition (NER) is the problem of identifying sections of a text 
or certain words that mention named entities, and to subsequently classify them into predefined categories 
[9]. NER serves is a core functionality of many natural language applications such as translation, context 
sensitive answering and summarization [7]. In this paper, we present the use of NER in automatically 
identifying technology terms from a corpus using the advancements in deep learning techniques.  

3. Architecture including identified functions 

The previous work focused on the design process of a possible architecture for the radar [3], as it is a crucial 
preliminary step of the software and systems engineering process [10]. In this section, a brief summary of 
the process and results is given to ensure that the context in which Named Entity Recognition is used 
becomes clear (see also Figure 2). 

 

 
Figure 2: Overall project approach and focus of the paper [3] 
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3.1 Gross Functional Structure and Modules of TechRad 

The automated technology radar is a solution consisting of four main steps. In data gathering, API queries 
and a web crawler are used to gather data from public sources, such as scientific publication portals, blogs 
and social media [3]. In the training phase presented in this paper, we used data exclusively from scientific 
publication portals and standardized social media APIs, planning on broadening the scope in further phases 
of the project. In the second step, data storage, the documents are allocated and organized for further 
processing. During the analysis the Full text documents will only be stored temporarily (cache). A 
document’s metadata is stored for future reference. The third step is the analysis, in which the text files are 
checked for technologies using NER, the main focus of the paper. In a successive analysis step the 
technologies will be classified into technology readiness levels using different NLP methods. The fourth step 
is largely focused on the front-end and deals with user-friendly visualization of the extracted information. 
The design of the radar is presented in detail in [3]. A graphical presentation of the steps can be found in 
Figure 3.  

   
Figure 3: Architecture of the Radar [3] 

4. Entity recognition for the identification of technologies 

The following section describes the stages involved in building the Named Entity Recognition model. The 
success of the implementation depends on the quality of data sources, the pre-processing of data which is 
fed to the model and the hyperparameters used in the actual training procedure.  

4.1 Data sources 

With recent advances in machine learning, fostered by techniques such as deep learning, many tasks can be 
solved once a sufficiently large dataset is available for training. Nevertheless, human-annotated datasets are 
often expensive to produce, especially when the labels are used in high volume and frequency, as it is the 
case with word-level-annotation in NER [11]. 

Various sources were explored to build the necessary training data. As the application demands data rich in 
emerging technology terms, newly published scientific documents were considered as ideal sources. ArXiv 
[12] is a free distribution service and an open-access archive for scholarly articles in many emerging fields. 
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In addition to ArXiv, other major sources of rich scientific information like Google Scholar [13] and the 
Database and Logic Programming portal (DBLP) [14] were used. 

To supplement the above-mentioned data sources, social media data were also collected through 
standardized API queries. A list of keywords such as Text Mining and Natural Language Processing were 
used as search terms through API queries in social media sites like Twitter. After the collection of sufficient 
quantity of data, pre-processing and training were performed. 

 

4.2 Pre-processing 

As an initial step, pre-processing of the data involves selecting chunks of texts from the collected data which 
are relevant for the application. The abstracts of the collected scientific papers were extracted and used as 
the training data. The next step involves preparing our data by annotating our text with “technology” tags. 
This is a labour-intensive task and is accomplished with the help of an open source text annotation tool for 
humans called “Doccano”. 

SpaCy is a free open-source library for Natural Language Processing in Python which features in-built NER 
[15]. Even though pre-built SpaCy models are good at NER extraction, they are not good enough for 
customized applications as the training data used is not specific to latest technologies. Therefore, the training 
data is manually labelled using Doccano. 

Figure 4: Training data annotation 

Figure 4 shows a sample of the training data annotation. A technology entity is defined in the context of our 
application in the following way: if the entity is an algorithm, a commercial product, library or a framework, 
it is considered as a technology entity. Standard text corpus, performance evaluation metrics and broad 
umbrella terms were not considered as technology entities. Doccano provides a GUI for data annotation and 
the output is stored in a JSONL delimited file with each sentence along with the entity offsets. Figure 5 
shows a sentence of the output JSONL file. The task of pre-processing also included procedures like un-
latexing. 

 
Figure 5: Sample JSONL file 

4.3 Training procedure 

The following paragraph describes the training procedure of the Named Entity Recognition algorithm. The 
SpaCy projects repository includes various project templates for different Natural Language Processing 
tasks, models, workflows and integrations. It allows to manage end-to-end SpaCy workflows for different 
use cases and domains. For this application, a project template for NER was selected and the pipeline was 
customized for better performance. 

The output files from Doccano were converted into a SpaCy compatible format and stored, which was used 
as the training data in the pipeline. SpaCy uses a config file that contains all the model training components 
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to train the model like component type, which is NER in this case, hardware accelerator selection and 
optimization goals. The algorithm was trained using ‘SciBERT’ as Transformer with dropout and ‘Adam.v1’ 
as the optimizer. Figure 6 shows an exemplary annotation performed by our algorithm on the test data. 

 
Figure 6: Annotation by trained NER algorithm 

5. Results and Evaluation 

The results, evaluation and benchmarks are presented in this section. Table 1 represents the evaluation of 
our algorithm on the test data based on a 70/30 test train split. The column ‘Epochs’ represents the number 
of epochs in training. The column ‘Iterations’ represents the number of iterations or steps in that particular 
epoch, ‘F-Score’ represents the F-Score, which is the harmonic mean of precision and recall. For a Named 
Entity Recognition task, the ideal ‘F-Score’ should be close to 1, which would represent a perfect model. 
The columns ‘Precision’ and ‘Recall’ represent the metrics precision and recall respectively. Precision 
denotes the percentage of predicted annotations that were correct, while recall denotes the percentage of 
reference annotations rightly recovered. Both these metrics should increase close to 100 for an ideal model. 
Our model was trained on a total of 1050 positive samples containing ‘TECH’ entities. 

Table 1: Evaluation of the NER model 

5.1 Benchmarking in the general context 

Transformer-based neural architectures are changing the field of NLP with an attention-based mechanism 
that outperforms convolutional or recurrent models [16]. Current NLP models are mostly based on deep 
neural networks which are characterized by great performance but are notoriously opaque in their prediction 
process [17]. Although different standard metrics have been proposed to standardize the evaluation, the 
authors stick to the common machine learning metrics like F-Score for evaluation, considering the ease of 
comparison between algorithms. 

The F-Score, Precision and Recall shown in Table 1 are matching expectations of the research team and are 
close to similar efforts, where transformers have been used to solve NER problems on scientific corpora (see 
Table 2). These are comparable in so far as similar procedures have been used (fine-tuning a pre-trained 
model) and are tested on scientific corpora. However, the table is used to support the point that an F-Score 
of around 0.7 is acceptable with this training method applied to a scientific corpus; a direct performance 
comparison is not made, as the validation dataset would have to be the same, which is not desired at the 
current state of the prototype. 

Epochs Iterations F-Score  Precision   Recall  
4 4000 0.74  70.72   77.47  
4 4200 0.73  77.68   68.49  
4 4400 0.71  73.47   69.62  
4 4600 0.71  65.37   78.61  
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Table 2: Named Entity Recognition System evaluation1 

 

 

5.2 Critical Reflection 

NER models are often trained based on formal documents and publications. Informal web documents that 
would be incorporated into the data basis by using web crawling or more social media sources usually contain 
noise, as well as incorrect and incomplete expressions. The performance of current NER systems generally 
decreases as informality increases in web documents [21]. This can be rectified using some post-processing, 
but could still pose a challenge in the further phases of development. 

In general, deep learning techniques are data-hungry and the performance of these models increases with 
more data. Adding more training data could further improve the performance of our model, however the 
labelling process proved to be resource intensive. Another lever for better scores is hyperparameter 
optimization and tuning the config-parameters during the training process. For a prototype of the technology 
radar, an F-Score of about 0.7 is thought to be sufficient as it demonstrates technical viability and feeds the 
successive steps with relevant data to process and visualize. Still, the authors plan on increasing the precision 
of the model in further stages of the project. 

6. Summary 

In this paper, the authors present a prototype of an autonomous technology radar using NLP. The focus of 
the presented research lies on a core functionality problem that was solved using Named Entity Recognition. 
In the beginning, the need for automation in technology scouting is explained. The architecture of the 
autonomous radar is described, followed by the implementation and the evaluation of a prototype using NER 
to successfully identify technologies in text documents. The authors then evaluate the usefulness of the 
approach, which is deemed sufficient for the current state of the implementation. 

7. Outlook 

With the prototype showing promising results, the feasibility check for using Named Entity Recognition to 
develop an autonomous technology radar is performed successfully. The prototype can be used as a first step 
to build the final visualization of the results. Further research will focus on the steps to improve the accuracy 
of the algorithm. The architecture and the algorithm will be further evaluated with industry experts and 
potential users. Based on the feedback, the process will be fine-tuned. 
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Abstract 

The progressive urbanization and increasing decentralization of manufacturing lead to a growing need for 
the integration of manufacturing plants into urban areas. As a result, industrially induced traffic volumes and 
emissions are increasing in these areas. Therefore, it is important to manage urban logistics as effective as 
possible to reduce costs and environmental impacts. A promising approach to support the effective supply 
of urban factories can be seen in a centrally managed supply. Especially the hub-and-spoke concept is known 
to solve the problem of the last mile, e.g. within the parcel-industry. That is why most past research activities 
about hub-and-spoke concepts focus on deliveries to individuals or deliveries in the retail sector while only 
considering parcel deliveries. However, differing from the parcel industry the supply of urban factories 
requires especially just in time and just in sequence deliveries. Therefore, new approaches are required which 
help to analyse if and how a centrally managed supply of urban factories can support the reduction of traffic 
volumes and with this costs and environmental impacts. In this contribution we conduct a feasibility study 
on the effectiveness of a centrally managed supply of urban factories using a simulation approach. Based on 
the analysis of possible stakeholders and different hub concepts, we take a closer look on the application of 
the hub-and-spoke concept for urban logistics and provide a simulation based evaluation realized with the 
software Simulation of Urban Mobility (SUMO).  

Keywords 

Urban Factories; Logistics; Simulation-based evaluation; Emissions; Traffic Volume 

1. Introduction 

In the year 2018, more than half of the world´s population lived in urban areas, while forecasts predict further 
growth [1]. Because of that, urban factories are facing new challenges. In principle, there are two kinds of 
urban factories: On the one hand, there are factories, which originally were build outside of the city and, 
because of the urbanization, are now producing right next to residential areas. On the other hand, there are 
those factories, which are planned and build right in the city to use potentials of urban areas because of new 
production technologies and business models. [2] A decisive factor for the acceptance for both kinds of urban 
factories is the design of effective logistics flows within the city, which can help reducing the traffic volume 
and meeting emission limits. German cities frequently struggle with high pollutant emissions resulting from 
high traffic volume. Therefore, new approaches are needed to lower the traffic volume, especially the one 
resulting from industry-related logistics. One approach, which tackles the challenge of the “last mile” within 
the logistics of the parcel industry, is the hub-and-spoke concept [3–5]. In this approach, a centrally managed 

308

https://doi.org/10.15488/11290


node (= hub) functions as a decoupling element between the decentrally organized flow of goods to the city 
boundaries and the centrally organized deliveries within the city. Even though the hub-and-spoke concept 
promises a high potential, it has not been evaluated thoroughly in the context of industry-related deliveries. 
Furthermore, production specific characteristics, e.g. just in time deliveries, have to be considered. That is 
why this work focusses on conceptualizing the centrally managed supply of urban factories and aims to 
conduct a feasibility study using a simulation-based approach. To this end, the paper is structured as follows: 
Section 2 shows the relevant state of research as a basis for the introduction of the methodology in section 
3. Section 4 then illustrates the development process of the simulation-based approach, which is exemplarily 
applied in a case study in section 5. Finally, section 6 concludes this work and gives an outlook. 

2. State of research 

The importance of sustainable inner-city logistics has been emphasized by a wide variety of researchers, e.g. 
[6,7]. In literature, different approaches are proposed which aim at achieving a city-compatible and 
economical supply of goods while also considering the ecological needs of the environment. For example, 
Bernsmann and Vashtag [6] consider the creation of incentives instead of driving bans for freight traffic as 
an adequate approach and propose, among other things, electric mobility, night deliveries and small logistical 
locations in the heart of the city as possible solutions. Russo and Comi [8] investigate the relationships 
between city characteristics and the possible reduction of pollutant emissions and present a tool that can be 
used to identify promising measures to reduce pollutant emissions in a given city. Hesse [9] recommends 
traditional forms of planning as well as cooperation between companies or between municipal planning and 
companies as building blocks for a city logistics concept. Moreover, the use of various instruments is 
examined to determine ecological or urban quality standards for freight transport in new planning projects. 
Furthermore, an important and complex task is finding the best long-term location for a facility, which is 
why  Kik et al. [10] introduce the Regional Facility Location and Development Planning Problem (RFLDP) 
and present a model that supports a company´s process of selecting a facility location. Gevaers et al. [11] 
use best practices and case studies to describe new concepts for solving inner-city delivery problems of the 
last mile. In addition to the delivery of mail to individuals, the transport of goods to companies and factories 
is also considered and technological innovations are highlighted. Göpfert [12] addresses numerous logistics 
visions and successful strategies for companies. The latest topics in future research for logistics, such as 
autonomous data-driven logistics, sustainable supply chains in the sense of the last mile and flexibility in 
complex supply networks, are dealt with. Besides the topic of the last mile, the necessity of data-driven 
approaches is also being examined in various papers: Ehmke offers a quantification of the value of dynamic 
and time-dependent information for improved route guidance in city logistics and connects different areas 
of traffic data acquisition with data mining and research techniques [13]. Furthermore, Montoya et al. [14] 
provide a quantitative assessment of the effects of collaborative approaches and mathematical models for 
optimizing inner-city freight traffic.  There is also preliminary work for the simulation of transport orders 
for which free card and traffic data were used [15–17]. Taniguchi et al. [18] present recent trends and 
innovations in modelling city logistics with a focus on emissions, health care problems and logistics 
modelling for mega cities. Particularly for parcel deliveries the hub-and-spoke concept has been investigated 
and proven to be suitable to minimize the driven distance and time used for deliveries [19–22]. However, so 
far, little is known about its application to industry-related deliveries since there are no studies about the 
hub-and-spoke concept that consider production specific requirements, e.g. just in time deliveries. That is 
why this paper aims at filling exactly that research gap by investigating if a hub-and-spoke concept has any 
benefits in regards to driven distance and pollutant emissions in the context of urban factories. 
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3. Methodology 

Based on the afore mentioned research gap an integrated approach for the evaluation of hub-and-spoke 
concepts for industry-related deliveries is proposed and exemplarily applied. The following research 
question is addressed: “How can the industry-related traffic volumes and the resulting pollutant emissions 
in cities be reduced using a hub-and-spoke concept?” The air pollution not only depends on emission-free 
drive concepts, but also on traffic disruption, e.g. congestions. Therefore the traffic management is very 
important to plan the traffic as effective as possible [23,24]. To do that, new forms of regulation for 
transportation planning processes and a broader database are needed [25]. The planning processes have to 
be aligned with each other, which is why a centrally managed organization makes sense. Accordingly, it can 
be hypothesized that a centrally managed supply of urban factories by using the hub-and-spoke concept may 
also reduce the traffic volume and resulting pollutant emissions. To prove this hypothesis, a simulation-
based feasibility study is conducted. Therefore, first requirements for this concept are investigated by using 
a stakeholder-analysis based on a literature review. Afterwards the simulation approach is developed. It is 
based on the investigated requirements and considers the selection of different delivery car types that are 
usable in inner cities, just in time deliveries, a methodology to consolidate deliveries and different average 
speed of individual car traffic in inner cities dependent on the daytime. Finally, the simulation is used in a 
case study in the city of Hamburg. For the simulation the Software SUMO is used, which is a microscopic, 
free access traffic simulation that enables loading open source card data into it [26]. The simulation approach 
is closely linked to the development of the requirements of the stakeholders and a holistic evaluation system 
as well as the conception of distribution centres, means of transport planning and fleet combination. In this 
way, a comprehensive evaluation of sustainable inner-city logistics concepts can be guaranteed. The 
approach further offers potential for scenario-based analysis and redesign of inner-city logistics concepts.  

4. Development of the simulation study 

As a foundation of the simulation-based approach, a stakeholder analysis is implemented (see Figure 1).  

 
Figure 1: Stakeholder´s interests and expectations (on top), stakeholder´s objectives (bottom), derived based on 

[27,28]  
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The stakeholder analysis is based on a qualitative literature review and the approach described by [27,28]. It 
serves the derivation of the interests and expectations of all relevant stakeholders and consequently of their 
objectives as a basis for the simulation. The stakeholder analysis comprises firms, clients and project partners 
/ clients, general public and residents, the hub itself, suppliers, the city or municipality as well as the nature 
and environment. Thereby, firms and municipality can be seen as the most important stakeholders in regards 
to the implementation of a simulation-based evaluation of the hub-and-spoke concept, since those are the 
possible end users of the simulation and the subsequent evaluation. 

Based on the stakeholder objectives, which are derived from the stakeholder´s interests and expectations, the 
technical and organizational requirements of a hub, the requirements on the formation of transport orders for 
industry-related delivery as well as the requirements for the simulation study are formulated as illustrated in 
Figure 2. The technical and organizational requirements of a hub are derived from the stakeholder objectives 
and serve as a basis for the formation of transport orders for industry-related delivery, which should consider 
the shown requirements. Also based on the findings of the stakeholder-analysis, it is possible to generate the 
requirements for the simulation study that are shown as well. 

  
Figure 2: Requirements for the simulation study, technical and organizational requirements of a hub and requirements 

on the formation of transport orders 

With the knowledge about requirements, the simulation approach can be build. It consists of five different 
modules: 1) the setup-module, 2) the firm-module, 3) the activity-module, 4) the simulation-module and 5) 
the visualization-module. The setup-module is used to build the environment within the simulation, e.g. 
streets from real card-data, traffic regulations, speed limits and locations of factories. The card-data can be 
downloaded from OpenStreetMap (OSM), which is an open system that can be edited and shared by users 
free of charge. In regards to OSM it has to be taken into account that the data is not suitable to use for use-
cases where a high level of detail is needed since specific data is missing sometimes, e.g. broad width or 
acceleration lanes [29]. Furthermore, a few errors of the integration process of the OSM-data into SUMO 
are existent: Traffic lights sometimes do not function as they should and the traffic regulations are faulty 
when there are too many vehicles in the simulation. In addition, there is only data about speed limits, but not 
about traffic demand. In reality, the average driven speed is lower than the speed limit, especially in the inner 
city [30]. The actual speed of vehicles is affected by many factors, such as seasonal characteristics, the 
daytime or weather conditions. This information often gets integrated into a simulation by using induction 
loop measurements. To counteract the described factors and to make the definition process of the simulation 
easier, average speeds can be used in dependence of the daytime. Figure 3 shows these average speeds. 
Hence, the most congested times are between six and eight am and between four and five pm. 
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Figure 3: Average speed of individual car traffic in selected german cities (following [31]) 

The firm-module contains data about the simulated firms in an excel sheet, e.g. deliveries per day, weight of 
the deliveries, number of just in time deliveries. With this data, a python script generates a list of orders. 
This list is then used in the activity-module to generate a file in XML-format, which is used in SUMO to 
simulate the individual tours. For that, starting points and departure times of the vehicles are generated. If a 
hub should be considered, other restrictions apply: the time difference between two orders that may get 
consolidated to one is limited to avoid high stocks within the hub. Furthermore, the total weight of 
consolidated orders must not exceed the limit of the used delivery vehicle and the total route length as well 
as the number of stops is limited. While meeting these restrictions the best combination of orders to 
consolidate is chosen by following this priority: 

1. The delivery vehicle should be as small as possible while being as fully laden as possible. 
2. The orders that get combined preferably should have the same destination. 
3. The occupancy of the delivery vehicle should be as high as possible. 
4. The time difference between orders that may get combined should be as small as possible. 

In addition, the orders get chronological ordered in a way that the distance is as small as possible while just 
in time deliveries will always be delivered first and are never combined with another just in time order. 
Moreover, the driven routes are always ending at the last destination, so the tours are not circular. The 
simulation-module consists of a python-script that starts the configuration-file of SUMO. This enables to 
change parameters during the running simulation, e.g. changing the average speed of vehicles on the 
simulated streets. Finally, the visualization-module tracks the results of the simulation and converts them 
into an excel sheet which shows data about departure and arrival times, duration of the tours, length of the 
routes and the sum of emissions and fuel consumption. 

5. Case study: Hamburg 

After building the simulation study, it is applied in an exemplary case study onto the city of Hamburg. 
Therefore, three possible classes of delivery vehicles are considered, which are allowed to drive in inner 
cities. These are (permissible total weight in brackets): Light duty-vehicles (< 3,5 t), light trucks (≥ 3,5 t and 
< 7,5 t) and medium-weight trucks (≥ 7,5 t and < 18 t) [32,33].  Figure 4 shows the selected section of 
Hamburg and the locations of plants and simulated hubs. This section is chosen because it includes a part of 
the inner city with its bigger access roads, e.g. highways, and therefore deliveries to the hubs are possible 
and the important main roads of the inner city are mapped. The locations of the plants are partly based on 
real locations of plants and partly based on the assumption that more firms will move into the city because 
of the urbanization. The three hubs, which are located near highway exits, represent three of four examined 
scenarios. 
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Figure 4: Selected section of Hamburg 

These locations enable the decentrally organized supply of the hubs. The other scenario - or base-scenario - 
includes no hub, which means that the deliveries will start on federal roads and highways around the border 
of the shown section.  

Table 1: Characteristics of plants 

Name Total number of orders 
simulation´s duration (1 day) 

Share of JIT / 
JIS [%] 

Time window 
JIT / JIS [s] 

Minimum 
weight [t] 

Maximum 
weight [t] 

Plant 1 250 20 3600 0.5 9 
Plant 2 250 10 3600 0.5 9 
Plant 3 124 - - 0.5 9 
Plant 4 118 7 3600 1.2 9 
Plant 5 80 - - 0.5 9 
Plant 6 50 - - 0.5 9 
Plant 7 20 - - 0.5 9 
Plant 8 8 - - 0.5 9 

 

As data for the firm-module, Table 1 serves as input. This information is based on (anonymized) company 
data. To measure the distance between plants, a preliminary study is conducted in which single delivery cars, 
whose route is tracked, drive the distances between the shown plants and hubs. The findings are then used 
in the real simulation to combine orders with a minimum route duration and length. Therefore, the following 
simplifications are made: 

 The generated orders are all between six am and ten pm to avoid a possible ban on night driving. 
 The flow of traffic is regulated by the described average speed. 
 While consolidating, the volume of goods is not considered, only the weight. 
 There is no differentiation between product types so that orders can get combined more freely. 

Based on this, the simulation results can be generated. First, Table 2 shows the total number of deliveries 
and the total sum of driven kilometres. The figures in brackets are the difference to the base-scenario. In 
Scenario 3, the combination of driven kilometres and total number of deliveries is the lowest, but overall the 
scenarios that use a hub have a lower number of deliveries and driven kilometres as expected. 
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Table 2: Comparison of the scenarios 

Parameter Base-scenario Scenario 1 Scenario 2 Scenario 3 

Total number of 
deliveries (vehicles) 

900  
 

557 
[-38.11%] 

560  
[-37.78%] 

560 
[-37.78%] 

Total length of 
driven tours [km] 

7476.63 
 

4385.98 
[-41.34%] 

5290.99 
[-29.23%] 

4105.27 
[-45.09%] 

Average length of a 
tour [km] 

8.31 
 

7.87 
[-5.29%] 

9.45 
[+13.72%] 

7.33 
[-11.79%] 

 

Table 3 shows that the occupancy of the delivery vehicles is higher while using the hub-and-spoke concept. 

Table 3: Selected vehicle types and their occupation 

Parameter Base-scenario Scenario 1 Scenario 2 Scenario 3 

Light duty vehicle 
number [vehicles] 64 26 26 26 
occupancy [%] 78.52 94.23 94.23 96.35 

Light trucks 
number [vehicles] 329 64 65 66 
occupancy [%] 66.16 97.85 97.73 97.66 

Medium-weight trucks 
number [vehicles] 507 467 469 468 
occupancy [%] 71.01 92.58 92.10 91.39 

 

Table 4 illustrates that the fuel consumption as well as the pollutant emissions are lower in the scenarios that 
use a hub. To estimate the cost of the driven distance a price of 1.30 Euro per litre diesel is assumed. 

Table 4: Summary of the emission results 

Parameter Base-scenario Scenario 1 Scenario 2 Scenario 3 

Fuel consumption [l] 1729.87 1244.44 
[-28.06%] 

1489.87 
[-13.87%] 

1179.08 
[-31.84%] 

Fuel costs [€] 2248.83 1617.77 
[-28.06%] 

1936.83 
[-13.87%] 

1532.80 
[-31.84%] 

CO2 [kg] 4338.95 3121.38 
[-28.06%] 

3734.95 
[-13.92%] 

2957.43 
[-31.84%] 

CO [kg] 8.81 6.27 
[-28.83%] 

7.40 
[-16.00%] 

6.02 
[-31.67%] 

HC [kg] 2.49 1.76 
[-29.32%] 

2.04 
[-18.07%] 

1.71 
[-31.33%] 

NOx [kg] 41.23 29.47 
[-28.52%] 

35.08 
[-14.92%] 

28.05 
[-31.97] 

PMx [kg] 1.01 0.69 
 [-31.68%] 

0.81 
[-19.80%] 

0.66 
[-34.65%] 

 

The shown pollutant emissions are based on the emission classes, which are integrated into SUMO. These 
are derived from the handbook of emission factors of road traffic (“Handbuch für Emissionsfaktoren des 
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Straßenverkehrs” – HBEFA) while only direct emissions are considered [34]. The light duty vehicles are in 
the emission class HBEFA2/P_14_5, the light trucks in HBEFA2//HDV_12_2 and the medium-weight 
trucks in HBEFA2//HDV_12_12. The figures in the brackets are the difference to the base-scenario. When 
comparing Table 2 to Table 4 it is apparent that the emissions are not reduced to the same degree as the total 
driven kilometres are. This derives from the higher percentual amount of bigger vehicles in the scenarios 
that use a hub (see Table 3). In addition, all just in time deliveries in the simulation met their time windows 
while using a hub. 

All in all the results of the case study show that the hub-and-spoke concept can reduce the total number of 
tours that take place in the inner city. Depending on the location of the hub, the reduction is up to 38%. 
Furthermore, the total driven distance can be reduced by 29% to 45%. The occupancy of the delivery vehicle 
can be improved from 66% to 78% in the base-scenario to 91% to 98% depending on the vehicle class and 
the location of the hub. In addition, the pollutant emissions of CO2 are reduced by 14% to 32%. These results 
indicate that the hub-and-spoke concept in the context of urban production can lead to a higher quality of 
life by reducing traffic volume and pollutant emissions. 

6. Conclusion and outlook 

The progressive urbanization and increasing decentralization of manufacturing lead to a growing need for 
the integration of manufacturing plants into urban areas. As a result, industrially induced traffic volumes and 
emissions are increasing in these areas. Therefore, it is important to manage urban logistics as effective as 
possible to reduce costs and environmental impacts. This paper investigates the potential of the hub-and-
spoke concept in the context of urban production by providing an integrated evaluation methodology and 
applying it to exemplarily compare different scenarios in a simulation of a selected area of Hamburg. The 
results show that there seems to be a high potential in regards to a possible reduction of pollutant emissions 
and traffic volume. For this, future work is necessary which should include a specific setup, e.g. specific 
firms and a city that offers real time traffic data. In addition, the related costs of hub-and-spoke concepts 
need to be investigated in more detail. Furthermore, the specific firm data could show restrictions and 
limitations of the concept to industrial practice, which then can get investigated further (e.g. storage 
capacities in the hub). Beyond that, new forms of mobility should get examined, e.g. load bicycles or 
electrical trucks. 
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Abstract 

Apart from innovators and early adopters, industrial manufacturers are still looking for adequate guidance 
for the orientation, prioritization, and development of Industrie 4.0 initiatives. Case studies of best practices 
have proven beneficial for the identification of use cases in manufacturing companies. Therefore, the aim of 
this paper is to develop an orientation guide for Industrie 4.0 with best practice use cases structured into 
thematic categories of production system areas. The orientation guide gathers relevant use cases for the 
adaption in industrial implementations. As a first practical application, the guide will be rolled out in an 
international study to primarily support regional manufacturing companies from Germany in the 
development of own Industrie 4.0 use cases. However, the guide is universally applicable to any 
manufacturing company and provides useful insights for the implementation of Industrie 4.0 use cases 
globally. 
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1. Introduction 

The economy is crossing the threshold of the fourth industrial revolution and digitalization is already 
influencing the daily lives, economy and workplaces. A wide variety of areas of everyday life are already 
heavily influenced by information and communications technologies (ICT). Mobile internet, smartphones, 
cloud and distributed collaboration have led to major changes in the recent years. The widespread entry of 
ICT into industry is already in full progress, and there is no sign of this development slowing down. It is 
leading to a reshaping of entire value chains through the multi-layered use of the Internet of Things, mobile 
networking and flexible robotics. [1–3] 

The aim of Industrie 4.0 in Germany is to strategically establish the country as a lead market, including 
leading technology providers. This offers medium-sized, export-oriented companies in particular from the 
mechanical engineering sector the potential to position themselves worldwide as pioneers of new, innovative 
solutions. Driven by the internet, the real and virtual worlds are continuing to grow together into an internet 
of things, services and people. Industrie 4.0 is an important research stream for the management of growing 
complexity in socio-technical production systems. [4] 

Industry in the region of Baden-Württemberg has already taken up the topic. In particular, large companies 
are driving forward the digital transformation of their value chains and their range of services. Use cases for 
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artificial intelligence, innovative industrial implementation solutions, new product-service combinations and 
business models are emerging and some are already in use. [5] In this context, overarching topics such as 
the creation of standards, IT safety and security, legal framework conditions, labor market trends, 
qualification measures and the effects on work systems design and work organization are currently being 
discussed and shaped. 

Many companies still find it difficult to relate their own digitized production processes to typical Industrie 
4.0 categories. [6] As a practical orientation support for regional companies, which do not yet know exactly 
whether their implemented solutions are feasible, an orientation guide for Industrie 4.0 best practices is 
meant to be created. 

For the orientation, structuring and localization of these implementation solutions, a systematic guidance is 
to be developed on the basis of nationally and internationally collected Industrie 4.0 use cases. For this 
purpose, the Framework for Cognitive Production Work 4.0 from [7] will be adapted to the practical needs 
of manufacturing companies in search of innovative implementation cases. The aim is to empower 
companies to quickly classify their application cases for Industrie 4.0 and at the same time identify gaps in 
their digitalization portfolio. The orientation guide forms the basis of a comparative study on Industrie 4.0 
success factors and best practices. 

This paper is structured as follows. Chapter 2 gives an overview of the relevant terminology and existing 
related works. In chapter 3 the development of the orientation guide is explained with regard to the thematic 
structure and categories, the application process, and its current limitations and potentials. Chapter 4 provides 
an outlook on the upcoming research activities and practical application of the orientation guide. The 
concluding remarks are gathered in chapter 5. 

2. Related works 

In this chapter the relevant related works for this paper are presented. For this, a definition of the relevant 
terminology (Industrie 4.0, digital transformation, use case, Cognitive Production Work 4.0) is provided in 
section 2.1. In order to clarify the underlying research framework for the following developments, the 
specific concepts are briefly explained in section 2.2. 

2.1 Terminology 

Industrie 4.0 describes the intelligent networking of people, machines and processes in industrial production 
with the help of information and communications technology (ICT). In this context, Industrie 4.0 is attributed 
with the change potential of a fourth industrial revolution. The term digital transformation in production 
refers to the implementation process of Industrie 4.0 and consists of the four phases of digitization, 
virtualization, networking and autonomization. [2,3,8,9] In a recent analysis of influencing factors of the 
digital transformation on supply chain complexity dimensions, [10] define the most important drivers and 
enabling technologies for the digital transformation per phase, which are displayed in Figure 1. 

Industrie 4.0 technologies are often introduced in a strategic road mapping process with the help of concrete 
use cases. [11] A use case describes an exemplary application of a technology, method or tool. A use case 
contains concrete technical solutions to problems and also how these solutions can be practically 
implemented. In the operational context, use cases can be linked to involved actors, business processes and 
relevant key figures. [12] Use cases can be used to address individual lean and digitalization maturity levels 
of different plants in a manufacturing enterprise. This enables the benefits of the application to be 
communicated using practical examples. In addition, use cases can include the estimation and initial 
calculation of financial and other measurable potentials. 
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Figure 1: Drivers and enabling technologies for the digital transformation [[10] based on [13]] 

Cognitive Production Work 4.0 is defined as follows. Production work describes work within manufacturing 
processes and will undergo significant change as a result of the use of Industrie 4.0. In terms of growing 
content, the increasing integration of ICT within work processes will result in a shift from executive activities 
to more controlling and regulating tasks. At the same time, flexibility requirements in terms of content, time 
and place will increase. Cognitive Production Work 4.0 additionally describes the change in production work 
from physical tasks to more activities that include planning and creative components and, at the same time, 
support these human cognitive abilities through the use of learning systems based on Industrie 4.0 
technologies in production. Production work will continue to change significantly through collaboration with 
artificial intelligence within work processes and in many cases will mean dynamic handovers between 
system and human. [14–16] 

2.2 Framework for Cognitive Production Work 4.0 

Frameworks originate from information systems architecture and deal with the definition and control of 
logical structures for the integration of components within a system. [17,18] A framework “is a tool which 
can be used for developing a broad range of different architectures. It describes a method for designing an 
information system in terms of a set of building blocks, and for showing how the building blocks fit together. 
It contains a set of tools and provides a common vocabulary. It also includes a list of recommended standards 
and compliant products that can be used to implement the building blocks.” [19] According to [17], 
frameworks can be characterized by the following features: model characteristics (representation, 
abbreviation, pragmatism), logical structure, methodical approach, intention/target group. [17] 

The Framework for Cognitive Production Work 4.0 is a development by researchers from the Future Work 
Lab and has been conceptualized with a domain-specific five-staged development process and according to 
eleven design principles in [7]. It is set up to serves six distinct aims, including both theoretical and practical 
elements. [16] The thematic framework elements are structured according to the widely-accepted Human-
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Technology-Organization (HTO) classification. [20] Following this, the first version of thematic framework 
elements on two sub-levels and a more complex relation model has been developed in [7]. Figure 2 shows 
the elements of the first framework level divided into the HTO structure. See [7] and [16] for more details 
on the framework conceptualization and development as well as the expected benefits of the approach. 

 

 
Figure 2: Framework for Cognitive Production Work 4.0 [16] 

The above presented structure of the framework is of mainly theoretical nature. In order to increase the 
applicability of the framework, the development team initiated multiple activities for practical examples of 
the application. Typical patterns of manufacturing value streams have been analyzed and transferred into 
schematic process structure for the direct application in production environments. As a visually supported 
action for the communication of the framework elements, graphical mood boards for three lead topics of 
Cognitive Production Work 4.0 have been developed and communicated to users of the framework. [21] 
Another practical application of the framework can be observed in the demonstration world of the Future 
Work Lab. Here, a set of more than 40 use cases has been allocated to seven categories, which form a specific 
application layer of the framework. The classification approach is laid out in detail in [22]. The seven 
categories of the application layer are listed below: 

− Ergonomics and safety 
− Qualification and learning on the job 
− Connected manufacturing systems 
− Digital assistance 
− Human-robot collaboration 
− Intelligent machinery and systems 
− Virtual engineering and planning [22] 
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3. Practical orientation guide for Industrie 4.0 best practices 

The aim of this paper is to develop a suitable orientation guide for Industrie 4.0 best practices to support 
industrial companies in the process of their use case implementation. Therefore, the corresponding thematic 
structure (section 3.1) and process for the use of the orientation guide (section 3.2) are being described in 
this chapter. The limitations and further potentials are shortly discussed in section 3.3. 

3.1 Thematic structure and categories 

The thematic structure can be built upon the existing structure of the application layer of the Framework for 
Cognitive Production Work 4.0 from 2.2. In order to address the needs of industrial companies, the existing 
seven categories needed revision for the intended purpose. The revision of the categories included literature 
analysis, data analysis of existing use case data bases and expert workshops. As a result, eight distinct 
categories have been identified for the practical orientation guide, which will be explained in subsections of 
this chapter. 

For an intuitive understanding of the thematic fields, exemplary use cases were added to each category. The 
use cases were analyzed from different Industrie 4.0 data sets, including use cases from European level 
(European Factories of the Future Research Association) [23], German federal level (Plattform Industrie 
4.0) [24], German regional level (Allianz Industrie 4.0 Baden-Württemberg) [25], and the German federal 
pilot project Future Work Lab [26]. Figure 3 shows the resulting composition of categories and exemplary 
use cases from the Future Work Lab. In the following, each category will be briefly defined and explained 
with a corresponding example. 

 
Figure 3: Practical orientation guide for Industrie 4.0 best practices with exemplary use cases from the Future Work 

Lab 
© Valentina Klepikova, Fraunhofer IAO [26] 
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3.1.1 Human-robot interaction 

Many current and future applications in the field of Industrie 4.0 will further reduce the distance (in terms 
of physical and work-related content) between humans and robots. In many cases, the intention is not to 
replace human work with technology, but to achieve meaningful cooperation and collaboration between 
workers and technology in order to enhance human capabilities. Robots are not solely placed in production 
cells behind fences, but are integrated into collaborative work activities. [27] E.g. sensitive lightweight 
robots and virtual safety fences enable direct cooperation between humans and robots. 

3.1.2 Ergonomics and safety 

The reduction of physical strain at work and the increase of occupational safety can be enhanced by 
intelligent sensor technology and the use of actuators. This category includes the organizational and 
technologically supported optimization of work task for the benefit of human health. Industrie 4.0 enables 
multiple innovative solutions based on cyber-physical systems, such as the use of passively or actively driven 
exo skeletons. 

3.1.3 Intelligent machines and processes 

Set-up and other activities during machine downtime often take up a lot of time without generating any 
added value. Intelligent machines can provide relevant data for workers and thus reduce downtime. Legacy 
machines can be retrofitted and thereby integrated into digital networks of machine parks on cloud platforms. 
Intelligent solutions combine the connectivity of machines and availability of data into process knowledge 
based on descriptive, diagnostic, predictive or prescriptive analytics. E.g. a digital twin model can be of such 
use. 

3.1.4 Digital assistance systems 

Digital assistance systems are commonly defined as computer-based systems for the support of humans with 
contextual information during three activities: the perception of information, decision making and the 
execution of tasks. [28] Humans can be assisted by a wide variety of technological applications. E.g. context 
information can be supplied via a mobile app, in form of a visualization on a screen or directly at the 
workplace. 

3.1.5 Virtual engineering and planning 

In addition to direct activities on the shop floor, engineering and planning are also changing significantly 
with Industrie 4.0. Virtual systems and tools such as Augmented Reality devices are opening up new 
possibilities in product development, production planning and many other areas. E.g. physical cardboard 
engineering can be fully transferred into virtual cardboard engineering with immersive features and 
underlying process models. 

3.1.6 Qualification and learning 

Industrie 4.0 technologies enable the integration of learning content directly at the workplace and in relation 
to individual needs of employees in production. Modular learning content can be provided via digital 
platforms and consumed independently from rigid structures or limited resources. New forms of qualification 
methods and tools are assigned to this category, e.g. for life-long learning, re- and upskilling of workers and 
learning near or on-the-job. 

3.1.7 Networked production system 

The networking of machines, workstations and tools in production is constantly evolving and offers both 
productivity and efficiency potential. Along with Industrie 4.0, concepts of networked and interoperable 
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entities such as the (Industrial) Internet of Things and cyber-physical production systems enable new 
capabilities within factories. Networked entities also include the potential for the collection, use and analysis 
of large amounts of data. 

3.1.8 Artificial intelligence in production 

Artificial intelligence in production has been added as the eighth category in order to address the rapidly 
growing group of emerging solutions from machine learning algorithms and neural networks based on 
production data. Use cases vary from typical application fields such as maintenance, logistics, automation 
technology, quality management and control, product and process development, process planning, and 
resource planning. With regard to human emotions in production, an exemplary use case from the Future 
Work Lab is the implementation of affective computing in production, which means that workers’ emotions 
are analyzed for the detection of flow phases and corresponding adaptions in task management. [26] 

3.2 Application process 

The use of the orientation guide is dependent on the needs of industrial users. For companies in the early 
orientation phase which have not yet started with the development of a use case, a top-down process is 
recommended in order to first identify a thematic category of applications and then seek for a suitable 
solution out of the suggested group of existing use cases. For companies in the use case development or 
implementation phase, a bottom-up process promises several advantages. Matching the own use case with 
existing best practices of comparable use cases of the orientation guide allows valuable insights. For 
example, this concerns technologies used in development and the adaptation of processes in implementation. 
Both processes are combined in Figure 4. 

 
Figure 4: Process for the use of the practical orientation guide for Industrie 4.0 best practices in different phases 

3.3 Limitations and potentials 

In a first theoretical evaluation, the orientation guide has been found eligible for the thematic categorization 
of Industrie 4.0 use cases. When tested with new use cases in a practical evaluation, a small fraction of use 
cases might not be assignable to one of the predefined thematic fields. This limitation is calculated by design, 
but should not occur often. The orientation guide is expected to be even more valuable to users after further 
iterations including user feedback. Further potential of the orientation guide could be leveraged by the 
extension of the guide by integration of pre-developed value stream patterns as well as the expansion of the 
use case descriptions to include recommendations and success factors for the use case roll-out. However, 
this extension is planned in a future phase of development. The applicability of the orientation guide is still 
to be proved in a practical application case, which will be an international study described in the next chapter. 
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4. Outlook: International study on Industrie 4.0 best practices and success factors 

The orientation guide supports its users to get a structured overview of possible Industrie 4.0 use cases and 
allows to assign own applications to the given thematic categories. The definition of the thematic categories 
is mainly based on best practices from German industry. In order to include global best practices, an 
international study on Industrie 4.0 best practices has been planned. This study will analyze best practices 
of manufacturing companies from seven different nations located in Europe, North America and Asia. 
Whereas the practical aim of the study is to provide companies from the region of Baden-Württemberg with 
insights into international best practices and success factors, the scientific aim of the study is also to validate 
the thematic categories of the orientation guide in an international context. 

In order to achieve the aims of the study, a two-stage mixed-methods research design has been set up. The 
first stage is a standardized online questionnaire and the thematic categories of the orientation guide have 
been incorporated into the questionnaire. Table 1 gives an overview about the structure and content of the 
questionnaire. Based on the results of the questionnaire, the second stage of the study consists of expert 
interviews with representatives of the best practice companies involved. The expert interviews are 
conceptualized as semi-structured guideline interviews. The study is scheduled to be conducted from May 
until September 2021. The results will then be published. 

Table 1: Structure and content of the questionnaire 

Questionnaire section Content Exemplary items 

Company demographics 
(3 items) 

Brief characterization of companies 
for comparison 

Industry sector; number of 
employees 

General preconditions 
(16 items) 

General preconditions with direct 
impact on the implementation of 
Industrie 4.0 use cases 

Maturity level of Lean Production; 
existing infrastructure 

Best practice – brief description 
(4 items) 

Short summary of the best practice 
and assignment to the thematic 
categories of the orientation guide 

Title of best practice; category 
according to the practical 
orientation guide 

Best practice – situation before 
implementation 
(3 items) 

Determination of the situation 
before the best practice was 
implemented 

Know how in the field of Industrie 
4.0; amount of implemented 
Industrie 4.0 use cases 

Best practice – implementation 
phase 
(9 items) 

Data from the implementation phase 
of the best practice project in order 
to derive success factors 

Costs; external partners 

Best practice – organization 
(5 items) 

Analysis of the organizational 
characteristics of the best practice 
project 

Involved employees/positions; size 
of the project team 

Results 
(5 items) 

Assessment of qualitative and 
quantitative outcomes of the best 
practice 

Return on investment; quantitative 
and qualitative outcomes 

5. Conclusion 

In this paper a useful and practical orientation guide for Industrie 4.0 best practices is presented. The 
developments are based on a previously published and theoretically proven framework. The orientation 
guide provides any manufacturing company with suitable categories and a corresponding application process 
for the establishment of own Industrie 4.0 use cases. Furthermore, the assignment of over 40 use cases to 
eight thematic categories was successfully performed and proves as a first validation of the structure. 

326



The application of the practical orientation guide for Industrie 4.0 best practices in an international study is 
already scheduled and prepared. This extensive validation action will generate further insights on the 
applicability of the structure and show potentials for iterations of the model at the same time. 
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Abstract 

Digital Transformation in logistics and supply chain management is a challenge and a big chance for 
companies at the same time. It can open new business areas by providing new products and services. 
However, as promising as the digital transformation looks, the challenges for a successful transformation are 
not to underestimate. Many companies fail during the digital transformation process.  

This paper aims to shed light on why some companies have difficulties with digital transformation and others 
not by looking at the hurdles and responsibilities involved. By comparing the limitations and obligations, 
this paper identifies gaps and ambiguities that might lead to failure.  

A structured qualitative literature review presents the status quo of the actual scientific discourse in digital 
transformation, sums up tasks and barriers of the digital transformation in companies, and derives initial 
recommendations for action.  

This paper shows that a digital transformation’s hurdles and barriers are multifaceted and can be located on 
different enterprise levels. Enterprise culture and the top management’s awareness and capabilities are 
essential for digital transformation. The same applies to the tasks of a digital transformation.  

Keywords 
Digital Transformation; Logistics; Supply Chain Management; Barriers; Tasks; Recommended Action  

1. Digital Transformation in Logistics and Supply Chain Management 

Digital transformation (DT) is a phenomenon that occurs equally in all industries. It offers companies the 
opportunity for new product and service innovations and the optimization of processes and workflows by 
using new means of digital technologies. This rapid technological progress affects all areas of a company, 
including logistics and supply chain management (LSCM). As a result, companies are under enormous 
pressure to change, which means that DT is no longer an optional process, but rather an obligation for 
management to address and implement to an appropriate degree. [1–3] 

DT is becoming a strategic factor for competitive business purpose [4–7]. It is assumed that only those 
companies will survive in the new business environment that prepare for and accept the transformation 
process [8]. For LSCM, this means transforming value creation through digital technologies, changing and 
adapting strategies and techniques, and integrating enablers such as innovation and leadership to increase 
agility and realize higher productivity and customer-centric supply chains [9]. Due to the financial volume 
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and the high number of employees, LSCM is one of the most important economic sectors in Germany 
[10,11], and is therefore considered in this paper. One challenge is the increasing complexity along supply 
chains, which requires a structured approach to support digital transformation management [12,13].  

DT is a continuous and complex undertaking that offers opportunities to change a company and its operations 
significantly [4,6], and it is argued in [14] that very few conventional techniques will be sustainable in the 
future to support this radical change process. For this reason, it is also necessary to examine the critical 
capability of entrepreneurial thinking and action with regards to modern working methods and new technical 
possibilities. 

According to Bucy et al., many companies will fail on this path because 70% of all DT are not successfully 
implemented [15]. The implementation process takes much longer and is more complex than expected, 
although technological inventions are made and corresponding roadmaps for implementation of innovations 
are planned [16–18]. 

By comparing and analyzing tasks and hurdles from scientific papers, it is possible to draw first conclusions 
as to why a successful DT is perceived as such a challenge. This paper then gives practical conclusions for 
LSCM. Specifically, the question was explored as to why the majority of companies (70%, see above) is 
having difficulties implementing DT while a significant share (30%) is successful. 

2. Tasks and Barriers of Digital Transformation  

To achieve a comprehensive understanding of the complex phenomenon of DT in the field of LSCM, this 
paper uses a structured qualitative literature review according to Xiao and Watson [19]. Table 1 shows the 
information on how the literature review was conducted.  

Table 1: Overview of literature review  
Platforms used  Google Scholar, EBSCOhost, database of the University library 
Search string “digital transformation” OR “digitization” OR “digitalization” AND 

“barriers” OR “hurdles” OR “obstacles” OR “challenges” AND/OR 
“task” OR “mange” OR “navigate” 

Publication period 2000 till now 
Initial paper volume  1.210 
Selection criteria  Ranking (A+ to D); impact factor, German or English language; 

relevance for the topic 
Papers on Digital Transformation Models Studies Framework Literature Reviews 
A [20,4,21–25]  6  1 
B [26–38]  6 6 1 
C [39–43] 2  5  
D [44–49] 2 1 3  
Impact Factor  [50–59]  4 5 1 
Without Ranking [60–70] 3 3 5  
Overall 54 7 20 23 3 

The literature review served to approach the topic of managing DT and to identify why some companies 
successfully implement this change and others do not. The findings, mainly from management research, are 
focused on the field of LSCM in the discussion in order to systematically prevent misleading interpretation 
due to specific challenges in other sectors. Based on the extensive literature review, eight categories were 
identified that reflect the digital change in companies comprehensively: Corporate culture, business model, 
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strategy, organisation, employees, technology and data, resources (monetary) and top management. These 
categories were summarized with a focus on brevity. 

Corporate Culture: An important task is the adaptation of the corporate culture 
[39,4,27,28,61,46,47,35,36,48,70] to meet the requirements and implementation of the DT. At the same time, 
however, this is also a major hurdle, because many companies find it challenging to implement the change 
successfully [54,63,64,31,47,37,68,69]. Besides, a risk-averse corporate culture is an obstacle to successfully 
implementing the DT [28,57]. 

Business Model: The business model plays an essential role in the tasks of a DT, because it (often) needs to 
be adapted and changed to address new tasks and processes of the DT. It is recommended to make the 
business model more agile and leaner. [44,39,26,40,30,32,43,47,34,70] The barriers that need to be 
overcome in the business model are described by changing customer needs and expectations and outdated 
business models [44,39,45].   

Strategy: In this category, several tasks need to be addressed for a successful management of the DT: 
Companies have to formulate and implement a resilient digital/DT strategy – at the best, the digital strategy 
is embedded in the corporate strategy [39,26,40,28,32,65,42,66,47,35,37,24,25,70]. A clear and 
understandable and transparent DT vision is defined [27,40,28,61,58,33]. Governance should be established 
for constant reflection and evaluation [30,47]. The role of a Chief Digital Officer (CDO) or Digital Leader 
should be introduced or at least considered as well as a DT team to strengthen the digital strategy 
[40,21,30,62,31,47,37,24,48,25]. One hurdle listed in this context is that it is a hindrance if there is no 
strategy and no understanding of a DT [54,28,57,45,68].  

Organisation: Within an organization’s framework, the company has to be leaner and more flexible to meet 
the DT requirements [51,39,4,52,56,40,31,36]. One task is to actively promote cooperation within the 
organization, especially with cross-departmental and cross-team work. The silo mentality of departments 
must be reduced or eliminated. [39,26–28,61,31]  The orientation of the organization, as well as processes, 
interfaces and role and job profiles of the employees must be adapted within the company so that a digital 
ecosystem can emerge. [20,44,30,65,67,34,48]. The following barriers could be identified in this category: 
The DT challenges the organization’s fundamental and grown structure [20,48]. On the other hand, the 
existing organisational structure may hinder change. If a company is digitally inexperienced, a DT can be a 
major challenge by itself [55,45,63,23]. In general, the organization must be willing to embrace change 
[39,54,57,65,37]. Strict separation of teams and tasks is a hindrance as interdisciplinary work is identified to 
necessary [53,41,59].  

Employees: The tasks related to employees for the management of a DT are identified in the literature as 
follows: Employees must be involved in the transformation process from the start to, e.g., convert their 
curiosity into new ideas or suggestions [4,56,40,43,33,48,70]. Companies should promote, develop and gain 
digital skills and optionally implement new professional roles [52,26,40,28,30,61,58,24]. Furthermore, 
workplaces, working hours and work content changes (lifelong learning, data processing, remote work) and 
training must be adapted accordingly [50,39,52,60,31,46,65,43,47]. Barriers are reluctance to changes of the 
staff [27,59], missing digital skills, know-how and expertise [54,28,57,63–65,59,68], and fundamental new 
requirements for the qualification of employees [52,55]. 

Technology and Data: In technology and data, the following tasks for a DT have been identified: The 
development of an IT infrastructure, e.g. by setting up a platform and/or database [26,40,31,65,35,70]. The 
management and asset-oriented use of data [26,40,31].  Big data analysis, data mining and data analytics 
[40,28]. A suitable technology selection, management, implementation, and process integration [30,31,70]. 
The main hurdles are as follows:  Data security [53,57,63,59,47], uncertainty what technology to choose 
[53,45,66], and an insufficient IT structure [71,63,64]. 
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Resources (monetary): In the field of resources there are some tasks to address; Budget for advancing a DT 
(testing new ideas, new forms of software etc.) should be reserved [4,28] and investments must be designed 
to suit the company [31,32,70]. Therefore, the main obstacle is the lack of insufficient financial resources 
[71,57,63,68,69], lack of resources [53,59], and also when companies misconceive a DT for a one-time 
investments and thus do not budget corresponding resources [55,42,35].  

Top management: In the category of top management, the following tasks for a DT were identified: Top 
management should define and communicate a digital strategy and also name the most important activities 
[41,42,48,49,70]. The top management should regularly reflect on the necessity of their own mindset and 
thinking [50,52,29,22,67,34,38,25]. The top management team has to involve internal and external support 
and consultancy for a proper DT [34,24,25]. The management should encourage and support employees and 
act as a role model (live and support digital vision) [29,61,23,33,67,38]. Entrepreneurial action (prioritizing 
tasks, allocating resources, weighing up opportunities and risks) should be actively taken up and pursued 
[27,29,23,34,25]. Two major aspects were mentioned in the literature as obstacles to DT: Feeling powerless, 
overwhelmed with deciding what to do – Leadership for DT differs from conventional change 
[71,29,57,30,63,23,48].  If leadership does not drive DT, it will fail [71,63,68]. 

3. Why do some companies face hurdles  

The tasks and barriers of a DT management are multidimensional and affect the technical decisions and the 
entire organization’s change, including the corporate culture [39,4,27,28,61,46,47,35,36,48,70]. Companies 
embarking on the path of DT are leaving familiar tracks behind and have to reinvent themselves 
[44,40,30,32,34].  

According to Schoemaker et al. ordinary skills used in established companies are not suitable for the 
implementation of a DT [34]. Since the DT has a disruptive character, it cannot be adequately responded to 
with conventional skills. Therefore, there is a need to approach the phenomenon of DT through dynamic 
capabilities [72].  

Based on the MTO concept according to Ulich [73], a design approach is characterised here that encompasses 
the characteristics of “role of man”, “technology” and “organization” (the so called MTO model). DT 
increases the quality and quantity of real-time data available to companies and offers them new opportunities. 
Using analytical methods and artificial intelligence, fundamental information about one's own business 
processes can be provided, e.g., process, environmental and status data, which is a valuable asset. This can 
lead to a self-optimised organisation that enables autonomous and timely adaptation to changing conditions 
in the business environment. [74] For this reason, the MTO model is extended by the feature “information”. 
Based on the results of the literature review and the MTOI approach, critical factors that lead to hurdles of a 
DT can be discussed.  

For the successful implementation of the DT, it is important to set targets for a realisation in the application 
domain of supply chain management, among others suitable production and logistics systems. If no or 
unsuitable targets are set, this can hinder the exploitability and development of a successful new business 
model. It is necessary to design new business models with the permanent business processes and value 
creation processes. Their design should enable the company to exploit technological means economically 
[39,40,30]. However, this can only be achieved if the customers’ new requirements and needs are correctly 
recognized and appropriately interpreted [39,66]. 

After defining the targets companies can enter the planning. This is where the characteristics of the MTOI 
approach become relevant for detailed consideration, because all four features have a significant influence 
on the processes of designing and planning production and logistics systems. Technology: In this phase, 
decisions regarding the technology should be made. Logistics and supply chain companies need to adapt 
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their IT infrastructure and make a choice of appropriate technologies to go into the design and planning of 
production and logistics systems. This is already the first major challenge, as digitally inexperienced 
companies have difficulties making the right choice of technologies to strengthen their business model 
[31,70]. Information: When considering the IT infrastructure, initial thoughts should be given to how the 
(newly available) data should be used and exploited. Organisation: To successfully realize and implement 
a DT, the organisation's fundamental structures must change. Just because the previous structure has proven 
to work in the past, a change of the organization towards an agile, flexible and lean structure [4,31,36] is 
now necessary to identify changes early on and to be able to react to them flexibly and appropriately [34] to 
design and plan production and logistics systems. Likewise, the division of work by (organizational) 
departments should be dissolved, and interdisciplinary work should be promoted instead [39,27] in order to 
be able to react more quickly to changes. All this requires a change in corporate culture. The impact of the 
DT on corporate culture is just as radical as in all other areas. The corporate culture must change in order to 
promote flexibility and innovation [46,48]. People: Radical change can only be implemented successfully if 
employees are also willing to change. Therefore, employees should be involved in the transformation process 
and actively participate with curiosity and ideas [4,56,40,43,33,48,70]. The rejection and mistrust of 
employees [27,59] can represent an insurmountable hurdle for the company concerning the successful 
implementation of the DT. Employees must be willing to build digital skills and expertise and embrace the 
journey of change out of their conviction [52,56,61]. The role of employees is changing, as they are required 
to work in a more self-determined way and also to network independently with other employees and 
departments [52,56].  

Planning is followed by the decision-making phase. This is about deciding whether and how the plans should 
be realised. To do this, the future technology portfolio, the role of people, organisational models, and the 
integration of information for the company must be developed. The initial use cases should be modelled 
explicitly, because companies that do not formulate detailed business cases are known to have difficulties 
describing and evaluating the exact economic benefits. [75] 

The next step is the realization - the integration of new technologies into existing business processes. At this 
point critical factors like lack of data security [53,57,63,59,47] and an insufficient IT structure [71,63,64] 
can occur. Interfaces to the customer must be defined and technologies from different manufacturers need 
to be brought together. The organisational change needs to be driven actively and the radical change of a DT 
must be addressed appropriately. This also means well-structured human resource management to drive 
personal development and employee competencies along with organizational change and thus implement 
necessary changes in the work system. 

Monitoring DT is necessary to measure its success and to keep an eye on the strategic fit of a company's 
entire structure. Companies will have difficulties if they assume that the DT can run alongside day-to-day 
business like conventional projects. Monitoring is an integral part of company-wide strategic early detection. 
The aim of this early detection is to provide timely information about changes in the entire field of the 
company in order to identify possible opportunities and risks at an early stage. Governance should be 
established for constant reflection and evaluation [30,47].  

To engage in the process of DT, there are several factors that accompany the entire process and contribute 
significantly to its success or failure. It is necessary to have a well-developed, resilient and clearly formulated 
digital strategy, which in the best case is integrated into the overall corporate strategy 
[39,40,28,32,65,42,66,47,35,37,24,25,70]. Companies make the biggest mistake by viewing the DT as a 
project and therefore lack an understanding of the DT and accordingly no strategy is formed [28]. Another 
factor is the allocation of resources, which can be challenging for companies. This is because the distribution 
of financial resources does not follow the standard project approach. Funds must be made available to test, 
try out and implement new ideas without a defined business case in the beginning. Furthermore, companies 
need to be aware that the decision for a DT means a long-term investment [55,42,35]. A third factor is the 
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top management. The leadership of a DT is different from that of a normal change [76]. Due to all the 
changes and new requirements of a DT, the role of leadership also changes. They need to become drivers of 
the DT [71,63,68]. A particularly great challenge for leadership is to reflect on themselves constantly and to 
change their own mind-set and thinking [50,52,29,22,67,34,38,25].  

4. Theoretical and managerial implications and further research 

The reasons why companies have difficulties with DT are many and varied and are manifold and based 
primarily on the disruptive nature of the change. In short, the extent of the DT is simply underestimated by 
the more struggling companies. Based on the literature review, it can be tentatively (!) concluded that 
companies with a successful DT reshape the purpose and the setup of their venture. This hypothesis has to 
be confirmed, and findings of management research in the field of LSCM should be investigated in depth. 
One approach that should be considered further is the concept of dynamic capabilities. With the help of this 
theoretical approach, further recommendations for action can be derived, explained and defined. Further 
research should look more closely at roles and hierarchies of companies in LSCM because a radical change 
process means that traditional job profiles will also change. In LSCM, the extent to which roles change or 
are replaced by other roles must be examined at this point. It also should be investigated how top 
management acts more entrepreneurially because this could be a key capability in DT and organizational 
change. It makes sense to look at how established and structurally set companies can realize change and 
which influencing factors play a key role. Long-term studies that accompany the process of change in LSCM 
would be useful to obtain valid results. 

Acknowledgements 

This research and development project was funded by the German Federal Ministry of Education and 
Research (BMBF) within the “Zukunft der Arbeit” Program (02L18A190) and implemented by the Project 
Management Agency Karlsruhe (PTKA). The authors are responsible for the content of this publication. 

 

References 

 

[1] Grivas, S.G., Graf, M., 2020. Digitale Transformation – Transformation der Unternehmen im digitalen Zeitalter, 
in: Gatziu Grivas, S. (Ed.), Digital Business Development, vol. 31. Springer Berlin Heidelberg, Berlin, 
Heidelberg, pp. 143–166. 

[2] Moufaddal, M., Benghabrit, A., Bouhaddou, I., 2019 - 2019. Industry 4.0: A roadmap to digital Supply Chains, 
in: 2019 1st International Conference on Smart Systems and Data Science (ICSSD). 2019 1st International 
Conference on Smart Systems and Data Science (ICSSD), Rabat, Morocco. 03.10.2019 - 04.10.2019. IEEE, pp. 
1–9. 

[3] Preindl, R., Nikolopoulos, K., Litsiou, K., 2020. Transformation strategies for the supply chain: the impact of 
industry 4.0 and digital transformation. Supply Chain Forum: An International Journal 21 (1), 26–34. 

[4] Berghaus, S., Back, A., 2017. Disentangling the fuzzy front end of digital transformation: Activities and 
approaches. Thirty Eighth International Conference on Information Systems. 

[5] Gassmann, O., Sutter, P., 2016. Digitale Transformation im Unternehmen gestalten: Geschäftsmodelle, 
Erfolgsfaktoren, Handlungsanweisungen, Fallstudien. Hanser, München, 282 pp. 

[6] Singh, A., Hess, T., 2017. How Chief Digital Officers promote the digital transformation of their companies. MIS 
Quarterly Executive 16 (1). 

[7] Vetter, H.M., 2017. Dynamic Capabilities for the Digital Transformation: Scale Development and Empirical 
Investigation of Performance Implications. Apprimus. 

334



[8] Marmolejo-Saucedo, J., Hartmann, S., 2020. Trends in digitization of the supply chain: A brief literature review. 
EAI Endorsed Transactions on Energy Web 7 (29), 1–7. 

[9] Junge, A.L., Straube, F., 2020. Sustainable supply chains – digital transformation technologies’ impact on the 
social and environmental dimension. Procedia Manufacturing 43, 736–742. 

[10] Kübler, A., Distel, S., Veres-Homm, U., 2015. Logistikbeschäftigung in Deutschland: Vermessung, Bedeutung 
und Struktur. Fraunhofer Verlag, Stuttgart, 97 pp. 

[11] Schwemmer, M. (Ed.), 2016. Die Top 100 der Logistik: Marktgrössen, Marktsegmente und Marktführer in der 
Logistikdienstleistungswirtschaft, Ausg. 2016/2017 ed. DVV Media Group Dt. Verkehrs-Verl., Hamburg, 
400 pp. 

[12] Clauss, A.-M., Schumann, C.-A., 2020 - 2020. A Systems Theory and Action Design Research Perspective on 
Supply Chain Collaboration in the Context of SCM 4.0, in: 2020 IEEE International Conference on Engineering, 
Technology and Innovation (ICE/ITMC). 2020 IEEE International Conference on Engineering, Technology and 
Innovation (ICE/ITMC), Cardiff, United Kingdom. 15.06.2020 - 17.06.2020. IEEE, pp. 1–8. 

[13] Hompel, M. ten, Henke, M., 2017. Logistik 4.0 – Ein Ausblick auf die Planung und das Management der 
zukünftigen Logistik vor dem Hintergrund der vierten industriellen Revolution, in: Vogel-Heuser, B., 
Bauernhansl, T., Hompel, M. ten (Eds.), Handbuch Industrie 4.0 Bd.4. Springer Berlin Heidelberg, Berlin, 
Heidelberg, pp. 249–259. 

[14] Mohr, T., 2020. Der Digital Navigator: Ein Modell für die digitale Transformation. Springer. 

[15] Bucy, M., Finlayson, A., Kelly, G., Moye, C., 2016. The ‘how’of transformation. 

[16] Balakrishnan, R., Das, S., 2020. How do firms reorganize to implement digital transformation? Strategic Change 
29 (5), 531–541. 

[17] Glaser, B., Strauss, A.L., 1967. The Discovery of Grounded Theory. Aldine, Chicago. 

[18] Zinder, E., Yunatova, I. Synergy for digital transformation: person's multiple roles and subject domains 
integration, in: , International Conference on Digital Transformation 2016, vol. 2016, pp. 155–168. 

[19] Xiao, Y., Watson, M., 2019. Guidance on Conducting a Systematic Literature Review. Journal of Planning 
Education and Research 39 (1), 93–112. 

[20] Baptista, J., Stein, M.-K., Klein, S., Watson-Manheim, M.B., Lee, J., 2020. Digital work and organisational 
transformation: Emergent Digital/Human work configurations in modern organisations. The Journal of Strategic 
Information Systems 29 (2). 

[21] Haffke, I., Kalgovas, B.J., Benlian, A., 2016. The Role of the CIO and the CDO in an Organization’s Digital 
Transformation. 

[22] Li, L., Su, F., Zhang, W., Mao, J.-Y., 2018. Digital transformation by SME entrepreneurs: A capability 
perspective. Info Systems J 28 (6), 1129–1157. 

[23] Ohain, B.P. (Ed.), 2019. Leader Attributes for Successful Digital Transformation. 

[24] Soh, C., Yeow, A., Goh, Q., Hansen, R., 2019. Digital Transformation: Of Paradoxical Tensions and Managerial 
Responses. 

[25] Yeow, A., Soh, C., Hansen, R., 2018. Aligning with new digital strategy: A dynamic capabilities approach. The 
Journal of Strategic Information Systems 27 (1), 43–58. 

[26] Correani, A., Massis, A. de, Frattini, F., Petruzzelli, A.M., Natalicchio, A., 2020. Implementing a Digital Strategy: 
Learning from the Experience of Three Digital Transformation Projects. California Management Review 62 (4), 
37–56. 

[27] Eden, R., Jones, A.B., Casey, V., Draheim, M., 2019. Digital transformation requires workforce transformation. 
MIS Quarterly Executive 18 (1). 

[28] Gurbaxani, V., Dunkle, D., 2019. Gearing Up For Successful Digital Transformation. MISQE 18 (3), 209–220. 

335



[29] Hansen, A.M., Kraemmergaard, P., Mathiassen, L., 2011. Rapid Adaptation in Digital Transformation: A 
Participatory Process for Engaging IS and Business Leaders. MIS Quarterly Executive 10 (4), 175–185. 

[30] Heavin, C., Power, D.J., 2018. Challenges for digital transformation – towards a conceptual decision support 
guide for managers. Journal of Decision Systems 27 (1), 38–45. 

[31] Lindner, D., Ludwig, T., Amberg, M., 2018. Arbeit 4.0 – Konzepte für eine neue Arbeitsgestaltung in KMU. 
HMD 55, 1065–1085. 

[32] Matt, C., Hess, T., Benlian, A., 2015. Digital Transformation Strategies. Bus Inf Syst Eng 57 (5), 339–343. 

[33] Reijnen, C., Overbeek, S., Wijers, G.M., Sprokholt, A., Haijenga, F., Brinkkemper, S., 2018. A Shared Vision for 
Digital Transformation: Codification of The Operating Model Canvas Approach. 

[34] Schoemaker, P.J.H., Heaton, S., Teece, D., 2018. Innovation, Dynamic Capabilities, and Leadership. California 
Management Review 61 (1), 15–42. 

[35] Sebastian, I., Ross, J., Beath, C., Mocker, M., Moloney, K., Fonstad, N., 2017. How big old companies navigate 
digital transformation. MIS Quarterly Executive 16 (3), 197–213. 

[36] Shaughnessy, H., 2018. Creating digital transformation: strategies and steps. SL 46 (2), 19–25. 

[37] Singh, A., Klarner, P., Hess, T., 2020. How do chief digital officers pursue digital transformation activities? The 
role of organization design parameters. Long Range Planning 53 (3). 

[38] Solberg, E., Traavik, L.E.M., Wong, S.I., 2020. Digital Mindsets: Recognizing and Leveraging Individual Beliefs 
for Digital Transformation. California Management Review 62 (4), 105–124. 

[39] Berghaus, S., Back, A., 2016. Gestaltungsbereiche der Digitalen Transformation von Unternehmen: Entwicklung 
eines Reifegradmodells. Die Unternehmung 70 (2), 98–123. 

[40] Gimpel, H., Hosseini, S., Huber, R.X.R., Probst, L., Röglinger, M., Faisst, U., 2018. Structuring Digital 
Transformation: A Framework of Action Fields and its Application at ZEISS. J. Inf. Technol. Theory Appl. 19 
(1), 31–54. 

[41] Horlacher, A., Hess, T., 2016 - 2016. What Does a Chief Digital Officer Do? Managerial Tasks and Roles of a 
New C-Level Position in the Context of Digital Transformation, in: 2016 49th Hawaii International Conference 
on System Sciences (HICSS). 2016 49th Hawaii International Conference on System Sciences (HICSS), Koloa, 
HI, USA. 05.01.2016 - 08.01.2016. IEEE, pp. 5126–5135. 

[42] North, K., Aramburu, N., Lorenzo, O.J., 2020. Promoting digitally enabled growth in SMEs: a framework 
proposal. JEIM 33 (1), 238–262. 

[43] Poethke, U., Klasmeier, K.N., Diebig, M., Hartmann, N., Rowold, J., 2019. Entwicklung eines Fragebogens zur 
Erfassung zentraler Merkmale der Arbeit 4.0. Zeitschrift für Arbeits- und Organisationspsychologie A&O 63 (3), 
129–151. 

[44] Baumöl, U., Bockshecker, A., 2018. Steuerung im Zeitalter der Digitalisierung mit dem Digital Business 
Management-Modell. CON 30 (5), 4–11. 

[45] Hess, T., Barthel, P., 2017. Wieviel digitale Transformation steckt im Informationsmanagement? Zum 
Zusammenspiel eines etablierten und eines neuen Managementkonzepts. HMD 54 (3), 313–323. 

[46] Mayer, J.H., Eßwein, M., Hornung, K., Steigner, M., 2019. The MENSCH in the Digital Age - Are next-
generation managers triggering basic changes? CON 31 (5), 57–63. 

[47] Reinhard, H., Rentz, R., Sommerfeld, T., 2020. Digitalisierung steuerbar machen. Control Manag Rev 64 (2), 46–
51. 

[48] Stöger, R., 2017. Umsetzung der Digitalisierung. zfo–zeitschrift für organisationsentwicklung 1. 

[49] Walchshofer, M., Riedl, R., 2017. Der Chief Digital Officer (CDO): Eine empirische Untersuchung. HMD 54 
(3), 324–337. 

336



[50] Ameln, F. von, Wimmer, R., 2016. Neue Arbeitswelt, Führung und organisationaler Wandel. Gr Interakt Org 47 
(1), 11–21. 

[51] Bendel, A., Latniak, E., 2020. Soziotechnisch – agil – lean: Konzepte und Vorgehensweisen für Arbeits- und 
Organisationsgestaltung in Digitalisierungsprozessen. Gr Interakt Org 51 (3), 285–297. 

[52] Boes, A., 2017. Qualifizieren für das Arbeiten im globalen Informationsraum. WSI 70 (2), 155–157. 

[53] Cichosz, M., Wallenburg, C.M., Knemeyer, A.M., 2020. Digital transformation at logistics service providers: 
barriers, success factors and leading practices. IJLM 31 (2), 209–238. 

[54] Fitzgerald, M., Kruschwitz, N., Bonnet, D., Welch, M., 2013. Embracing Digital Technology: A New Strategic 
Imperative. MIT Sloan Management Review., Massachusetts. 

[55] Frank, M., Koldewey, C., Rabe, M., Dumitrescu, R., Gausemeier, J., Kühn, A., 2018. Smart Services – Konzept 
einer neuen Marktleistung. ZWF 113 (5), 306–311. 

[56] Gergs, H.-J., 2019. Agilität und Organisationsentwicklung – Ziemlich beste Freunde? Gr Interakt Org 50 (2), 
101–110. 

[57] Harvad Business Review (Hrsg.), 2016. What is holding back the digial Revolution? Copyright © 2016 Harvard 
Business School Publishing.A Harvad Business Review Analytic Services Report, 1–8. 

[58] Ivanov, D., Tang, C.S., Dolgui, A., Battini, D., Das, A., 2020. Researchers' perspectives on Industry 4.0: multi-
disciplinary analysis and opportunities for operations management. International Journal of Production Research 
53 (8), 1–24. 

[59] Peillon, S., Dubruc, N., 2019. Barriers to digital servitization in French manufacturing SMEs. Procedia CIRP 83 
(1), 146–150. 

[60] Gebhardt, J., Grimm, A., Neugebauer, L.M., 2015. Entwicklungen 4.0–Ausblicke auf zukünftige Anforderungen 
an und Auswirkungen auf Arbeit und Ausbildung. Journal of Technical Education (JOTED) 3 (2), 45–61. 

[61] Hoe, S.L., 2019. Digitalization in practice: the fifth discipline advantage. TLO 27 (1), 54–64. 

[62] Issa, A., Hatiboglu, B., Bildstein, A., Bauernhansl, T., 2018. Industrie 4.0 roadmap: Framework for digital 
transformation based on the concepts of capability maturity and alignment. Procedia CIRP 72, 973–978. 

[63] Lammers, T., Tomidei, L., Trianni, A., 2019 - 2019. Towards a Novel Framework of Barriers and Drivers for 
Digital Transformation in Industrial Supply Chains, in: 2019 Portland International Conference on Management 
of Engineering and Technology (PICMET). 2019 Portland International Conference on Management of 
Engineering and Technology (PICMET), Portland, OR, USA. 25.08.2019 - 29.08.2019. IEEE, pp. 1–6. 

[64] Leipzig, T. von, Gamp, M., Manz, D., Schöttle, K., Ohlhausen, P., Oosthuizen, G., Palm, D., Leipzig, K. von, 
2017. Initialising Customer-orientated Digital Transformation in Enterprises. Procedia Manufacturing 8, 517–
524. 

[65] Mielli, F., Bulanda, N., 2019 - 2019. Digital Transformation: Why Projects Fail, Potential Best Practices and 
Successful Initiatives, in: 2019 IEEE-IAS/PCA Cement Industry Conference (IAS/PCA). 2019 IEEE-IAS/PCA 
Cement Industry Conference (IAS/PCA), St Louis, MO, USA. 28.04.2019 - 02.05.2019. IEEE, pp. 1–6. 

[66] Rautenbach, W.J., Kock, I.d., Jooste, J.L., 2019 - 2019. The development of a conceptual model for enabling a 
value-adding digital transformation: A conceptual model that aids organisations in the digital transformation 
process, in: 2019 IEEE International Conference on Engineering, Technology and Innovation (ICE/ITMC). 2019 
IEEE International Conference on Engineering, Technology and Innovation (ICE/ITMC), Valbonne Sophia-
Antipolis, France. 17.06.2019 - 19.06.2019. IEEE, pp. 1–10. 

[67] Rotzinger, J., 2017. Unternehmen erfolgreich in (die) Zukunft führen. Gr Interakt Org 48 (4), 273–278. 

[68] Solis, B., Li, C., Szymanski, J., 2017. The 2017 state of digital transformation. Altimeter Group 1 (1), 1–33. 

[69] Wolf, M., Semm, A., Erfurth, C., 2018. Digital Transformation in Companies – Challenges and Success Factors, 
in: Hodoň, M., Eichler, G., Erfurth, C., Fahrnberger, G. (Eds.), Innovations for Community Services, vol. 863. 
Springer International Publishing, Cham, pp. 178–193. 

337



[70] Yucel, S., 2018 - 2018. Modeling Digital Transformation Strategy, in: 2018 International Conference on 
Computational Science and Computational Intelligence (CSCI). 2018 International Conference on Computational 
Science and Computational Intelligence (CSCI), Las Vegas, NV, USA. 12.12.2018 - 14.12.2018. IEEE, pp. 221–
226. 

[71] Fitzgerald, M., Kruschwitz, N., Bonnet, D., Welch, M., 2014. Embracing digital technology: A new strategic 
imperative. MIT sloan management review 55 (2), 1. 

[72] Warner, K.S.R., Wäger, M., 2019. Building dynamic capabilities for digital transformation: An ongoing process 
of strategic renewal. Long Range Planning 52 (3), 326–349. 

[73] Ulich, E., 2020. Arbeitspsychologie. vdf Hochschulverlag AG. 

[74] Schuh, G., Anderl, R., Gausemeier, J., Hompel, M. ten, Wahlster, W., 2017. Industrie 4.0 maturity index. 
Managing the digital transformation of companies. Munich: Herbert Utz. 

[75] Henke, M., Besenfelder, C., Kaczmarek, S., Hetterscheid, E., Schlüter, F. Dortmund management model—a 
contribution to digitalization in logistics and supply chain management, in: Proceedings of the 9th International 
Scientific Symposium on Logistics: ISSL, pp. 13–14. 

[76] Molina, K.-M., Kaiser, S., Widuckel, W., 2018. Kompetenzen der Zukunft-Arbeit 2030: als lernende Organisation 
wettbewerbsfähig bleiben. Haufe-Lexware. 

 
Biography 

Hanna Middendorf, M.A. (*1988) studied social science innovation research at the TU Dortmund and 
has worked as a research assistant at the Chair of Enterprise Logistics (LFO) since 2020.  

Dipl.-Päd. Sandra Kaczmarek (*1986) studied educational science with a focus on vocational education 
at the TU Dortmund University and has worked as a research assistant at the Chair of Enterprise Logistics 
(LFO) and the Fraunhofer Institute for Material Flow and Logistics (IML) since 2014. 

Dipl.-Log. Natalia Straub (*1978) studied logistics at the TU Dortmund and has worked as a Chief 
Engineer at the Chair of Enterprise Logistics (LFO) since 2011. 

Alexander Kreyenborg, M. Sc. (*1988) studied automotive mechatronics at Munich University of 
Applied Sciences and industrial engineering at Münster University of Applied Sciences. Since 2016, he is 
research assistant at the TU Dortmund University at the Chair of Enterprise Logistics. 

Maximilian Austerjost, M. Sc. (*1986) studied mechanical engineering with economics at the South 
Westphalia University of Applied Sciences in Meschede and the University of Paderborn. He has worked 
as a research assistant at the Chair of Enterprise Logistics (LFO) and the Fraunhofer Institute for Material 
Flow and Logistics (IML) since 2014. 

Prof. Dr. Michael Henke (*1971) has been in the leadership of the Chair of Enterprise Logistics (LFO) 
and institute director of the Fraunhofer Institute of Material Flow and Logistics (IML) at the TU Dortmund 
University since 2013. He is also an adjunct professor for Supply Chain Management at the School of 
Business and Management at the Lappeenranta University of Technology in Finland since 2015. 
 

338



 

CONFERENCE ON PRODUCTION SYSTEMS AND LOGISTICS 
CPSL 2021 

__________________________________________________________________________________ 
 

DOI: https://doi.org/10.15488/11250 

 

2nd Conference on Production Systems and Logistics 

Experimental Validation Of A Solidification Model For Automated 
Disassembly 

Richard Blümel1, Annika Raatz1  
1 Leibniz University Hannover, Institute of Assembly Technology, An der Universität 2, 30823 Garbsen, Germany 

 

Abstract 

Disassembly is a crucial step towards sustainable life cycle engineering. During the operation, assembly 
connections solidify to an unknown state, e.g. due to thermal or mechanical stress on the product. Therefore, 
disassembly forces are hard to predict. With regard to automated disassembly, this complicates the proper 
planning of disassembly times and tools. The uncertainties can lead to damage or destruction of the product, 
impeding regeneration. To tackle these problems, in earlier work, we proposed a solidification model, which 
enables planners to predict disassembly forces based on the products geometric properties and operational 
history without investigating the complex physical influences caused by the usage of the product. The 
disassembly of high-value capital goods like aircraft engines, in particular blade-disk connections, serves as 
an application case. Still, we were not yet able to validate the solidification model due to the lack of 
experimental reproducibility. In this work, we adapt the existing model of a solidified assembly connection 
created in prior work with an additional clamping force. The additional force aims to represent the 
solidification force. This can significantly increase reproducibility and reduce disturbances. 

Keywords 

Disassembly; Regeneration; Turbine Blades; Design of Experiments; Regression Model 

 Introduction 

Disassembly is a process that is strongly characterized by uncertainties [1]. In contrast to assembly, essential 
process variables to plan an automated process such as the force to be applied and the duration of the process 
can only be estimated based on experience and cannot be determined precisely [2]. During operation, 
products are subjected to physical and thermal stress or corrosion. Thus properties, such as joining 
tolerances, used to plan assembly lose their validity. This way, detachable connections solidify into hardly 
or even non-detachable connections, resulting in unknown disassembly planning parameters. The 
Collaborative Research Centre (CRC) 871, "Regeneration of Complex Capital Goods", aims to develop a 
scientific basis for maintenance, repair and overhaul (MRO) using aircraft engines high-pressure turbine 
(HPT) blades as the focus of attention. The expenses for MRO of aircraft engines cause approximately one-
third of the engine's operation costs [3]. New turbine blades can cost as much as $8,000 each [4], making 
regeneration appropriate. The main goal of the research within the CRC 871 is to restore or even improve 
the functional properties to save and regenerate as many worn components as possible.  

One aspect of the CRC 871 is establishing a projectable disassembly procedure of the HPT blades out of the 
turbine disks as the initial step for regeneration. Usually, qualified and skilled workers mainly carry out the 
disassembly based on practical knowledge due to the difficulty of predicting process parameters [5]. 
However, the vague condition of turbine blades still carries the risk of further damage. That can lead not 
only to delays but also to parts becoming unusable for regeneration. As a result, it becomes difficult to predict 
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and plan the disassembly time, and all subsequent regeneration processes cannot be efficiently scheduled. In 
order to plan and establish an automated disassembly process, it is necessary to gain information concerning 
parameters affecting the turbine's state. One of the main parameters is the solidification, which directly 
influences the disassembly force and time. In prior work, we developed a model to determine the force to 
disassemble aircraft engine turbine blades by simulation and experimental investigation [6][7]. Since we 
could not use real solidified samples of a used aircraft turbine, we create the solidified samples synthetically. 
The simulation and following experimental investigation so far were altogether valuable but were missing 
reproducibility. To face that deficit, in this work, we adapt the model with an additional variable, which 
represents the solidification and which we can adjust actively. Additionally, this paper aims to validate the 
applicability of the solidification model using replicated samples. The goal is not to exactly emulate real 
turbine blade disassembly but to create a basis for further experimental investigation and a method to 
evaluate different disassembly strategies. First, we briefly describe the existing approaches in chapter 2. In 
chapter 3, we will present the disassembly test rig used for our experiments, which we use to validate the 
solidification model described in chapter 4. Last, we will give a conclusion as well as an outlook in section 5. 

 Related Work 

During operation, numerous influences change the condition of aircraft engines. The variation of flight 
routes, e.g. over desert or ocean, hours of operation or number of cycles, and the construction differences 
like material or geometry make it challenging to know in what manner the assembly connections solidify. 
Especially hot corrosion, caused by a mixture of components in the fuel and the intake air (e.g. sand, sea 
salt), is the determining factor for changing the surface's structure [8]. This not only weakens the components 
but also increases the effort required for disassembly. As introduced, the focus is on the disassembly of HPT 
blades, whose assembly connection solidify from a clearance fit during assembly to an unknown state. 
Process parameters like the disassembly force or time become unpredictable, which hinders the automation 
of disassembly. Therefore, skilled workers generally perform the disassembly manually, inter alia, using 
hammer strikes. However, this carries the risk of further damage. 

While the automated disassembly of consumer goods like electronics [9] or electric vehicle's batteries [10] 
is currently widely researched, the automated disassembly of complex capital goods like aircraft engines is 
yet barely investigated. In order to plan and automate the disassembly of turbine blades, we plan to determine 
and predict disassembly parameters based on the solidification caused by wear and tear due to operation. 
Research on determining aircraft engine's maintenance intervals showed the possibility of predicting the 
remaining lifetime of turbine engine parts [11]. In prior work, we developed a model of an operationally 
solidified turbine-blade-disk connection to determine the disassembly parameters [6]. Using that model, we 
created a learning method to predict disassembly parameters based on known operational influences like 
hours of operation or flight routes, e.g. desert or ocean [12]. Also, we investigated decoupling the 
disassembly parameters from the assembly connection's geometry [7]. Using our developed technique, we 
intend to transcribe disassembly parameters like the force of a well-investigated geometry "A" to a yet-
unknown geometry "B" without measuring it beforehand. Thus, it is no longer necessary to examine each 
geometry individually. Instead, we can include the geometric properties in the prediction of disassembly 
parameters. 

2.1 Development Of A Solidification Model 

Figure 1 shows the model's development, starting with an exemplary turbine disk with turbine blades inserted 
in a slot with a fir-tree shape in a) and a cut along the intersection line through the blade root in a turbine 
disk in b). Figure 1c) shows the solidification model. The solidifying force Fs(z) is the force resulting from 
the solidification that must be exceeded by the disassembly force FDM of the tool. The weight force of the 
blade root sample supports the disassembly force. The contact surface ACS(z) can be taken from CAD data 
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and decreases during the disassembly process along the disassembly path z. It will become zero when the 
actual path z reaches the total disassembly length lD. A modelled interference fit between the blade root and 
the turbine disk represents the solidification, where the resulting surface pressure p is the central solidifying 
characteristic.  

 

Figure 1: a) Cut through the Turbine Disk, b) Sectional view of the Turbine Disk, c) Solidification model [7] 

To use the model for analysis, we transferred the model into a FEM-simulation. The simulation showed the 
possibility of defining and calculating constant parameters for each geometry. These geometry parameters 
can then be used to compare disassembly forces of two blade root shapes with a similar usage history [7]. 
To verify the simulation, we conducted several experiments. As aforementioned, the experimental 
investigation would require used aircraft turbines, which we do not have. Therefore, we had to create 
operational solidified disk-blade connections synthetically.  

2.2 Previous Approaches For Synthetic Solidification Modeling 

The first attempt was to rust samples of a blade-disk connection artificially. They consisted only of the blade 
root and a surrounding segment of the turbine blade. We designed three different kinds of shapes to 
investigate the geometry's transferability. They were similar to the fir-tree-design (Figure 1a) but with an 
upscaled size, consisting of an inner part, the replica blade-root, and an outer part, the replica turbine disc. 
The samples were made of mild steel so that they rust easily. We also specified a clearance fit so that a 
disassembly force in the non-solidified state is zero, just like the original connection. To artificially induce 
solidification, we left samples to rust in a salt spray chamber. The following disassembly test's results showed 
that disassembly was hardly possible. We could see wildly varying degrees of rust covering the samples. 
Furthermore, we could only use every probe only once for disassembly testing. Thereby the tests lack 
reproducibility and even feasibility. They also require a considerable amount of samples to repeat.  

The second approach synthetically emulating an operational solidified blade-disk connection was to add 
industrial glue onto the contact surfaces of similar samples. We let it harden with varying contact pressure 
and times. Using an adhesive remover, we were now able to clean and therefore reuse the sample. However, 
compared to the rust tests, we could see much lower disassembly forces. Beyond that, we saw a very high 
variation in the test results. We also observed a visibly recognizable unequal glue distribution between the 
left and the right side and along with the shape itself. Summarily, we get a better reproducibility since we 
can repeat the tests more often, but we see a higher variation in the results due to the manual glue application 
process.  

The experiments show that they lack reproducibility and are subject to variations by human inaccuracy. To 
tackle these obstacles, we adapt the existing solidification model. Instead of synthetically creating solidified 
connections, we add the clamping force FCl instead of an interference fit to induce the surface pressure caused 
to tackle the disadvantages and difficulties (Figure 1c). That allows us to repeat the experiments infinite 
times and always set the same surface pressure. A clamping unit will apply the external force. To examine 
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and validate the adapted solidification model, we had to rework the disassembly test rig, described in the 
following. 

 Disassembly Test Rig 

To investigate solidified turbine disk-blade root connections, we developed and built a test rig to perform 
disassembly tests (Figure 2). The central part is the disassembly unit, consisting of a servo motor, a gearbox, 
and a ball screw to produce the disassembly tool's speed. It also has a piezo-stack-actuator, a 10 kN load cell 
to measure the disassembly force and a pushing rod. The piezo-stack-actuator is not relevant for this paper 
and will be used in future work to reduce the disassembly force using micro impacts. Since the piezo 
actuators maximum load is 4.5 kN, the disassembly is limited to this force. The second and new element of 
the test rig is the clamping device to model a solidified assembly connection. The clamping unit consists of 
another servo motor with an integrated gearbox connected to a machine vice with a maximum force of 45 kN. 
Both are placed on a plain linear guidance to position the sample holder under the disassembly pushing rod 
manually. The sample mount is placed between the vice's jaws and includes another load cell with a 
maximum force of 50 kN. The samples are placed and clamped with repeatable accuracy using a locking pin 
and an adjusting screw. By setting the clamping force, the samples placed between the clamping unit's jaws 
represent a solidified turbine disk-blade connection with a reproducible degree.  

 
Figure 2: Turbine Blade Disassembly Test Rig 

The entire system has been integrated with a Siemens PLC. With a mobile HMI panel, we can control the 
test rig. We use the gear transmission ratio of the gearbox and the thread pitch of the ball screw to calculate 
the disassembly speed from the motor's revolution speed. A laser distance sensor measures the path and 
determines the actual feed. To clamp the samples, we set the desired clamping force, and the servo motor 
turns the vice's spindle until the set value is reached. Using the PLC's internal data logging function, we can 
record the parameters time, disassembly speed, clamping force, distance and disassembly force. This allows 
us to collect the necessary data during the experiments.  
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 Validation of the Solidification Model 

In order to examine and validate the applicability of the solidification model, we will use the Design of 
Experiments (DoE), which is a technique to resolve usually complex and costly experiments efficiently. 
With all influences and factors included, we can obtain maximum information with a given number of 
experiments [13]. DoE also normalizes the data to assist the investigation and finds the values of significant 
factors and those with little influence. The relationship between the input variables and the effect on the 
output is evaluated using regression analysis, a curve-fitting method to predict an output or dependant 
variable based on inputs or independent variables [14]. That allows us to determine whether the variation of 
disassembly parameters can predict disassembly forces. It also shows the significance and amount of the 
influence on the output. 

4.1 Full factorial DoE Analysis with Three Parameters 

We will plan the experimental design by considering the main parameters for disassembly. For a profitable 
process from an economic point of view, the disassembly time is essential. With the relationship between 
disassembly path z and the disassembly time, we define the disassembly speed vD as the first factor. The 
second factor is the clamping force, which resembles the solidification, as mentioned before. Furthermore, 
we add a third factor, the shape of the blade root, to investigate the contact surface and geometric form 
variation. As mentioned before, we want to decouple the disassembly parameters from geometric properties.  

We considered the total samples' length of 20 mm and the disassembly time to define the disassembly speed 
levels of the DoE plan. Thus, we chose 1 mm/s for a slow and 10 mm/s for a fast disassembly speed to push 
out the blade root. In preliminary tests, we located the lower and upper level for the clamping force. When 
setting it lower than 2 kN, the probes repeatedly fell down before the actual test, as for higher forces than 
8 kN, we were unable to push out the samples. We took the original HPT blade and redesigned two related 
contours to vary the blade root's shape and the contact surface (Figure 3). The samples are made of stainless 
steel to prevent them from rusting. Also, stainless steel is less costly than the original CSMX-4 superalloy. 

 
Figure 3: Overview of the different blade root shape samples: a) "Original", b) "Double", c) "B-shape" 

We named the original form "Original", a contour twice the size "Double" and a third shape with the same 
contact surface but a different contour as the original one, "B-shape". In the experimental design, the shape 
of the blade root has a particular position. We divide it into three levels since it has three categories and is 
not a continuous variable. The levels for the factors are presented in Table 1. 

Table 1: Levels of influential parameters levels in full factorial design 

Factors Low (0) High (1)  
Disassembly Speed ( vD), mm/s 1 10  
Clamping Force (FCl), N 2000 7000  
Shape of Blade-Root (BRS), - Original Double B-shape 

a) b) c) 

80 mm 
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We use the full factorial experimental design to investigate the three input variables at all possible 
combinations. That allows us not only to examine the influence of each factor but also the effects of 
interactions between the factors on the output variable. We conducted every experiment five times. The 
shown response variable in Table 2 is the mean over five repetitions of the disassembly force, presenting the 
resulting observations using the mentioned values for each factor of Table 1. 

Table 2: Observation table: full factorial design 

Run order vD FCl BRS Disassembly Force (N) 
1 1 1 Original 2794.51 ± 87.40 
2 0 1 Original 2697.25 ± 178.30 
3 1 0 Original 761.18 ± 86.63 
4 0 0 Original 853.39 ± 52.72 
5 1 1 Double 2362.55 ± 259.51 
6 0 1 Double 2018.83 ± 207.94 
7 1 0 Double 674.40 ± 96.28 
8 0 0 Double 594.18 ± 54.88 
9 1 1 B-shape 2200.49 ± 235.34 
10 0 1 B-shape 2211.12 ± 177.74 
11 1 0 B-shape 725.72 ± 122.05 
12 0 0 B-shape 776.67 ± 119.38 

4.2 Regression Analysis 

In order to perform the regression analysis, we create a polynomial for Y, the dependant variable as a function 
of the explanatory variables Xi. We can also include terms to describe the influence of interdependences. To 
catch the diversification of the Y values, we need to add a residuum ε. With 𝑛𝑛 observations, 𝛽𝛽𝑖𝑖 the partial 
regression coefficients and two input variables, an exemplary equation for the regression follows to:  

𝑦𝑦𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1 ∙ 𝑥𝑥𝑖𝑖,1 + 𝛽𝛽2 ∙ 𝑥𝑥𝑖𝑖,2 + 𝛽𝛽3 ∙ 𝑥𝑥𝑖𝑖,1 ∙ 𝑥𝑥𝑖𝑖,2 + 𝜀𝜀𝑖𝑖 , 𝑖𝑖 = 1, … ,𝑛𝑛   (1) 

In our case, 𝑦𝑦𝑖𝑖 stands for the estimated value for the disassembly force, and the input variables are the 
disassembly speed, clamping force and the blade root's shape. As mentioned before, the blade root's shape 
is a categorical variable. Therefore, we need two dummy or binary variables d1 and d2, to analyze the 
categories, as shown in [15]. Whenever the observation of the blade root's shape is "Double", d1 is equal to 
one, otherwise zero. Similarly, we define d2 as equal to one for "B-shape" and otherwise zero. The original 
shape will become the reference category since both dummy variables will be equal to zero. That results in 
Equation 2 for the multiple linear regression. 

𝑦𝑦� = 𝛽𝛽0 + 𝛽𝛽1 ∙ 𝑣𝑣𝐷𝐷 + 𝛽𝛽2 ∙ 𝐹𝐹𝐶𝐶𝐶𝐶 + 𝛽𝛽3 ∙ 𝑣𝑣𝐷𝐷 ∙ 𝐹𝐹𝐶𝐶𝐶𝐶 + 𝛽𝛽4 ∙ 𝑑𝑑1 + 𝛽𝛽5 ∙ 𝑑𝑑2 + 𝛽𝛽6 ∙ 𝑣𝑣𝐷𝐷 ∙ 𝑑𝑑1 + 𝛽𝛽7 ∙ 𝑣𝑣𝐷𝐷 ∙ 𝑑𝑑2 +
𝛽𝛽8 ∙ 𝐹𝐹𝐶𝐶𝐶𝐶 ∙ 𝑑𝑑1 + 𝛽𝛽9 ∙ 𝐹𝐹𝐶𝐶𝐶𝐶 ∙ 𝑑𝑑2    (2) 

When observing the original form, d1 and d2 are zero, each term containing d1 and d2 is dropped. Looking at 
the "Double" shape, d1 will be one, and d2 will stay zero leading to adding 𝛽𝛽4 to 𝛽𝛽0, 𝛽𝛽6 to 𝛽𝛽1 and 𝛽𝛽8 to 𝛽𝛽3, 
and dropping 𝛽𝛽5 ∙ 𝑑𝑑2, 𝛽𝛽7 ∙ 𝑣𝑣𝐷𝐷 ∙ 𝑑𝑑2 and 𝛽𝛽9 ∙ 𝐹𝐹𝐶𝐶𝐶𝐶 ∙ 𝑑𝑑2. For "B-shape", it is vice-versa.  

Table 3 shows the regression's results for each input variable. The Effect-column shows the effect of 
changing the factors from low to high, based on each mean value. For example, increasing the disassembly 
speed from 1 mm/s to 10 mm/s increases the resulting disassembly force by 61.24 N. The Coef-column 
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shows each regression coefficient 𝛽𝛽𝑖𝑖, and their standard errors in the SE Coef-column. They can be the same 
when the design matrix for calculation is orthogonal. It also contains the t-and p-values for the following 
goodness of fit test. The t-value is the coefficient divided by its standard error. It is used to determine the p-
value from the Student's t-distribution and used for testing the significance [16].  

Table 3: Coefficients table for disassembly force 

Term Effect Coef SE Coef t p 
Constant  847.13 53.17 15.932 < .001 
vD 61.24 -79.67 67.26 -1.185 0.243 
FCl 1649.87 1856.39 67.26 27.602 < .001 
vD∙FCl 1195.54 146.42 67.26 2.445 0.018 
d1 -215.05 -277.72 71.34 -3.893 < .001 
d2 -116.03 -39.43 71.34 -0.553 0.583 
vD∙d1 -44.86 209.45 82.37 2.543 0.014 
vD∙d2 -111.30 -33.32 82.37 -0.405 0.688 
FCl∙d1 761.80 -382.20 82.37 -4.640 < .001 
FCl∙d2 779.94 -483.99 82.37 -5.876 < .001 

4.3 Goodness of Fit 

After collecting all the data and setting up the regression model, we can now check its adequacy and fitting. 
The most commonly used measure for the "Goodness of Fit" of multiple regression is the multiple coefficient 
of determination or R² [16]. Its limits are between zero and one; the closer to one, the better is the fit. The 
calculated R² for our model is 0.981, as seen in Table 4. The disadvantage of R² is that with many input 
variables, its value can be high, even though one or more inputs do not affect the output. Beyond that, adding 
more regressors always increases but never decreases R² because it assumes that every predictor explains 
the dependant variable. The adjusted R² tackles this problem by considering only those input variables that 
affect the output. A value for the adjusted R² at 0.977 testifies a good fit, too.  

Table 4: Regression statistics for full factorial design 

Term  Value 
Standard error of regression SER 130.240 
Coefficient of determination R² 0.981 
Adjusted coefficient of determination Adjusted R² 0.977 

After that, we will test the regression model's overall significance, i.e. test if the source of variation in 𝑌𝑌 is 
due to random influences or dependent on the input variables. To do this, we use null hypothesis testing. 
Each null hypothesis must be rejected to show a dependency between predictor and response variable. If 
each null hypothesis is rejected, the alternative hypothesis must be true, stating that at least one of the 
regressors is unequal zero.  

The first assumption to investigate whether to accept or reject is the joint hypothesis. It states that all 
regression coefficients are zero simultaneously, as in Equation 3. We do this by the analysis of variance 
(ANOVA). To reject the joint hypothesis, the resulting p-value of the ANOVA-procedure must be lower 
than the significance level α. We chose a level of α = 0.05, which means the risk of including effects that 
have no influence is 5%. A rejection of the null hypothesis will lead to accepting the alternative hypothesis 
(Equation 4), which states, as mention before, that at least one regressor has predictive power.  
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𝐻𝐻0: 𝛽𝛽1 = 𝛽𝛽2 = ⋯ = 𝛽𝛽𝑖𝑖 = 0    (3) 

𝐻𝐻𝑎𝑎: 𝛽𝛽𝑖𝑖 ≠ 0    (4) 

As seen in Table 5, the calculated p-value is lower than the significance level α, which leads to the rejection 
of the joint hypothesis that all input variables together have no effect on the disassembly force in the model 
estimated. This indicates that the regression has predictive power for the disassembly force. 

Table 5: ANOVA for full factorial design 

 Degrees of freedom Sum of Squares Mean Square F p 
Regression 9 4.332 ∙ 107 4.813 ∙ 106 283.754 < 0.001 
Residual 50 8.481 ∙ 105 1.696 ∙ 104   
Total 59 4.417 ∙ 107    

The second hypothesis testing of the regression and the model's usefulness is the significance test for each 
slope coefficient 𝛽𝛽𝑖𝑖 individually. In this case, the null hypothesis states that the individual regression is not 
zero, as seen in Equation 5.  

𝐻𝐻0: 𝛽𝛽𝑖𝑖 = 0    (5) 

𝐻𝐻𝑎𝑎: 𝛽𝛽𝑖𝑖 ≠ 0    (6) 

If a slope's t-value is greater than the critical t-value for the significance level alpha, the null hypothesis will 
be rejected. From this follows that the alternative hypothesis is fulfilled, which means that the individual 
regression coefficient is not zero (Equation 6). As seen in Figure 4, the clamping force and all its interactions 
are significant, as well as the "Double"-shape's variable and its interactions. However, the disassembly speed, 
the "B"-shape's dummy variable and their interaction are statistically not relevant, meaning that these terms 
have such a small impact that they are irrelevant for predicting the disassembly force.  

 

Factor Name Unit 
A vD mm/s 
B FCl N 
C d1 - 
D d2 - 
   

Figure 4: Pareto chart of full factorial design for disassembly force 

Null hypothesis testing can only be applied for normally distributed estimators 𝛽𝛽𝑖𝑖. Since they are linear 
functions of each 𝜀𝜀𝑖𝑖, we can test the residual's normal distribution. If the residuals are normally distributed, 
the estimators are as well. In our analysis, the normal probability plot (Figure 5a) indicates that the normal 
distribution is a good model for the results but shows a few outliers. The residuals' distribution follows a bell 
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shape curve and also shows the presence of outliers, as they make it slightly skewed to the left and right, as 
seen in Figure 5b). We can therefore assume that the residuals are normally distributed, and the null 
hypothesis testing is valid.  

  
a) b) 

Figure 5: Residual Plots for Disassembly Force: Full Factorial Design 

The experiment shows the unexpected result that the disassembly speed has a minor influence on the 
disassembly force. A tenfold increase in speed from 1 mm/s to 10 mm/s decreases the disassembly force by 
an average of only approximately 61 N. In contrast, as expected, the clamping force has vast influence. 
Increasing it by 5 kN increases the resulting disassembly force by around 1.65 kN. The customized 
geometric shape with twice the contact surface shows a significant influence, too, in contrast to the "B-
shape", whose influence can be seen as noise. According to [16], the coefficients' standard error measures 
its prediction accuracy. In our case, they indicate a relatively good precision. It also shows that the estimation 
of the input's coefficients is more precise than the dummy variable's and interactions' coefficients. 

In summary, the regression analysis is suitable to describe the solidifying model. It can therefore predict the 
disassembly force based on the predictors speed and clamping force. Furthermore, we can include the 
geometric shape in the prediction model. The exact dependence of the geometric shape on the output variable 
and a decoupling from geometric properties will be investigated in future work. Also, we need to determine 
the correlation between the operational influences (flight route, number of cycles) and the clamping force. 

 Conclusion and Outlook 

This work's objective is to adapt the existing solidification model and to validate its applicability. As 
mentioned at the very beginning, our previous research's main issue was the lack of reproducibility. We 
showed that we could model a solidified turbine disk-blade joint in a reproducible manner by an additional 
force using a clamping unit. The experiment was planned using DoE to gather data. With setting up a 
regression, we created a basis to predict the disassembly force to plan disassembly tools and time based on 
performed experiments and gathered data. We can also automated disassemble simple turbine blade samples 
using the disassembly test rig and measure the necessary information to predict the disassembly force. 

In future work, we will add the presented piezo-stack-actuator to confirm the possibility to decrease the 
needed disassembly force, as seen in past investigations. Since the manufacturers instruct specifications and 
damage patterns for accepting or rejecting parts for reuse, we need to reduce the pressure on the surface as 
much as possible. Together with the prediction model, we can establish a foundation for an adaptive and 
component friendly disassembly process. Additionally, we need to investigate how operational parameters 
like the number of cycles and flight routes affect the modelled solidification. Eventually, we want to use the 
developed knowledge to predict the disassembly parameters depending on the operation. That will support 
aviation MRO planners and companies to plan an automated and component friendly disassembly efficiently. 
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Abstract 

RFID technology enables products and load units to be identified in the absence of a direct line of sight. In 
recent years, it has grown into one of the principal tools of identification used in industrial environments. 
For it to function properly, efficiently and reliably in such locations, factory planners require comprehensive 
integration of an RFID system. Although planning methods and tools for integrating RFID into existing 
production and logistical environments are available, it takes a great deal of time and expense to implement 
the procedures successfully. This is because logistics and production systems and processes need to be 
adapted to incorporate an RFID process, which discourages many companies from installing it in their 
production. Furthermore, to avoid identification problems in production and material flow processes, factory 
planners need substantial knowledge of the parameters that influence RFID.  

This paper presents a generic planning method which considers the conceptual design and implementation 
of RFID systems in an industrial environment from the beginning of the factory planning process. The aim 
of the method is to give factory planners and RFID experts a guideline on how to plan and implement RFID, 
by taking an interdisciplinary approach. After first reviewing current RFID planning methods, the paper 
presents a new six-phase planning method the aim of which is to enable experts in the industry to plan their 
production, logistics and RFID systems simultaneously, with due regard for the individual requirements of 
each system.  

 

Keywords 

RFID Systems; RFID Planning; Factory Planning; Planning Processes  

1. Introduction 

RFID is a driving technology that enables processing companies to identify tagged products in the absence 
of a line of sight and to seamlessly track the goods at a production site. RFID tags are applied to goods and 
read by a dedicated RFID reader. The advantage of RFID technology is that it enables production and 
logistics to be controlled effectively and gives management an overview of material flows. Although RFID 
has further advantages, implementing this technology in a processing site is a challenging task. RFID has 
many restrictions, which managers and production site planners need to be aware of [1]. For example, 
metallic objects can interfere with or even block the electromagnetic waves of the RFID systems, which can 
lead to a breakdown in communication [2]. Other problems in the RFID system during the production process 
include RFID tags that cannot be read or electromagnetic waves from different RFID readers that interfere 
with each other. 
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When such problems occur, factory managers have to make adjustments not only to the RFID technology 
itself but also to the production site and its logistics. This can seriously disrupt the production process, which 
in turn leads to a loss in profits. To prevent such problems, factory planners have to consider RFID when 
designing a new factory, redesigning an existing one, or implementing RFID for the first time at an existing 
site. To achieve this, RFID must be an integral component of the factory planning process. This concerns 
not only the planners and their methods, but also extends to their tools and way of thinking. An RFID system 
simulation may be an appropriate tool for such a purpose. 

Many tools are already available that simulate RFID and the propagation of electromagnetic waves. 
Furthermore, manufacturers of RFID technology already possess detailed knowledge of the limitations and 
requirements of their products. Manufacturers use a variety of computer-aided models (CAX), which RFID 
experts can employ for their tools. These tools already exist and set the stage for planners of logistics, 
production and RFID systems to design factories in an integrative manner. However, it is necessary to 
address not only the questions of how and when different planners will work together but also how to 
implement the data flows of the different data formats between the planners and how the RFID simulation 
tools will be used to plan a factory. [3] 

The authors of this paper present a method by which planners can design and lay out logistics, production 
and RFID systems for planning factories in an integrative manner. 

2. Current approaches to planning RFID systems 

Several RFID planning processes have been developed over the last few years, most of them concentrating 
on integrating the technology in logistical systems. The common ground of these processes is that they focus 
on integrating RFID into existing systems. Furthermore, the procedures in most of these models are generally 
the same: 

1. Define the aims of using RFID; 
2. Analyse the place of operation; 
3. Derive the system requirements and boundary conditions; 
4. Develop an application concept; 
5. Implement the established concept.  

Several good examples of these methods have been published [see 4-9]. 

Hellström proposes an RFID implementation process based on an IT implementation model [4]. The model 
is derived from data gathered from two use cases and divides the RFID implementation into seven stages: 
initiation, adoption, adaptation, acceptance, routinisation and infusion. The author points out that although 
all the stages can be performed simultaneously, if one step proves inconclusive regarding the benefits or 
implementation possibilities of RFID, it would be necessary to iterate previous steps. The activities of each 
implementation stage are outlined in the model. However, the model does not go into detail about how the 
activities should be conducted.  

The method by Donath, as described in [5], introduces a process for implementing RFID in small and 
medium-sized enterprises (SMEs) and proposes an implementation in six phases rather than seven as in [4]. 
The author focuses on pointing out at which time of each phase different tests and analyses are performed  
to verify the concept for integrating RFID in existing logistical process. Among other things, the author 
proposes economic analyses, components, integration processes, systems and acceptance tests. The tests are 
categorised as laboratory (or synthetic) or on-site-tests. Again, the procedure is not further elaborated. 

A similar method was developed by Fruth in [6], who also proposed an RFID implementation process for 
SMEs. Dividing the process into five phases (definition, concept, objective design, pilot, and 
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implementation), the authors place the activities relating to implementation into one of three categories: 
performance processes, supporting processes or management processes. Each category of activity thus plays 
a different key role. 

A different type of process model is presented by Vogeler in [7]. Based on case studies conducted in the 
textile industry, the author presents a model consisting of a series of flexible iterative steps, which are 
categorised into four activities: controlling, security, design and support. The steps are not necessarily 
followed in a linear fashion but can be repeated in one or more phases of the implementation process. A 
process intensity diagram shows where the planner of the RFID system should initiate each of the planning 
steps. The diagram also suggests milestones for each activity, but these may be moved depending on the 
project in which the model is used. 

Fischer develops a modular concept for planning RFID-supported logistical processes in [8]. Instead of 
investigating the various planning phases, the author considers the different RFID modules. These are the 
RFID technology, the object of identification, and the identification process. In the first step, the 
requirements, boundary conditions, resources needed, and objects of interest are defined for each module. 
This is followed either by an evaluation of existing solutions for use in the current tasks or the development 
of new solutions.  

A different approach to those given above is presented in [9] by Steinhaus. Instead of defining specific tasks 
in a specific order, the author presents questions intended to help SMEs implement RFID in their businesses. 
The questions are grouped into preparation, organisation, technology and process management. They are 
published in a guideline, which also gives examples of how RFID can be implemented in specific logistical 
processes. 

3. Integrated RFID planning method 

3.1 Method development 

As stated in the previous section, current RFID planning methods focus on the implementation of RFID 
systems in an existing production or logistical environment. However, no link exists between the factory 
activities and the work of RFID planners. This section presents an integrated planning process, in which the 
two interacting aspects of RFID and factory planning are considered simultaneously from the beginning of 
the factory project. The aim of the method is to provide planners with a holistic and interdisciplinary guide, 
which they can use in a generic factory planning project. The method was mainly devised and evaluated for 
green field planning.  

The method is based on the processes described in the Munich Model of Methods by Braun & Lindemann 
[10]. First, the existing methods, which were introduced in Section 2, were analysed. It was determined that 
since the respective planning procedures and phases in RFID are similar to those in the factory environment, 
they can be superimposed. The method developed is founded on the planning processes in  [5,8,6]. However, 
as can be seen from Figure 1, the phases of the different processes do not coincide entirely.  

For this reason, the RFID planning processes were broken down and the individual steps reallocated into the 
factory planning processes from [11], which is a more detailed extension of the standardised factory planning 
process of [12]. Further steps were added to meet the requirements of an integrated planning process. These 
steps mainly concerned the estimation of signal coverage using computational electromagnetics (CEM) 
software as an additional planning tool. The method and its phases are presented schematically in Figure 1. 
The different colours inside the phases correspond to the qualitative integration of the RFID planning steps 
of the respective authors into the factory planning process in [11]. Dark red indicates the additional planning 
steps devised for this new method, which include the use of CEM. 
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Figure 1: Qualitative comparison of the planning phases in [5], [6], [8], [11] and the method with the additional 

planning steps described section 3.2 in reference to the phases of the standardised factory planning process of [12]. 

The following section presents an overview of these steps in the different phases of the integrated planning 
process. 

3.2 Planning phases of the integrated RFID and factory planning process 

3.2.1 Objective planning  

The integrated RFID and factory planning process commences with an objective planning phase, in which 
the objectives of the factory building project are set and the basis of the planning process established. The 
steps included in the general factory planning process phase determine the envisaged product range, set key 
dates, work packages and planning milestones, and compile an initial financial framework for the project as 
a whole. Also included in the first steps of the objective planning phase is the establishment of the data sets 
required for the subsequent planning process. The data can be obtained by revising past planning projects 
and product information, researching the latest government regulations, and gathering information on the 
state of the art in production as well as in logistics technology and processes. 

The integration of RFID planning in this phase extends the general factory planning phase by ensuring that 
RFID is considered in the first few steps of the project. This includes analysing the use of RFID in past 
projects or researching the state of the art of different RFID systems for similar processes. Additionally, 
factory planners need to identify initial potential areas of deployment for RFID systems in the planned 
factory environment. 
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At the end of this phase, planners should have a portfolio of information gathered during the phase, as well 
as a complete project plan containing work packages and schedules for the project as a whole.  

3.2.2 Preliminary planning  

Planners use the data gathered in the objective planning phase to build an initial theoretical concept of the 
production and logistical systems and processes in the preliminary planning phase. The concepts in this 
phase do not include a factory layout but concentrate on the procedure and sequences of different processes 
in the production and logistical environment, and assemble them into flow charts, functional diagrams, etc.  

The requirements of the RFID systems to be used in the production and material flow processes can then be 
derived from the resulting production program and production & material flow chart. This involves a 
requirements analysis, which includes analysing possible tag positions on the product, as well as tag types, 
reading distances, reading rates, and material influences. The requirements analysis should not only focus 
on the current production plans but also on planned future production projects and possible uses of RFID in 
the company, thus taking into account the adaptability of the factory. It is crucial that RFID system planners 
work closely with the planners of the logistics and production systems. Whenever there are any changes in 
the concept of any subsequent systems, these can affect the requirements which the RFID systems have to 
fulfil.  

Once the preliminary requirements are available to the RFID planners, the next step requires them to set up 
initial concepts for the application of RFID tags and to perform the initial tests required for a feasibility study 
of these concepts. These can include synthetic laboratory tests (such as described in [13] and [14]) for 
example or simulations (e.g. as presented in [15]) to show how RFID tags can be applied to assembly 
components of product or loading units and how different setups (e.g. tag position, tag type, antenna type, 
etc) can affect system efficiency. The aim of these tests is to validate the application concepts developed and 
to determine the range in which RFID can be used in the various production and logistic processes. 

Once initial production, material flow and RFID concepts are available, a rough hardware and software 
demand and cost assessment is conducted and compared to the financial framework setup from the objective 
planning phase. If these coincide, the management can accept the concepts, and the manufacturing and 
material flow processes can be adopted. In the next step, the factory planners can continue planning the ideal 
factory layout. 

3.2.3 Ideal planning  

The ideal layout planning phase is the first part of the factory planning process and culminates in the 
presentation of an initial layout design at the end of the phase. Schematics for the workflow in the factory 
can be derived from the production program and the manufacturing and logistical process concepts. By 
analysing these, planners can build up different scaled 2D floor plans, which include dimensions of factorial 
subsystems (such as the areas of different manufacturing and assembly zones) and the visualisation of the 
material flow between these areas. 

At the same time, RFID experts can use the workflow schematics to specify the processes in which 
identification operations are to be used. It is important that there is an exchange of information between 
factory and RFID planners at this stage of the project, as further layout designs need to be adapted to the 
RFID concepts (such as space, cable planning, information flow planning, etc.) and vice versa. Planners 
should always bear in mind that the factory concept can be revised more easily at early stages. The cost and 
effort of changes rises in later stages.  

Further analysis regarding the arrangement and implementation of RFID in factory processes requires more 
specific configuration of the various factory subsystems. This is why no additional RFID steps have been 
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added to this phase of the integrated planning process. However, further steps will be conducted in the next 
phase, in which the real layout is planned. 

3.2.4 Real planning  

The aim of the real-layout planning phase is to concretise the ideal layout plan from the previous phase in 
an area-specific presentation of the factory area, or real layout. In this depiction of the factory, the areas for 
the machine groups, workstations, material flow paths etc. are arranged inside the areal-scaled layout plans 
of the ideal layout.  

Up until this phase, planners had been devising RFID application concepts in the factory operations using 
workflow schematics created by factory planners in the initial phases of the planning process. In the next 
step, the planners will be designing the first factory plans with different real layout variants. This allows 
RFID experts to concretise the arrangements of the RFID systems inside the factory and identify specific 
boundary conditions which planners need to bear in mind when generating their RFID implementation 
concepts. Concretising the arrangement of RFID systems means specifying the number of identification 
points (points in a production or logistics process where an RFID tag may be read) and arranging them 
throughout the factory layout. In addition, a detailed installation approach for the RFID antennas has to be 
created, based on the experimental results of the RFID feasibility study in the preliminary planning phase 
(i.e. positioning the tag on the product or loading unit). It is also necessary at this point to consider how and 
how often identifiable products will pass by the identification point, as well as how and where RFID tags 
will be placed on these components. This also necessitates further simulation studies (e.g. using ray-tracing 
simulations as in Figure 2 and described by Bosselmann in [16]) to verify the layout of the RFID concept 
and the signal coverage within the vicinity of the antenna. Criteria for verification include the locations of 
critical wave dead spots and overreach. Dead spots, where tags cannot be read, have to be ruled out to ensure 
high system reliability, while overreach results in tags being identified outside the designated reading area.  

 
Figure 2: An example 3D model of an empty factory hall (a) and the same hall with an RFID antenna (b). Figure (b) 
also shows an analysis of indoor wave propagation utilizing ray-tracing simulations. (A) indicates the RFID reader 
antenna. The rays represent an approximation of the field distribution of the magnetic waves inside the hall. 

These studies require 3D models of the factory environment, in which computer models of the RFID systems 
can be integrated. Also, these models should ideally be used to arrange the factory systems in the real layout. 
To shorten simulation times, it is advisable to divide the factory model into several smaller sections. Only 
those sections relevant to the RFID process are then analysed in the simulation studies. It should be noted 
that analysis of different sections can lead to different results if sections are combined or the area of a section 
increases. Again, factory and RFID system planners have to work together, and, where necessary, implement 
changes into their concepts to ensure that both systems work optimally. 

354



While analysing the arrangement of the RFID systems, planners also need to draft the information flow 
system between the RFID and the other factory entities, in a parallel process.  

Once different arrangement concepts for the factory and RFID systems have been completed and combined 
into a number of real layouts, they have to be assessed and the preferred alternative chosen. Relevant criteria 
to be considered for assessment are functionality, costs, profitability and goals set at the start of the factory 
planning process.  

    

3.2.5 Detailed planning  

The final step is the detailed planning phase, and it is here that the layout of the factory is detailed in full. 
By the end of this phase, planners will have developed a layout plan that can be used to build the factory in 
the subsequent implementation phase. The plan includes dimensionally accurate factory areas, the positions 
of workspaces, machines, equipment, and material handling and storage systems. It also includes installation 
details for IT and communications equipment.  

The most detailed plan of the factory systems is used to finalise the RFID implementation concept and 
conclude the arrangement of the systems, the choice of hardware and software, and the planning and 
execution of the final feasibility study. 

The feasibility study normally consists of hardware and process tests conducted in a realistic environment. 
We have extended the study by incorporating wave simulations in the test procedure, a process not included 
in previous methods. These simulations can be performed in parallel with the real-world tests. Both types of 
experiment need to be prepared simultaneously so that they can analyse the same settings. The objectives of 
the experiments are derived from the project goals and RFID requirements, and the setup is determined from 
the arrangement of the factory and RFID systems. The quantity and duration of the experiments to be 
conducted are determined by building experimental plans using design of experiments (DoE) processes, as 
described in [17,18]. 

To use simulation as an analysis tool, further steps are required to ensure that the simulation is as realistic as 
necessary. Full-wave simulations are recommended for this purpose, example results of which are shown in 
Figure 3. These are more accurate than ray-tracing simulations in predicting the field distribution and power 
of electromagnetic waves, but they require a greater computational effort. It must first be ensured that the 
correct material parameters have been assigned to the objects in the simulation model and that the correct 
boundary conditions for the model are set. Furthermore, a simulation method for depicting wave propagation 
has to be chosen and the 3D model adjusted accordingly. Among other things, this means simplifying 3D 
models of machines to shorten the simulation times.  

Once both test types have been completed, the results are compared and rated in relation to the project’s 
goals and RFID system requirements. The concepts may also have to be adapted as necessary. If all 
requirements are fulfilled and the concepts for the RFID and factory systems coincide, a final evaluation 
(functionality, cost efficiency, etc.) of the factory and its concept as a whole is conducted before management 
approval of the plan is given in the final two phases. 

 

3.2.6 Implementation planning and implementation 

The last two phases of the factory planning process are concerned with the planning and execution of the 
factory implementation. This includes the call for tender for the different systems and the planning of system 
assembly and installation (including RFID) as well as human resources. 
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Once the exact models of the machine and RFID systems are available, last-minute wave propagation 
simulations can be conducted if deemed necessary by the planners. These simulations are as accurate as 
possible, since all boundary conditions, material parameters and machine dimensions used in the factory are 
fully defined by this stage. The planner can use these to make last minute fine adjustments to tag or antenna 
positions at the various identification points, and, if required, increase the tag read rate and probability, and 
in turn, the efficiency of the RFID system as a whole. 

 

 
Figure 3: The factory hall from Figure 2 with logistical systems (a) and the same hall with an RFID antenna, whose 

wave propagation is analysed by electromagnetic full-wave simulation methods (b). The latter shows the 
electromagnetic field distribution emitted by the antenna (A) in V/m throughout the hall. 

Once a time schedule has been set for the building and installation project, the construction of the factory 
can begin. After completion of the factory, the project conclusion process begins, which includes calculating 
the total costs of the project and completing the project documentation. Pilot production, which takes place 
simultaneously, entails final process and system testing and also includes any last-minute changes.  

Once the pilot production has been completed and the results accepted by the management, serial production 
can commence, signalling the conclusion of the integrated factory planning process. 

4. Summary  

This paper has shown that although planning processes already exist for integrating RFID into logistics and 
production systems, these models only consider the integration of RFID systems in existing factory systems. 
As this can lead to difficulties with refurbishment processes or even to production stops, the use of RFID 
needs to be considered from the very start of the factory planning process. The integrated planning process 
presented in this paper proposes steps to achieve this by combining the existing RFID planning processes 
with classic factory planning methods and extending these steps where necessary.  

After briefly describing the development of the method, the authors elaborate the RFID planning steps that 
extend the factory planning process. The six stages of the factory planning process considered are the 
objective planning, preliminary planning, ideal planning, real planning, detailed planning and 
implementation planning phases and the implementation phase. The presented planning model shows that 
RFID can be considered in every phase of the factory planning process, and that, like the factory 
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environment, the level of detail of the RFID system concept grows over the course of the planning process. 
Furthermore, additional analysis tools for evaluating the RFID system concepts are included in the various 
planning phases. Ray-tracing and full-wave propagation simulations are examples of such tools. The model 
also demonstrates that simultaneous, interdisciplinary planning of the factory including RFID is necessary, 
as the different systems (i.e. their dimensions and arrangements) affect each other. As it is far more expensive 
in terms of resources to make changes at a later phase of a planning project, it is crucial that work is 
conducted in an interdisciplinary manner from the very start of the project. 

The method presented demonstrates that every phase of the factory planning process contains steps in which 
RFID systems can be considered. These have an impact on the different production and logistic systems and 
their processes, and conversely, the layout and processes of the system also have an impact on the 
composition of the RFID systems as well as on the process in which RFID is to be integrated. This is one 
reason why RFID should be taken into consideration right from the beginning of a factory planning project. 
Furthermore, retrospective integration of RFID into existing systems is more costly in terms of resources 
and replanning activities. 

The next step is to verify and evaluate the functionality of the method introduced in this paper. Moreover, 
further work is needed to detail the interchange of data produced by the production, logistics and RFID 
planners and how each planning department can use the data of the other departments.    
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Abstract 

The automotive body shop with its high investment costs and resource intensive high automation level is not 
sufficiently responsive to the demands of agility and adaptivity. The coexistence of combustion engine and 
e-mobility platforms, but also design modifications on products during production phase, require constant 
and agile product adaptation in automotive structural components. 

These changes to the structural car body design have different effects on production planning. However, in 
some cases they have a considerable influence on the equipment design, e.g., the choice of jig, fixture, and 
joining technology and the number of robots used. This means that investment decisions for the procurement 
of new equipment or even entire production systems are also determined. In particular, late introduced new 
requirements or engineering changes in the product development process (PDP) have a massive impact on 
the quality of planning and compliance with established premises at the beginning of the PDP. Measures for 
the holistic consideration of engineering changes and their influences require both a product-side and a 
production-side review of influences. 

In this review paper, existing approaches for the product and production-side handling of requirements and 
engineering changes are analyzed by a systematic literature review. Existing data-based methods are 
analyzed with regard to their applicability on engineering change management (ECM) in body shop. Based 
on this, enabling methods are assessed concerning their suitability for the transfer to a holistic, adaptive, and 
data-based ECM system for the PDP of automotive car bodies. 

 

Keywords 

Requirements Management; Engineering Change Management; Change Request; Artificial Intelligence; 
Vehicle Production; Versatile Production; Production Intelligence 

1. Motivation 
Shorter product life cycles and a dynamic, interdisciplinary product development process (PDP) characterize 
automotive body design [1]. In fast-moving agile development of product and production, requirements  
management (RM) and engineering change management (ECM) are therefore becoming increasingly 
important. The rise of e-mobility and the associated profound alterations are reinforcing this trend. In 
complex product production systems (PPS), engineering changes are associated with extraordinary 
consequences. Engineering changes are generally considered to cause costs. In a study from 2012 with 
participants from industrial practice, 82% of the study participants indicated an increase in costs for change 
implementation [2]. One reason for this can be seen in the processing effort required, since technical changes 
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take up an average of 25% of the total Research & Development (R&D) capacity [2]. Furthermore, with 
increasing complexity of the product, an increasing amount of subsequent changes can be expected [3]. 

Therefore, cost estimation of late introduced changed requirements for body shop systems has to be made. 
A decision is then made as to whether the change is to be absorbed by adapting the production line or whether 
design alternatives are to be examined [1]. Making appropriate decisions for defining and changing 
requirements, requires a holistic view. The scope of necessarily considered interdisciplinary requirements in 
the PPS extends along the entire PDP. This explicitly includes a production wise analysis, contrary to the 
classic product-sided understanding of requirements. The integration of production-side RM into existing, 
largely product-oriented processes offers opportunities to record and manage requirements in a structured 
manner and to incorporate them at the appropriate point in the development process as part of Concurrent 
Engineering [4]. This emphasizes the influence of a temporal perspective within RM, making a consideration 
before and after the definition of requirements necessary. Requirements must be examined a priori with 
regard to their consequence and evaluated a posteriori, in order to point out the consequences of selected 
solution mechanisms and at the same time make a priori investigations more reliable than established manual 
assessments [5]. Sustainable handling of requirements and engineering changes offers better planning 
capability with regard to time and equipment. The aim of this paper is to answer the research question: 

How can existing approaches of RM and ECM in the literature be analyzed with respect to their usability in 
agile PDP? 

2. Research Methodology 
To answer the research question, an appropriate research framework is first established. The research 
procedure is based on the Design Research Methodology (DRM) of Blessing et al. [6]. Research clarification 
is intended to provide an overview and generate thematic understanding. Tasks of the research clarification 
consist in the definition of an overall research goal and in the identification of indications that support the 
developed assumptions. Relevant disciplines and the topic areas to be investigated need to be identified. 
Objectives include determining preliminary success criteria and identifying influencing factors that 
contribute to conceptualizing an adaptive engineering change system which enables agile PDP. A systematic 
literature review is then necessary to find approaches that represent the preliminary success criteria. The 
Research Clarification will serve as the basis for a later Descriptive Study. Factors that show the greatest 
influence are to be addressed for the subsequent Prescriptive Study. The results are the development of initial 
reference and impact models that describe the existing and the desired situation. 

3. State of Research 
The first step is to clarify the terms used in context with requirements and changes. In literature and in 
general use of language, a partly synonymous use of requirements and changes exists. Requirements and 
changes are therefore defined and explained in this context. 

3.1 Requirements vs. Engineering Changes in PDP 
A requirement is defined by the German Institute for Standardization (DIN) as "a need or expectation that is 
specified, usually assumed, or mandatory" [7]. The Institute of Electrical and Electronics Engineers (IEEE) 
characterizes a requirement as (1) a condition or capability needed by a user to solve a problem or achieve 
an objective. (2) A condition or capability that must be met or possessed by a system or system component 
to satisfy a contract, standard, specification, or other formally imposed documents. (3) A documented 
representation of a condition or capability as in (1) or (2) [8]. Further definitions for requirements can be 
found in [9]. For the formulation of requirements, rules exist, which deal with the use of suitable units, the 
avoidance of inaccurate designations, compound sentences as well as abbreviations, and the definition as 
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well as consistency of acronyms [10]. Starting with change, it is generally defined by DIN as "the agreed 
specification of a new state in place of the previous state" [11]. Jarrat et al. point out that “change is defined 
as an alteration made to parts, drawings or software that have already been released during the product design 
process and life cycle, regardless of the scale or the type of the change” [12]. Wickel describes engineering 
changes as "modifications to products, product models, as well as related components, using a defined 
change process, after they have been released for further development and production" [13]. The existence 
of a release date distinguishes an engineering change from an iteration in the development process. In 
practice, the implementation of engineering changes may be linked to mandatory approvals [14]. Further 
definitions for engineering changes can be found in [3]. 

Considering the highlighted terminological relationship of the requirements with engineering changes, an 
engineering change implies to be a reaction on non-fulfilment of requirements and/or new definition of 
requirements [13]. There are procedures for handling of both requirements and engineering changes using 
RM and ECM. In agile PDP, however, the differently named domains show strong similarities, since every 
change is due to new requirements. A consideration of both domains therefore seems inevitable for the 
development of an adaptive engineering change system. 

3.2 Handling of Requirements and Changes 
The tools used for RM and ECM include proprietary software, generic reference processes and industry-
specific standard processes. Proprietary software used for RM offers comprehensive options for managing 
requirement documents. There are possibilities to track changes and the effects of changes can be examined 
on the basis of previously generated links [9]. From a process perspective, the handling of changes can be 
retraced using generic processes. With a generic high-level ECM process, Jarrat et al. provide an often-cited 
basis for ECM approaches. Triggered by a change trigger, the reference process runs through the phases 
before, during, and after approval of the change in six steps. The elicitation of the change request is followed 
by an identification of possible solutions. This is followed by an assessment of the risks and impacts of 
solutions. After a solution is selected and approved by a change committee, a solution is implemented. The 
process is completed by a review [12]. An ECM reference process has been developed by the Automotive 
Industry Association (VDA) in collaboration with the Strategic Automotive Data Standards Industry Group 
to provide guidelines for the automotive industry in dealing with engineering change. The reference process 
includes the phases Identification of Potential for Change, Development of Alternative Solutions, 
Specification of and Decision for Change, Engineering Implementation of Change and Manufacturing, and 
Implementation of Change [15]. In addition to the aforementioned software tools and reference processes, 
industry- and company-specific standard processes are also common. For the automotive industry, a standard 
change process has proven its worth, helping in particular with the coordination of approval and reconciling 
processes. Adapted processes can also be found for other industries [16]. 

Deficiencies of such solutions are shown by a pronounced latency. Between the definition of the requirement, 
its assessment, and its ultimate implementation in production, there are further time-consuming process steps 
which cause this latency. This represents an inefficiency and obstacle in agile PDP. Further deficits can be 
seen in the mostly manual linking by a requirement engineer employed to coordinate the requirements. Due 
to the complex PPS resulting primarily from the large number of interdependent technologies, processes and 
logistic chains [16], the data sets to be examined and its complexity can become enormous [17], which 
severely limits the manageability for manual procedures. Additional complexity arises from the different 
times of requirement definition and from the interdisciplinary PDP, which makes it necessary to model the 
interdependencies. The amount of knowledge required for this exceeds the possibilities of manual evaluation 
quickly. 
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4. Sustainable Handling Through Data-based Methods 
The development towards automated, data-based methods, which rely on decision making based on data, 
can enable sustainable handling of requirements and engineering changes. Individual components or even 
the entire RM or ECM process could be implemented more effectively using data-based methods. Data 
mining is one of the methods for combining data into information and converting it into knowledge. „Data 
mining is defined as the process of discovering patterns in data. The process must be automatic or (more 
usually) semiautomatic. The patterns discovered must be meaningful in that they lead to some advantage, 
usually an economic one. The data is invariably present in substantial quantities” [18]. The application of 
data mining techniques in ECM is currently still quite little researched [5]. However, the data required for 
this is certainly available, since quality management standards used in the automotive industry, such as DIN 
EN ISO 9001, require the retention of documented information [19]. Nevertheless, according to expert 
statements, the data are not used sufficiently [13]. 

In this context, the application of data mining or other artificial intelligence techniques offers possibilities to 
make predictions already during the creation of a change request. Another example are automatically 
generated suggestions on how to reduce the lead time of the change [20]. As a consequence, there can be the 
ability to provide a prediction of the impact of changes as instant feedback for the stakeholders involved in 
the PDP, thus simultaneously reducing the latencies present in usual ECM processes. A strong data basing 
requires sufficient modeling of the structures involved (cf. chap. 3.2). Again, the high complexity of 
automotive PPS places correspondingly high demands on modeling. Changes are inevitable in the 
development of a complex product [21]. In order to effectively manage changes, it is of utmost importance 
to understand the effects, probability and propagation paths of engineering changes and thus gain capabilities 
for sustainable decisions [21]. An established variant of modeling products and product development 
processes is based on the use of characteristics and properties. Characteristics define the product, while 
properties describe the behavior of the product and result from the characteristics [22]. 

In terms of the described DRM, an initial impact model as a deliverable of the previous explanations is to be 
built up. Figure 1 refers to the “Industrie 4.0 Maturity Index” in accordance to Schuh et al. [23], which 
identifies three stages on the way to an adaptive engineering change system starting from a computerized 
and connected PPS. The impact model is based on the levels of visibility, transparency, and predictive 
capacity, as computerization and connectivity are assumed to be the starting situation. 

 
Figure 1: Integration into the Industrie 4.0 Maturity Index. According to Schuh et al. [23] 

Within the stages, the levels of the Knowledge Pyramid can be classified. The Knowledge Pyramid places 
characters, data, information, knowledge, and action in a hierarchical relationship [24]. Features of the PPS 
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must first be found in the data stored in decentralized silos. With regard to the interdisciplinary PDP, a 
comprehensive access must be created, and the visibility limited to individual departments must be 
expanded. The collected data is the basis for the step toward transparency, in which data is aggregated into 
information through semantic linking. This provides the opportunity to uncover interactions and thus 
interpret characteristics in terms of their properties, which determine the requirements through knowledge. 
This knowledge provides the basis for mapping the consequences of the properties and interactions. Future 
scenarios can be simulated through the acquired predictive capacity. Predictive capacity, in turn, is the basis 
for automated action and decision-making. 

The model puts the topics visibility, transparency, and predictive capacity for building an adaptive 
engineering change system into focus. Thereupon, preliminary success criteria are now to be determined. To 
handle the required amounts of data, approaches characterized by a high degree of automation and data 
basing are required. To be able to justifiably make the implications of development decisions in the 
interdisciplinary PDP, approaches are required that take a holistic view of the PPS, including product and 
production side. In order to uncover properties and interactions in the PPS, modeling of structures is required. 
The modeling of product structure and production structure therefore represents a further criterion in the 
analysis of the approaches. A consideration of interdependencies within the PPS is necessary to link the 
structures on an abstracted level and to understand mutual influences. Both a priori and a posteriori analysis 
is required to ensure predictive capacity and to achieve learning effects. To consider the use case described 
in chap. 1, an approach that has already been tested for body shop applications is preferable. 

5. Systematic Literature Review 
Based on the six preliminary success criteria developed above, a systematic literature review of RM and 
ECM approaches was conducted. 

5.1 Methodology For Literature Review 
The STARLITE methodology was used to conduct the systematic literature review [25]. The STARLITE 
methodology provides guidelines for documenting literature searches in terms of sampling strategy, type of 
studies, approaches, range of years, limits, inclusions and exclusions, terms used, and electronic sources. A 
purposive, representative search strategy was chosen as the sampling strategy. The type of studies was 
limited to dissertations, papers, monographs, and articles in collective works. In addition to the structured 
literature search, an explorative approach based on the snowball principle was used for the initial search. 
The range of years was limited to entries from 2005 and until 2020. The search was limited to German and 
English language. Inclusions and exclusions were made by limiting the search to the technical field or 
mechanical engineering, as well as a target-oriented, individual adjustment of the filter categories and a focus 
of the search on title, keywords and abstract. In selecting the terms used, search components were determined 
and divided into main and secondary components. While the main components describe the thematic 
framework of RM and ECM, the secondary components address desired elements of the application domain, 
formalization, and methods. For the search, the databases Web of Science and Scopus were selected as 
electronic sources. In addition, the German National Bibliography, as well as SpringerLink and Hanser 
eLibrary were used. A search string was developed by composing the main and secondary components with 
AND and OR links. An example search string for Web of Science is shown below: TS=(("Engineering 
Change Management" OR "Requirements Engineering“ OR “Product Changes”) AND (data* OR "Machine 
Learning" OR AI OR Body OR Automotive OR Manufacturing OR Production OR Development OR 
“Product Features” OR “Product Properties” OR “Product Characteristics” OR dependency)). For the 
three last mentioned databases with limited search string functionality, a simple keyword search was used. 
After performing the initial search run, a large set of search results was obtained. The PRISMA Methodology 
was used to reduce this initial result to a manageable level [26]. After removing duplicates, the search results 
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were reduced to 1.062 entries. 193 titles remain after selecting by title relevance. After a review of abstracts 
and conclusions, 71 entries were determined to be suitable for next step. These entries were further reduced 
after a full review, leaving 38 entries for final evaluation. An overview of the search results remaining for 
evaluation is shown in figure 2. The evaluation of the approaches is described in the following chapter. 

 
Figure 2: Evaluation of the identified approaches based on the systematic literature review 

Level Represents Based on

Elezi 2011 [27] Framework Data-based process design KDD

Sharafi 2013 [28] Framework Data-based process design KDD

Jarrat 2011 [12] Framework ECM/RM process design / modeling Engineering Change

Harms 2009 [14] Framework ECM/RM process design / modeling Engineering Change

Wu 2014 [29] Framework ECM/RM process design / modeling Engineering Change

Kröger 2019 [30] Framework ECM/RM process design / modeling Engineering Change

Brandl 2019 [31] Framework ECM/RM process design / modeling Engineering Change

Basse 2019 [32] Framework ECM/RM process design / modeling Requirements

Meis 2017 [4] Framework ECM/RM process design / modeling Requirements

Deubel 2007 [33] Framework Structure modeling Characteristics

Weber 2001 [22] Framework Structure modeling Characteristics

Köhler 2009 [3] Framework Structure modeling Characteristics

Grieco 2017 [34] Method Clustering and searching Automated

Kocar 2010 [35] Method Clustering and searching Automated

Haunstetter 2010 [36] Method Clustering and searching Automated
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Plehn 2017 [40] Method Impact prediction Graph-based

Masmoudi 2020 [41] Method Impact prediction Graph-based
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5.2 Description of the Evaluation Criteria 
Based on the previously defined six criteria (cf. chap. 4), a three-stage evaluation scheme was introduced 
that describes the respective degree of fulfillment of the criteria. Based on their fulfillment of the evaluation 
criteria, the approaches were classified into an evaluation matrix (cf. fig. 2). The degree of fulfillment is 
represented through the three stages by Harvey Balls (full-half-empty). A full Harvey Ball corresponds to a 
good match with the respective evaluation criteria. The explanation of the degrees of fulfillment of the 
evaluation categories is shown in a legend in the figure.  

5.3 Categorization 
As shown in figure 3, the identified approaches address different levels in terms of their solution detailing. 
Some approaches represent comprehensive frameworks, each addressing different previously defined 
criteria. While differing in terms of their focus, the objectives of frameworks generally are to classify and 
relate. Overarching frameworks for ECM / RM process design and modeling are available, as are frameworks 
for data-based process design and approaches to modeling structures. Other approaches specifically apply 
certain methods that deal with clustering and searching, impact prediction and linkage and thus represent 
different parts within identified reference processes and the developed model. A method can be described as 
procedure to reach goals and is aiming to a lower level of abstraction. The methods presented are to be seen 
as enablers for the stages visibility, transparency and predictive capacity, while the frameworks form a basis 
for procedures. Therefore, to establish an adaptive engineering change system, the development of a holistic 
framework is required, which is designed with methods from different domains. 

In the collection and clustering of requirements and engineering changes, as well as searching for best 
practice solutions, automated data-based approaches have been applied by using technologies such as 
Natural Language Processing and Sequential Pattern Mining. In predicting impact and propagation of 
changes, matrix-based and statistical approaches have been used in particular. Of particular note is the 
Design Structure Matrices-based Change Prediction Method by Clarkson et al. [56], which has been used 
and extended by many authors. Graph-based and feature-based approaches were found suitable for 
representing linkages in simple products or PPS. In addition, there are previously described software 
solutions and complementary research tools that combine some of the aforementioned methods. Many of the 
approaches shown are not initially designed for automated use, but nevertheless provide a basis for building 
data-based procedures on them.  

 
Figure 3: Categorization of identified frameworks and methods 

6. Conclusion and Outlook 
Parts of RM and ECM processes, that are gaining importance in agile PDP, can be designed more efficiently 
using data-based methods. Considering quality management standards, the data required for this should be 
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available but is not used sufficiently due to a lack of formalization and modeling. An initial impact model 
towards sustainable handling of requirements and engineering changes was developed by showing a path to 
gain predictive capacity from data. Preliminary success criteria for an adaptive engineering change system 
were determined. An evaluation of approaches with respect to their usability in the present environment of 
an interdisciplinary, dynamic PDP was performed. Referring to the research question, approaches could be 
categorized based on the literature review. This analysis revealed the interdisciplinary nature of the use case 
as different domains have influence on modeling of the PPS. The results obtained offer solutions within their 
specific disciplines. However, for the applicability in agile PDP, an overlaying framework concept is still 
missing, which connects the identified methods and embeds the individual frameworks by forming an 
additional level above them. The methods serve as enablers for the stages visibility, transparency, and 
predictive capacity presented in the developed model towards an adaptive engineering change system. 
Predictive introduction of requirements based on data would make it possible to increasingly align the 
handling of engineering changes with the introduction of initial requirements and, at the same time, to reduce 
consequential changes. In the derivation of leading criteria, a large number of influencing factors must be 
taken into account. A variety of existing approaches provides the opportunity to form a holistic solution that 
represents a sufficient representation of applicable methods in an adequate framework. Therefore, it needs 
to be further developed by the authors in future research. 
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Abstract 

The blockchain technology has been increasingly applied in industrial use-cases in recent years. Although 
the food industry fits in particular with the requirements for blockchain applications, since the actors barely 
know each other and trust plays a crucial role, it is not widely established in the food industry. There are 
efforts to increase transparency and enable traceability in food supply chains by applying blockchain 
technology to share data in a trustworthy way across companies and to ensure food quality standards. This 
technology can be further used to enable the identification of inconsistencies in sensor data and more 
efficient handling of food recalls across the food supply chain. The success of a new technology depends to 
a large extent on its acceptance by companies and their employees. This paper deals with the acceptance of 
such a blockchain application and presents a systematic literature review to summarize the methods and 
results of acceptance analyses of the blockchain technology in food supply chain s. Particular attention has 
been devoted to traceability. For this objective, research is analysed based on scientific methods and the 
results are systematically analysed. 

Keywords 

Blockchain; Acceptance analysis; Food supply chain; Literature review 

 Introduction 

Blockchain technology is increasingly being applied in a variety of industries. Many different participants 
in a supply chain lead to distinctive transactions between them. These transactions can be reflected very well 
by a blockchain.[1] Blockchain technology offers several important benefits especially for the supply chain, 
such as traceability, efficiency, and transparency.[2]  

Especially in food supply chains, the previously mentioned properties have a major role to play. Here, 
blockchain technology can be used to comply with food standards. Thus, it can help to achieve more control 
over the heterogeneous, complex and dynamic food supply chains. This control is now also desired by more 
and more consumers in order to obtain more safety and quality. [3] Furthermore, there are some regulatory 
and social constraints to provide a transparent supply chain. This can avoid possible scandals that have 
occurred in the food industry in the recent past and create more trust between the different parts of the food 
supply chain and especially the customer. [4] 

Despite these clear benefits, blockchain technology has almost no practical application. In fact, many 
projects have been discontinued. [3] Similarly, in a survey by Statista, only 36% of decision-makers surveyed 
said that they had so far investigated the topic area of blockchain technology. [5] 

370

https://doi.org/10.15488/11303


Most research on blockchain technology to date has been related to technical implementation. However, it 
is also important that there is a certain level of acceptance so that the technology that has been developed is 
also used. [2] 

Therefore, the purpose of this paper is to summarize the methods and results of the acceptance analysis of 
blockchain technology in the food supply chain to this point. It is important that projects and companies 
involved in blockchain technology know which models and factors they need to consider in order for the 
technology to be accepted from the market and companies. Otherwise, more and more projects will not 
continue. However, if they know what models to use, they can analyse their own market well and can respond 
to the particular needs of the market to create more acceptance. In addition, this paper already provides the 
first factors that can have a positive or negative impact on certain markets. 

For this purpose, a systematic literature review is conducted below. In the following the exact procedure of 
the literature research is described. Subsequently, the results are categorized, and a part is further analysed 
to finally come to a summary and discussion of the results. 

 Research Model  

To identify the methods and results of an acceptance analysis of blockchain technology in the food supply 
chain, a systematic literature review has been conducted. The detailed process of this search is presented in 
the following. Several databases were searched to obtain a more comprehensive search scope. It has been 
decided to choose the databases "Web of Science"1 and "Scopus"2. This database was chosen in order to 
obtain the most scientifically sound results possible. In addition, special setting options are included in the 
mentioned databases.  

2.1 Implementation 

For "Web of Science" the following search settings have been defined. First, it has been determined that all 
databases are searched to achieve the most comprehensive result as possible. Secondly, it has been specified 
that the total available time period is to be searched, this refers to the period from 1926-2021. No restrictions 
have been made for the language, whereby there were only English language search results because of the 
English keywords. In addition, the search setting "topic" was selected, in which the papers were sorted 
according to the specified search criteria in the title, abstract, author keywords, and more were scanned 
according to the given search criteria. Furthermore, only open accessible literature was included in the 
research. 

Similar settings were used for "Scopus". There were no settings for database selection or language, whereby 
there were also here only English-language search results. In addition, the available total time period for 
“Scopus” was considered again, what includes the period from 1960-2021. The type of database search was 
defined for “Scopus” as well. The settings "Article title, Abstract, Keywords" were chosen to receive a search 
result as accurately as possible and to have a similar search algorithm as in "Web of Science". 

Subsequently, the databases were searched for specific search criteria. At "Scopus" no further adjustments 
of the search criteria are audible. At " Web of Science" however, there is the opportunity to put words that 
stand together in quotation marks, these are then seen as a total phrase. However, to have the same search 
conditions in both databases, this setting was not used in this paper. The found papers are then sorted by 
citations, so that scientifically relevant papers are always analysed as part of the search. 

 
1 www.webofknowledge.com 
2 www.scopus.com 
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After all formal configurations have been completed, the first search term "Acceptance Blockchain food 
supply chain" has been specified. This is the first search term, as it suits the problem best. The term 
"acceptance" refers to the acceptance analysis as defined in the problem, "blockchain" defines the utilization 
of the blockchain technology and "food supply chain" describes the area of utilization. 

Since the previously described search is a very specific application area, a second search was subsequently 
conducted. This search is no longer concerned with the specific application area of the food supply chain, 
but only looks at the supply chain as a general area. Therefore, the new search term will be " Acceptance 
blockchain supply chain". 

2.2 Findings 

With the first mentioned search term, five papers could be found each at "Web of Science" and "Scopus". 
After removing the duplicates, six papers remained. Whereby it can be assumed that with other databases it 
would not have been possible to find many more papers, since there were already so many duplicates in the 
two databases which were considered. 

After a closer look at the abstract and the conclusion, there were only two papers left that matched the given 
research problem. The others discussed the blockchain technology, but not necessarily in a food supply chain 
and were not concerned with an acceptance analysis at all. Since this is a too small number for a 
comprehensive literature review, the search has been repeated with a new defined search term. In order to 
be able to make a well-founded analysis of the papers and to scientifically evaluate the applied methods as 
well as the results, the search was repeated with a newly defined search term. 

By screening the databases with the second search term, 43 papers have been found at "Web of Science" and 
46 papers have been found at "Scopus". This time, only papers that have already been cited at least once 
have been analysed, so that only papers that have already been scientifically recognized are analysed. 
Therefore, 28 papers from Scopus and 35 papers from Web of Science have been analysed. 

Again, the abstracts and conclusions were evaluated to determine the relevance of the paper for this literature 
review. The same problem occurred as in the previous search, that not all papers address an acceptance 
analysis. Some of them do mention that possible acceptance needs to be considered, but do not address this 
issue further. Due to this problem, after a closer analysis, only 14 papers are left that are worth to be analysed 
further in the next chapter. 

Table 1 shows an overview of the papers found during the search. The papers from the first search are greyed 
out. Here, the following content criteria have been considered: "Blockchain Technology", "Acceptance 
Analysis", "Supply Chain". This means that it must be mentioned in the abstract or in the conclusion that the 
paper deals with the given topics. So that in the next chapter only the relevant papers are analysed in more 
detail. All three topics must be covered in one paper in order for it to be evaluated further. 

Table 1: Results of both Searches 

Author Year Paper 
Blockchain 
Technology Acceptance 

Supply 
chain Used Database Citations 

Abu-elezz et. al 2020 
The benefits and threats of blockchain 
technology in healthcare: A scoping review x       

Scopus, Web 
of Science 10 

Alazab et. al 2021 

Blockchain technology in supply chain 
management: an empirical study of the 
factors affecting user adoption/acceptance x x x x 

Scopus, Web 
of Science 5 

Alkhodre et al. 2019 
A Blockchain-based value added tax (VAT) 
system: Saudi Arabia as a use-case x   x   

Scopus, Web 
of Science 7 

Amin& Zuhairi 2021 
Crowdfunding Smart Contract: Security And 
Challenges x       Scopus 0 

Astill et. al 2019 
Transparency in food supply chains: A 
review of enabling technology solutions     x   

Scopus, Web 
of Science 39 

Busse et. al 2019 

A response to the united nations cites 
blockchain challenge: Incremental and 
integrative poa-based permit exchange x   x   Scopus 1 
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Caldarelli& 
Ellul 2021 

Trusted Academic Transcripts on the 
Blockchain: A Systematic Literature Review x       Scopus 1 

Choi et. al 2020 

Factors Affecting Organizations’ Resistance 
to the Adoption of Blockchain Technology 
in Supply Networks x x x x 

Scopus, Web 
of Science 3 

Choo et. al 2020 
Blockchain Ecosystem—Technological and 
Management Opportunities and Challenges x       

Scopus, Web 
of Science 2 

Clohessy et. al 2020 
Antecedents of blockchain adoption: An 
integrative framework x x x  x 

Web of 
Science 2 

Durach et. al 2020 
Blockchain Applications in Supply Chain 
Transactions  x x x x 

Web of 
Science 11 

Falcone et. al 2020 

Understanding Managers’ Reactions to 
Blockchain Technologies in the Supply 
Chain: The Reliable and Unbiased Software 
Agent x x x x 

Web of 
Science 1 

Ferri et. al 2020 

Ascertaining auditors’ intentions to use 
blockchain technology: evidence from the 
Big 4 accountancy firms in Italy x x     

Web of 
Science 3 

Gökalp et. al 2019 

Acceptance of Blockchain Based Supply 
Chain Management System: Research 
Model Proposal x x x x Scopus 1 

Gupta et. al 2020 

Prioritizing intentions behind investment in 
cryptocurrency: a fuzzy analytical 
framework   x     

Web of 
Science 2 

Jain et. al 2020 
Blockchain in logistics industry: in fizz 
customer trust or not x x x  x 

Scopus, Web 
of Science 2 

Jovic et. al 2020 

Improving Maritime Transport 
Sustainability Using Blockchain-Based 
Information Exchange x x     

Web of 
Science 5 

Kamble et. al 2021 

A machine learning based approach for 
predicting blockchain adoption in supply 
Chain x x x   

Scopus, Web 
of Science 2 

Kamble et. al 2019 
Understanding the Blockchain technology 
adoption in supply chains-Indian context x x x x 

Scopus, Web 
of Science 129 

Karamchandani 
et. al 2020 

Perception-based model for analyzing the 
impact of enterprise blockchain adoption on 
SCM in the Indian service industry x   x   

Scopus, Web 
of Science 16 

Kouhizadeh et. 
al 2021 

Blockchain Technology and the Sustainable 
Supply Chain: Theoretically Exploring 
Adoption Barriers x x x x 

Scopus, Web 
of Science 36 

Min 2019 
Blockchain technology for enhancing Check 
for updates supply chain resilience  x   x   

Web of 
Science 95 

Nawaz& 
Thowfeek 2020 

Blockchain technology adoption by chain 
professionals x x x   Scopus 2 

Park 2020 

A Study on Sustainable Usage Intention of 
Blockchain in the Big Data Era: Logistics 
and Supply Chain Management Companies x x x x 

Scopus, Web 
of Science 1 

Queiroz et. al 2020 

Blockchain adoption in operations and 
supply chain management: empirical 
evidence from an emerging economy x x x x  

Scopus, Web 
of Science 13 

Queiroz& 
Wamba 2019 

Blockchain adoption challenges in supply 
chain: An empirical investigation of the 
main drivers in India and the USA x x x x 

Scopus, Web 
of Science 173 

Rainero& 
Modarelli 2021 

Food tracking and blockchain-induced 
knowledge: a corporate social responsibility 
tool for sustainable decision-making x   x   

Scopus, Web 
of Science 0 

Sander et. al 2018 
The acceptance of blockchain technology in 
meat traceability and transparency x x x x 

Web of 
Science 40 

Schuetz& 
Venkatesh 2020 

Blockchain, adoption, and financial 
inclusion in India: Research opportunities x x x   

Web of 
Science 34 

Srivastava 2019 
Blockchain and transaction processing time 
using M/M/1 queue model x       Scopus 1 

Supranee& 
Rotchana-
kitumnuai 2017 

The acceptance of the application of 
blockchain technology in the supply chain 
process of the Thai automotive industry x   x   Scopus 10 

Tan& 
Sundarakani 2021 

Assessing Blockchain Technology 
application for freight booking business: a 
case study from Technology Acceptance 
Model perspective x x     

Scopus, Web 
of Science 2 

Thiruchelvam 
et. al 2018 

Blockchain-based technology in the coffee 
supply chain trade: Case of Burundi coffee x x x   Scopus 15 

Tribia et. al 2018 
Supply chain management based on 
blockchain: A systematic mapping study x   x   Scopus 22 
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Upadhyay 2020 

Demystifying blockchain: A critical analysis 
of challenges, applications, and 
opportunities x   x   

Web of 
Science 11 

Wamba et. al 2020 

Dynamics between blockchain adoption 
determinants and supply chain performance: 
An empirical investigation x   x   

Web of 
Science 18 

Wamba& 
Queiroz 2020 

Industry 4.0 and the supply chain 
digitalisation: a blockchain diffusion 
perspective x   x   

Web of 
Science 8 

Wamba& 
Queiroz 2019 

The role of social influence in blockchain 
adoption: The Brazilian supply chain case x x x x 

Scopus, Web 
of Science 3 

Wang et. al 2019 
Designing a Blockchain Enabled Suplly 
Chain x   x   

Web of 
Science 3 

Wang et. al 2019 
Making sense of blockchain technology: 
How will it transform supply chains? x   x   

Web of 
Science 96 

Wong et. al 2020 
Unearthing the determinants of Blockchain 
adoption in supply chain management x x x x  

Web of 
Science 18 

Wong et. al 2020 

Time to seize the digital evolution: Adoption 
of blockchain in operations and supply chain 
management among Malaysian SMEs x x x x 

Scopus, Web 
of Science 53 

Wu et. al 2021 

An analysis of strategies for adopting 
blockchain technology in the fresh product 
supply chain x   x   

Scopus, Web 
of Science 1 

Yang 2019 

Maritime shipping digitalization: 
Blockchain-based technology applications, 
future improvements, and intention to use x x     

Scopus, Web 
of Science 45 

Zhou et. al 2020 
From traceability to provenance of 
agricultural products through blockchain x   x   

Scopus, Web 
of Science 0 

 Results 

After the initial classification of the papers into relevant and non-relevant, the relevant papers were analysed 
in more detail in the following. Particular attention was paid to the methods used in the individual papers 
and the results they arrived at. The models applied and the corresponding factors are explained in more 
detail. In order to achieve this, the papers are first briefly summarized before the results are discussed further. 

The first paper that was considered in more detail is "The acceptance of Blockchain technology in meat 
traceability and transparency" by Sander at al. from 2018. This paper will be further just referred to as Paper 
1. In this paper, stakeholder acceptance in the meat industry is investigated under the positive influence of 
traceability and transparency. Hypotheses have been formulated first. To verify the previously formulated 
hypotheses, 712 questionnaires have been sent by mail, with 141 responses. In addition, 12 semi-structured 
interviews were conducted with supply chain stakeholders.  The study concluded that consumers are 
overwhelmed by the present situation, as there exist too many different certificates on the market, the true 
meaning of a certificate is unclear. This is where blockchain technology can significantly improve the 
situation.  In addition, it is also assumed that traceability will increase the quality of food. However, some 
government representatives have concerns about the financing and feasibility of the system. [6] 

The 2nd paper, "Blockchain Technology and the Sustainable Supply Chain: Theoretically Exploring 
Adoption Barriers," by Kouhizadeh in 2020, deals with the potential issues that may occur during the 
adoption of blockchain technology. For this purpose, the Force Field Theory is considered together with the 
TOE model. TOE is a theory that describes how 3 factors influence the acceptance of a new technology with 
the T represents Technology, the O represents Organization, and the E represents Environment. The selected 
sample includes 47 interviewees. They have been given a questionnaire, which has been previously prepared 
with experts. The created questionnaire aims to compare the factors: "Organizational Barriers, Internal 
Supply Chain Organizational Barriers, Technological Barriers, External Barriers" in pairs. The result of the 
questionnaire indicated that the Technological Barriers and the Internal Supply Chain Organizational 
Barriers were evaluated the highest. However, it can also be concluded that there is a correlation between 
the two barriers. Therefore, it can be assumed that the Technological Barriers must be solved before the 
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Internal Supply Chain Organizational Barriers. In addition, it can be observed that the External Barriers also 
need to be solved before the other barriers in order to successfully adopt the blockchain technology. [2] 

The next paper of the search is "Blockchain technology in supply chain management: an empirical study of 
factors affecting user adoption/acceptance" by Alazab et al. from 2020, this paper is further named Paper3. 
This paper focuses on the most important influences of the acceptance analysis. For this analysis, hypotheses 
have been formulated regarding the factors of Figure 1. To investigate these hypotheses, a questionnaire was 
created. For this purpose, the hypotheses have been categorized in the unified theory of acceptance and use 
of technology (UTAUT), information system success (ISS) and task- technology fit (TTF) method. Thus, 
the model shown in Figure 1 is created. The questionnaires were then sent to 2000 managers from 184 
companies in Australia. The authors received 449 responses from 104 different companies. After analysing 
the results, the authors concluded that employee perspectives or other experiences of other users do not 
influence the decision of utilizing blockchain technology. Instead, what matters is interorganizational and 
technical trust. Additionally, trust between different actors in the supply chain also matters a lot. [7] 

Figure 1: Model with UTAUT, ISS and TTF [7] 
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In the next section, we will look at the paper "Factors Affecting Organizations Resistance to Adoption of 
Blockchain Technology in Supply Networks" by Choi at al. from 2020, which will be referred to as Paper4 
later in this paper. This paper considers the barriers to blockchain technology adoption based on the TOE 
model. Hypotheses are designed using the TOE model, which are to be verified. To create a questionnaire, 
additional information from different papers and publications of well-known companies are also included. 
The Hypotheses are designed utilizing the TAM model. The TAM model, like the previously mentioned 
models, describes factors that affect a decision to adopt a new technology. The designed questionnaires are 
disseminated via social media so that 92 questionnaires are completed. These are then analysed, and the 
authors concluded that technical maturity, cost, compatibility, and scalability are the biggest barriers to the 
successful adoption of the blockchain solution. There are also security and privacy concerns. However, the 
reduced time required to collaborate with other companies is perceived positively. In addition, a high level 
of expertise has a positive influence on the acceptance of blockchain technology. [8] 

The Paper 5 "A study on sustainable usage intention of blockchain in the Big Data Era: Logistic and Supply 
Chain Management Companies" by Park from the year 2020 focuses on the acceptance of blockchain 
technology in the supply chain based on the UTAUT and TOE model. The UTAUT model considers gender, 
age, experience, and voluntariness of use in addition to performance expectancy, effort expectancy, social 
influence and facilitating conditions, although the first factors are not considered further in the paper. The 
TOE model has already been explained in more detail in the previous summaries. Based on these models, 
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several hypotheses were formulated. These have been subsequently investigated by reference to a literature 
review and a questionnaire survey. The survey included 800 questionnaires, which were distributed, 172 
were returned completed. After analysing the results, it was found that the factors of the UTAUT model as 
well as the TOE model show a significant positive impact. [1] 

The 2019 paper "Time to seize the digital evolution: adoption of blockchain in operations and supply chain 
management among Malaysian SME's" by Wong et al. is the 6th paper to be analysed in more detail. This 
paper is about the adoption of blockchain technology among SMEs in Malaysia. In this paper, hypotheses 
have been formulated again based on the TOE model. This time, the hypotheses focus not only on the 
behaviour of the companies but also on how the Technical Effects influence the Organizational Effects. For 
this purpose, a questionnaire is again created, whereby 194 completed questionnaires can be evaluated. The 
authors have concluded that the cost savings in working with third parties have a positive effect on the 
decision to use blockchain technology. In the same way, the total acquisition cost is seen as an attraction. 
On the other hand, the complexity of the system is a negative factor, as it leads to fear of utilization. 
Competitive pressure is also seen as a positive factor, as its use can lead to a competitive advantage. 
However, the support of the management level is still missing. [9] 

In the next section the 2020 paper "Understanding Managers' Reaction to Blockchain Technologies in the 
Supply Chain: The Reliable and Unbiased Software Agent" by Falcone et al. is reviewed, this paper is further 
named Paper 7. In this paper, the acceptance of software agents in the supply chain is considered. Here to 
different areas are examined: Cognitive stage, affective stage, behaviour stage. The cognitive stage deals 
with blockchain design features, the affective stage with perceptions, which in turn are divided into risk, 
trustworthiness, and justice, and the behaviour stage with the willingness to use. On this basis, hypotheses 
were formulated, which were tested with 141 fully completed questionnaires. The authors concluded that 
there is an overall positive attitude toward thist technology. Here, the factors of the affective stage promote 
the willingness to use blockchain technology. In addition, the new technology is seen as embedded, reliable, 
and biased. [10] 

The paper "Blockchain in logistics industry: in fizz customer trust or not" by Jain et. al. from 2019, attempts 
to explain the behaviour of an individual regarding to blockchain technology, this paper is further named 
Paper 8. The TAM model has been utilized as the basis of hypothesises formulated. Here, the following 
factors have been considered in more detail: Attitude, Perceived Ease of Use, Perceived Usefulness. Based 
on the previously formulated hypotheses, a questionnaire was created and distributed to 250 online shoppers. 
The authors returned 240 completed questionnaires. From this, they were able to conclude that the previously 
defined factors all have a significant influence. In addition, they expect higher business revenues and better 
customer relations. [11] 

Consider the 2020 paper "Unearthing the determinants of Blockchain adoption in supply chain management" 
by Wong et. al, this paper is further named Paper 9. This paper focused on the decision making regarding 
blockchain technology by Malaysian companies. For this purpose, hypotheses have been formulated based 
on the UTAUT model. However, the UTAUT model has been extended by the factors Technology Readiness 
and Technology Affinity. A questionnaire was then prepared. This questionnaire was then answered by 162 
Malaysian companies. The authors concluded that Performance Expectancy and Effort Expectancy are 
insignificant for the decision. In contrast, the Facilitating condition is significant, as well as the two 
additional factors. However, the respondents saw difficulties with regulations and guidelines, especially in 
data protection and consumer protection. However, the respondents also have little experience in blockchain 
technology. Therefore, the authors believe that greater awareness and expertise of the technology, as well as 
clear regulations, are helpful and necessary. [12] 

The 2020 published paper "Blockchain adoption in operations and supply chain management empirical 
evidence from an emerging economy“ by Queiroz et. al, focuses on the decision-making process of Brazilian 
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companies to use blockchain technology, this paper is further named Paper 10. For this purpose, 
questionnaires were prepared based on the previously mentioned UTAUT model. These were then sent via 
social media. The authors received 184 responses. From these replies, the authors concluded that facility 
conditions, trust, and effort expectancy have a positive impact on decision making, and performance 
expectancy has a negative impact. [13] 

Furthermore, the paper "Blockchain-Based Supply Chain Management: Understanding the Determinants of 
Adoption in the Context of Organization" by Gökalp from 2020 was also examined in more detail, this paper 
is further named Paper 11. For this purpose, certain factors were clustered with the help of the TOE model. 
The individual clusters were as follows: Technology: relative advantage, complexity, compatibility, 
interoperability, standardization, scalability, and trust; Organization: organizations IT resource, top 
management support, organization size, financial resources; Environmental: competitive pressure, trading 
partner pressure, government policy, government regulations, inter-organizational trust. Interviews were 
conducted with 30 experts on these factors to obtain a weighting of the factors. The environment is the most 
important factor for the exchange of information between organizations. The technical factors are 
particularly concerned with improving performance and efficiency, and the organizational factors are 
concerned with the availability of IT resources and finances. It is also about having the support of top 
management and inter-organizational trust, as well as supportive policy regulations and competitive 
advantage. [14] 

The 2019 paper "The Role of Social Influence in Blockchain Adoption: The Brazilian Supply Chain Case" 
by Wamba & Queiroz analyses Behavioural Intention Adoption based on the UTAUT Models. This paper 
will be further just referred to as Paper 12. For this purpose, hypotheses on the factors Social Influence, 
Facility Conditions, Performance Expectancy, and Effort Expectancy have been formulated first. Based on 
these hypotheses, questionnaires were created and sent to Brazilian senior supply chain specialists via 
LinkedIn. The authors received 138 responses. They concluded that Social Influence has the strongest 
influence. However, Performance Expectancy has no influence, which they explained by the fact that 
managers in India do not expect any increase in productivity from blockchain technology. [15] 

The next paper "Special Topic Forum: Blockchain Application and Strategies for Supply Chain Research 
and Practice" by Durach et. al is from 2021. This paper will be further just referred to as Paper 13. In this 
paper, the authors surveyed 151 German managers regarding their attitudes toward blockchain technology. 
Of particular importance here are the factors that are categorized under the keywords: Initial consideration, 
Active evaluation, Moment of purchase, Post purchase experience and Loyalty loop. They concluded that 
the cost of the technology plays a major role. The same applies to the handling and transfer of data. On the 
other hand, the factors loyalty, competitive pressure and transparency of processes have less impact. [5] 

In addition, the paper "Understanding the Blockchain technology adoption in supply chains- Indian context" 
by Kamble & Gunasekaran from 2018 was analysed in more detail. This paper will be further just referred 
to as Paper 14. In this, the TAM, TPB (Theory of planned behaviour) and TRI (Technology readiness index) 
models are used to create hypotheses about the adoption of blockchain technology. These hypotheses serve 
as the basis for a survey with 150 participants from 150 companies and the design of a questionnaire, which 
was completed by 181 supply chain professionals. The authors concluded that there are no concerns about 
implementation or ease of use. In addition, the perceived benefits are also positive. There is a discernible 
influence of the subjective norm which can manifest itself in the form of peer pressure or a competitive 
advantage. In addition, personal attitude also has an influence on decisions. [16] 

In addition, the paper "Blockchain adoption challenges in supply chain: An empirical investigation of the 
main drivers in India and the USA" by Queiroz & Wamba from 2018 is also considered. This paper will be 
further just referred to as Paper 15.  This compares the adoption of blockchain technology in the US and 
India. For this purpose, hypotheses are formulated based on the TAM and UTAUT models. These serve as 
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the basis for questionnaires completed by 394 supply chain professionals in the US and 344 in India. They 
show that Performance Expectancy always has an influence. Trust, on the other hand, has a greater influence 
in India than in the USA. Whereas Facilitating conditions has a greater influence in the US. Social Influence, 
however, is again stronger in India, where the influence of colleagues or family on decisions is greater.[17] 

The last paper, "Antecedents of blockchain adoption: An integrative framework" by Clohessy et al. from 
2020, this paper is further named Paper 16, looks at decision making to utilize blockchain technology 
considering the TOE model. However, this was extended to include the Task and Individual categories. After 
a literature review, the authors concluded that the categories considered are relevant to decision making. As 
well as the support of top management. [18] 

Taking a closer look at the analysed papers, it is noticeable that mainly 3 models are applied, the TOE model, 
TAM model and UTAUT model. Table 2 summarizes these models and the corresponding factors. 

Table 2: Models and Factors 

Model Factors Meaning 

TOE 

Technological factors Availability, Characteristics 
Organisational actor Formal and informal Linking Structures, Communication Processes, Size, Slack 

Envoirmental factors 
Industry Characteristics and Market Structure, Technology Support Infrastructure, Goverment 
Regulations 

TAM 
Perceived usefulness 

"the degree to which a person believes that using a particular system would enhance his or her job 
performance" 

Percieved ease of use "degree of belief that a person will find it easy to use the system" 

Attitude 
"an individual’s positive or negative feelings (evaluative affect) about performing the target 
behavior" 

UTAUT 

Performance expactancy 
“the degree to which an individual believes that using the system will help him or her to attain 
gains in job performance” 

Effort expactancy “the degree of ease associated with the use of the system” 

Social influence 
“the degree to which an individual perceives that important others believe he or she should use the 
new system” 

Facility conditions 
“the degree to which an individual believes that an organizational and technical infrastructure exist 
to support the use of the system” 

Gender 

control variables 

Age 
Experience 
Voluntariness 

 
The TOE model has three main categories under which factors are collected. In the table, some factors are 
mentioned, but there are no fixed factors that can be added. The TAM model is limited to the final factors 
that influence the decision. There are also extensions like the TAM2. In this model the factors that influence 
the performance expectancy, Effort expactency and Attitude are also listed. The UTAUT model only 
considers the factors listed in the table, these are not further classified. In this model, however, there are still 
control variables, which are not always used. 

All models have different emphases, which is why it can be useful to use them in combination. Paper 5 and 
Paper 15 e.g., have considered the TAM and the UTAUT model together. Other authors like Paper 3 and 
Paper 14 have extended the models by further not so frequently used models. This approach is often useful 
in order to consider a further spectrum of factors. 

 Conclusion 

During this literature review, it was noticed that there are not many papers on the acceptance analysis of 
blockchain technology in the food supply chain yet. For the acceptance of blockchain technology in the 
supply chain, there are already a few more papers, but even here there is still a lot of research to be done. 
The most noticeable thing is that the research is restricted to the last few years. The oldest paper that we 
have analysed is from 2018 but most are from 2020. This is mainly because the technology used is new, 
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however, this field of research should not be underestimated. However, it has been noted that new papers 
have been published on this topic during our research period. 

It can be concluded that the acceptance of the blockchain technology depends on a wide range of factors. 
The possible traceability and transparency are seen as positive. In addition, blockchain technology increases 
the trust of the various actors in the supply chain and reduces the effort and costs incurred by third parties. 
Furthermore, social factors and competitiveness play a major positive influence. The age and role of the 
decision-makers also have a positive impact on the decision. Negative factors are the financing of blockchain 
technology. In addition, the complexity and compatibility are viewed critically. In addition, despite the high 
technological standard, security and especially data security are considered. However, one must always pay 
attention to which market one is in, so it was found that the acceptance factors can differ with regard to the 
country in which research was conducted. [17] These Factors are also summarised in Table 3. 

Table 3: Factors for the utilization of blockchain technology 

Paper Factors for the utilization of blockchain technology Factors against the utilization of blockchain technology  

Paper 1 traceability will increase the quality of food, more 
transparent than the current situation financing, feasibility of the system 

Paper 2   internal supply chain organizational barriers, technological 
barriers 

Paper 3 Interorganizational and technical trust, trust between different actors 

Paper 4 time required to collaborate with other companies, high 
level of expertise technical maturity, cost, compatibility, and scalability 

Paper 5 UTAUT model and the TOE model have s significant positive impact 

Paper 6 working with third parties have a positive effect, 
acquisition cost, competitive pressure 

complexity of the system, fear of utilization, support of the 
management level is still missing 

Paper 7 embedded, reliable, and biased risk, trustworthiness, justice 
Paper 8 higher business revenues and better customer relations   

Paper 9 facilitating condition, technology readiness and 
technology affinity regulations and guidelines 

Paper 10 facility conditions, trust, and effort expectancy  

Paper 11 performance, efficiency, environment. IT resources, finances, top management, inter-organizational trust, policy 
regulations and competitive advantage 

Paper 12 social influence   

Paper 13 
pay for performance, transfer of contracts, bonds, deeds, 
or stocks, escrow services document-signing processes, 

token-curated registries 
  

Paper 14 subject norm, perceived usefulness, attitute   
Paper 15 performance expactancy, trust, social influence, facility conditions 
Paper 16 technik, organisation, environment 

 

The objective of this paper was to summarize different methods and results of acceptance analysis of 
blockchain technology in food supply chains. Although there have not been many papers on blockchain 
technology in food supply chains, we believe that the methods and factors found can be applied to food 
supply chains to find out whether the technology is accepted or not. And thus, more successful projects can 
be implemented in this field. 
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Abstract 

The digitalization of value networks holds out the prospect of many advantages for the participating compa-
nies. Utilizing information platforms, cross-company data exchange enables increased efficiency of collab-
oration and offers space for new business models and services. In addition to the technological challenges, 
the fear of know-how leakage appears to be a significant roadblock that hinders the beneficial realization of 
new business models in digital ecosystems. This paper provides the necessary building blocks of digital 
participation and, in particular, classifies the issue of trust creation within it as a significant success factor. 
Based on these findings, it presents a solution concept that, by linking the identified building blocks, offers 
the individual actors of the digital value network the opportunity to retain sovereignty over their data and 
know-how and to use the potential of extensive networking. In particular, the presented concept takes into 
account the relevant dilemma, that every actor (e. g. the machine users) has to be able to control his commu-
nicated data at any time and have sufficient possibilities for intervention that, on the one hand, satisfy the 
need for protection of his knowledge and, on the other hand, do not excessively diminish the benefits of the 
system or the business. Taking up this perspective, this paper introduces dedicated data sovereignty and 
shows a possible implementation concept. 

Keywords 

information gateway; data security; information flow control; platform acceptance 

1. Introduction 

Digitalization provides technologies and concepts for realizing the integration of business-relevant infor-
mation across the entire value chain. In particular, cross-company information platforms are a general ap-
proach in this respect. In conjunction with the Internet of Things (IoT), there is potential for manufacturing 
companies to ensure their competitiveness in the future. IoT-based systems and their integration by means 
of information platforms make it possible to link a large number of data sources and network them into 
advantageous value creation networks. Cross-company networking in production has already demonstrated 
its fundamental potential in the automotive industry [1]. By participating in platform ecosystems, companies 
can encounter cost pressure in the core business. Digital business models allow internal product and process 
optimization for the platform players machine suppliers, machine users, suppliers and the customer.  

With numerous IoT-based platforms and various clouds, solutions exist that are already available as a usable 
product, at least from the perspective of their providers [2], [3]. Hyperscalers (AWS, Microsoft Azure and 
Google Cloud Platform) also offer basic functions in terms of computing power, storage and networks. 
Looking at actual use in practice, the potential users do not seem to share this optimism: deployment occurs 
hesitantly and use of information platforms, despite their potential, is low. 
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The result is a low level of information exchange between value creation partners and level of digitization 
across entire industrys [4], [5]. Since companies as actors in value chains are shaping socio-technical sys-
tems, possible reasons are the perceived risks which, from the companies' point of view, have not yet been 
addressed to a sufficient extent and are working against actual comprehensive use. According to Gartner, 
IoT platforms are in the phase through of disillusionment [6]. The task is to identify solutions based on key 
challenges that will help to implement digitized value networks in a targeted manner. Taking up this per-
spective, this article introduces dedicated data sovereignty and shows a possible variant of implementation. 

1.1. Research question and expected results 

Experience with cloud-based ERP shows that the fear of a know-how leak is a relevant roadblock among 
potential users [7]. This leads to the thesis that trust creation plays a significant role and that ensuring per-
ceptible data sovereignty is therefore an important success factor for the effective establishment of future 
value creation networks. The implication of this thesis is that the cross-company exchange of information as 
a fundamental part of digital value networks must be designed in such a way that the participating companies 
do not have to fear a leakage of their know-how. This makes controlled communication indispensable. The 
dilemma: It must be ensured that every actor (e.g., the machine users) can control the communicated data at 
any time and at an effort-adequate level, and that there are sufficient options for intervention that satisfy the 
need for protection on the one hand and do not excessively diminish the system benefits on the other. For 
SMEs in particular, this is a challenging task that has to be mastered in addition to day-to-day business. 

Thus, there is a need for suitable concept of principles that serves as a basis for the development of such 
solutions. Solutions that avoid the perceived loss of control if data is passed on to external systems (e.g., 
cloud-based services or SaaS applications) and still make the aforementioned positive aspects usable. Solu-
tions that create trust through the appropriate regulation of information flows bring acceptance for the active 
co-design of future ecosystems. In this respect, the following relevant research questions arise with regard 
to the establishment of platform-based business models in future value creation networks: Is the fear of 
know-how outflow actually a misson-critical obstacle? How can the data sovereignty of individual 
actors within shared platforms be achieved with reasonable effort? Subsidiary results from the 
knowledge process are: What is the significance of trust creation for the establishment of digital value net-
works? Which building blocks are success factors for connection to IoT platforms? 

Taking up the above thesis, the identification of the obstacles confirms the high importance of trust creation 
within value networks. A reference model of the necessary building blocks systematizes the implementation 
of the platform connection. In this context, the reference model is to be understood as a model which, on the 
one hand, concretizes certain aspects of the mapping space (delimitation of metamodel) and, on the other 
hand, offers room for adaptation to concrete use cases (delimitation of model). It serves as a basis for a 
systematic approach and forms a framework for further operationalization to concrete use cases. With the 
goal of effective trust creation, we introduce dedicated data sovereignty, a concept that ensures appropriate 
know-how protection. Part of the dedicated data sovereignty is the concept of a controlling entity - an infor-
mation firewall. This element acts as part of the corporate network and provides extensive control of infor-
mation flow. This avoids the creation of another external actor that appears to be independent, but results in 
respect to its viable business model in additional cost and effort. The Information-Firewall provides the 
concept which takes over the tasks of information flow control within the corporate structure. Synergisti-
cally, the device also offers the prospect of further added value (e.g. retrofit). 

1.2. Methodology of research process 

The first part of the research process is the problem analysis with an identification and structuring of the 
obstacles that hinder the use of cross-company information platforms and platform-based business models. 
It starts with  investigating the lack of participation in cross-company information platforms, carried out in 
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the first instance by means of interviews with companies to identify practical obstacle reasons. For the pur-
pose of consolidation and supplementation, a focused literature research follows in the second instance. The 
latter forms part of the state of Research. It follows by the elaboration of trust creation as an essential key 
factor follows. The resulting findings are then used to identify relevant fields of action. Based on this, the 
development of a solution approach follows. This begins with the data privacy approach and shows the 
current state of research in this area. Subsequently, security-relevant model elements are determined and 
linked in the concept of information firewalls. In addition, an implementation proposal results, which carries 
out the operationalization and enables the implementation for existing systems. 

2. Problem analysis 

The analysis begins with a practical perspective, considers possible solutions and derives implications. Thus, 
it links practical needs and theoretical solutions to a model of the relevant solution modules. 

2.1. Practitioner's perspective 

The situation from a practical perspective is documented in the results of 18 interviews with players in man-
ufacturing SMEs (managing directors, IT managers, production managers; end of 2019). The guideline-
based design allows sufficient freedom in the choice of areas of observation and their detailing, while still 
maintaining the focus. With regard to the use of platforms, the guideline covers the perception of the poten-
tials, the experiences to date and the status of implementation, viewed from the perspectives of people, tech-
nology and organization. In summary, the following findings result. 

The existing heterogeneous IT and automation landscape and the lack of integration capability of the pro-
duction objects make the holistic implementation of platform projects difficult. There are too few standard-
ized interfaces that allow the configuration and comprehensive connection of the systems involved in a way 
that is commensurate with the effort involved and overcomes the partial closeness of proprietary isolated 
solutions. Implementation also fails because of the specifics of the situation at hand. Although there is con-
sensus on the theoretical application potential, difficulties arise in the individual adaptation. The selection 
and configuration of the appropriate technological and organizational elements and their sustainable combi-
nation represent hurdles. This also includes the lack of migration strategies that enable systematic and tar-
geted further development of the existing systems (brown field), as well as the provision of human resources, 
since all employees are typically tied up in day-to-day business in SMEs. 

Furthermore, the individual benefits of digitizing processes cannot be adequately demonstrated without suit-
able evaluation tools for potential investment decisions. The only partial evaluation of possible solution 
modules leads to false expectations and misjudgments on the part of those responsible and decision-makers. 
In addition to these technical and organizational reasons, the psychosocial dimension is also part of the 
problem with the fear of a know-how drain. Since control of the data actually communicated to the platform 
during operation cannot be adequately ensured, these concerns lead to the decision not to connect to and use 
the platform. In summary, significant obstacles exist within the enabling prerequisite, the implementation as 
well as the operation. This general structuring into this issue areas is applied in the following for further 
elaboration. 

2.2. Detailing the issue areas 

The next step of the knowledge process aims at a supplementary consideration of the reasons for obstacles 
by means of literature research and their systematization. The guiding question of the literature research is 
that of building blocks that make an essential contribution within the issue areas mentioned.  
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From a technological point of view, IoT systems arise from the connection of people, objects and systems 
[8], which interact as actors in a communication structure. Industry 4.0 as the production-related manifesta-
tion of the IoT names cyber-physical systems (CPS) and their extensive networking as essential elements 
that use embedded systems (ES) to equip objects with the necessary capabilities and upgrade them to IoT 
devices [9], [10]. Consequently, high penetration is a prerequisite for the economic implementation of CPS 
and their linkage to cyber-physical production systems (CPPS). The same applies to other technologies (e.g., 
AutoID, localization with GPS or beacons, algorithms for search and analysis such as deep learning) that 
realize essential capabilities of the IoT system elements. Thus, technology availability emerges as part of 
the issue area enabling prerequisite. 

Networking to form an IoT communication architecture implies three potential levels of action for the system 
elements involved: environmental interaction with sensing by sensors and action by actuators, the gateway 
level as an essential network element, and the IoT platform as a higher level of data storage and processing 
[11]. Grounded in their ability to process information locally, IoT devices can not only be used for mere data 
collection, but can also act as an IoT gateway, if necessary, which handles communication to the next higher 
level (typically a cloud) (e.g., via HTTP/REST-based data transfer or via MQTT protocol) [12]. These gate-
ways are equipped with various network interfaces and, in addition to pure data transmission, can also act 
as translators or intermediaries and perform preprocessing of the data (e.g., filtering, aggregation) locally 
[13]. Within the cloud, the cross-element evaluation of the accruing data and integration of the results into 
the company's business processes takes place. Possible variants are the private cloud on premise in the com-
pany or the external variant using cloud service providers [14]. Existing IT architectures must therefore have 
a suitable architecture concept that fundamentally permits this distribution of tasks for the system elements 
mentioned. Architecture concepts forms a further component of the issue area enabling prerequisite. 

Taking up the above IoT communication structure, IoT platforms are software systems that connect objects 
or devices [15] and provide or allow the development of applications for data storage, analysis or visualiza-
tion. To structure the architecture of IoT, typical models concretize the three task domains into a five-layer 
model with typically device, connectivity, processing, application, and security layers [16]. The latter three 
form the IoT platform in a narrow sense. The processing layer includes device management (with identifi-
cation and health monitoring) and data preparation, among others. The application layer provides applica-
tions for information retrieval, some of which cover domain-specific use cases or can be created by external 
actors. Also part of an IoT platform is a security concept. Other reference models make further differentiation 
into functions and tasks or directly include business models and processes (e.g., ten task areas [14], eleven 
criteria [17]) and thus offer a broader perspective. In existing platform offerings, the aforementioned tasks 
are implemented or configurable to varying extents. Particularly relevant components are standardized in-
terfaces to third-party systems, IoT data analytics and the provision of mobile applications, as well as support 
for a wide range of communication protocols [18]. This shows success-critical factors for the implementation 
of IoT platforms. The component IoT platform offer, i.e. portfolio  available on the market, is also part of 
the enabling prerequisites issue area. 

For the demonstration of use and validation of potential solutions, a suitable set of tools for evaluation is 
needed. The demand for such testing and validation tools is also evident from the increasing address in the 
relevant funding programs of science and practice as well as in political and industrial initiatives: As so-
called "test centers", they are an essential part of the respective intended solution strategy [19], [20]). In 
terms of the structuring used, the solution evaluation is located in the implementation issue area. 

In particular, the topics of interfaces and communication protocols point to the technical challenges of inte-
gration within heterogeneous and evolved IT and automation landscapes. Since it cannot be assumed that 
existing systems will be replaced by new copies without further ado, the implication arises that existing 
systems must be enabled in a suitable form to act as part of an IoT platform. In particular, the integration of 
closed legacy systems forms a typical use case [21], [22]. Reasons are the necessary investment protection, 
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the new acquisition of machines or systems is rarely a real option for SMEs. An implementation within 
existing systems is inevitable. Thus, brownfield is part of the problem area implementation. 

Various middleware concepts (such as the Reference Architecture Model Industry 4.0 (RAMI 4.0) [23]) 
exist to enable existing production facilities. These work on a very abstract level and offer little help for 
operational implementation. Thus, these general concepts require further concretization (e.g., in the form of 
configurable migration strategies). They must also address the specifics of the situation at hand, but at the 
same time follow standards in order to avoid isolated solutions or lock-in effects. Target-oriented individu-
alization is another building block within the issue area of implementation. 

The use of the Internet Protocol (IP) in the IoT gives the impression of simple implementation of global end-
to-end communication. Looking at the differentiation into signal, data, information and aggregation levels 
[24], this is largely true only on the first two levels. On the information or aggregation level, this is not the 
case. The inclusion of semantic aspects or complex data structures, preprocessing and aggregation, or the 
provision of functions at a high level of abstraction for communication and operation is not sufficiently 
available and requires further concerted work [25]. This means production objects can only exchange data, 
but no full interoperability has been implemented at the application level of the IoT structural model in a 
practical way. Currently, there are only islands of interoperability provided by the individual reference ar-
chitectures from different application domains [26]. In other words, objects just talk but do not understand 
each other sufficiently. After all, some commonly used application-level protocols have been established for 
connecting machines to cloud services, which provide a basis for solving the lack of communication capa-
bilities. These include MQTT (Message Queue Telemetry Transport) for message exchange between de-
vices, LWM2M (Lightweight Machine-to-Machine) for IoT device management, and OPC-UA (Open Plat-
form Communication Unified Architecture) for communication between machines. Thus, semantic interop-
erability is also part of the implementation problem domain. 

The commitment of the stakeholders is an important success factor in the introduction and use of innovations 
and counteracts possible negative consequences such as the deliberate delaying or slowing down of the 
change or even the failure of the project [27]. Acceptance is also characterized by the perception of risks and 
barriers when (potential) customers use IoT and cloud computing [28]. In particular, the assessment of the 
trustworthiness of the provider is a critical factor for success in this respect [29]. The fact that shop-floor IT 
is no longer an isolated entity that can only be accessed physically means that new threat scenarios are 
emerging (see Stuxnet, Duqu, etc.). As a consequence, new challenges arise for security concepts and their 
practical implementation in the factory [30]. On the other hand, a security concept must protect the know-
how about production processes and manufacturing methods from uncontrolled outflow [31], which is also 
essential in the ecosystem [32]. Know-how protection is particularly important due to the high degree of 
networking of the IoT and its need for communication relevant to its use. Suitable measures are not only 
important in the initial design (cf. security by design). Rather, in daily operation, maintenance and necessary 
adaptation are highly relevant. For this reason, know-how assurance is classified as an essential component 
of subject area operation, as is user acceptance especially its upholding, which promotes a high degree of 
utilization of the system element in question. 

The required ability to adapt to changing conditions during operation addresses adaptability. As the adapta-
tion to changing conditions by the system itself, it is, in addition to efficiency, a further requirement with 
regard to the competitiveness of companies [33]. Concepts of adaptability provide more suitable design 
means and solution paths for permanent and rapid adaptation of the internal organization and technology 
[34]. Also in the context of digitalization, platform-based ecosystems and new business models, mutability 
is a desirable property of the overall enterprise system, whose architecture forms the basis for changing 
business models from within and changes due to competition and new technologies from outside [35]. Con-
sequently, the system as well as the system element must offer internal user suitable options for implement-
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ing future change requirements in an effort-appropriate manner. Since not all change requirements are fore-
seeable during implementation, adaptability is taken into account as a further component of the issue area 
"operation".  Figure 1 summarizes the resulting elements from the identified obstacle reasons and influencing 
factors, structured into the three issue areas prerequisites/enablers, implementation and operation. Also in-
cluded are the perceived levels of maturity, which was part of the insight validation with the interview part-
ners. 

Figure 1: Building blocks for platform application and maturity 

2.3. Implications 

In line with the fact that psychosocial aspects are also relevant within change management for the actual use 
of innovations in addition to the technical and organizational perspective, concerns and worries on the part 
of potential users are important for acceptance and the probability of benefits. In the case of external infor-
mation platforms, this relates in particular to fears of a loss of know-how. To counter these, it must be 
ensured that every actor (e.g., the machine users) can control the communicated data at any time and that 
there are sufficient intervention options which, on the one hand, satisfy the need for protection and, on the 
other hand, do not excessively diminish the system benefits. Existing authorization concepts must be checked 
in this respect or adapted to the extended data availability. A suitable data structuring with associated rights 
and appropriate data granularity is still missing. 

The control of the actually communicated data is an essential consequence. The implication for action is 
therefore to ensure appropriate data sovereignty with respect to the platform connection by means of con-
trolled communication that is transparent to the data owner at all times. Ensuring data sovereignty becomes 
an effectiveness-determining task in the use of information platforms and the realization of platform-based 
business models in this regard. Furthermore, this task does not have a "static" problem solution, but requires 
an adaptable solution that implements control loops, if necessary, in order to be able to make adjustments 
and further developments during operations and to react appropriately to new external and internal require-
ments. A particular challenge for SMEs is both the implementation and operation of these control loops, 
which implies the use of appropriate automation and configuration. These control loops need an effective 
runtime environment within the overall architecture and external knowledge of the business transactions at 
the meta-model level. 

3. Dedicated data sovereignty 

The particular challenge is to restrict the flow of information without impairing the functions of the platform 
ecosystem, i.e., without too much or too little data flowing out of the company. Thus, suitable mechanisms 
are required that on the one hand realize the fundamental data sovereignty, but on the other hand also address 
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the information needs of the network partners in an expedient manner and adapt the communicated data to 
this purpose. This tailored data sovereignty is referred to as dedicated data sovereignty. The dedicated data 
sovereignty approach takes up the influencing factors that have been identified and derives a reference model 
of the necessary building blocks for implementation. 

3.1. Starting point data privacy 

Trust creation as a basis for acceptance and application is well recognized. Trust and Privacy is one of the 
key challenges in respect of the adoption of Internet of Things [36], wich is the collective term for future 
connecting system concepts. Likewise, the Gaia-X initiative of the BmWI points to trust, digital sovereignty 
and self-determination as relevant goals and recommends addressing them within modern cross-company 
data infrastructures [37]. In this respect, this initiative names digital sovereignty as a part of the implemen-
tation. An essential element here is data sovereignty, which concretizes the goal: complete control over 
stored and processed data and also the independent decision on who is permitted to have access to it. 

Figure 2: Implementation by using information gateways with a firewall function 

Starting point data privacy: There are already approaches from data protection (e.g. BSI-Grundschutz) which 
can serve both methodically and in terms of content as a basis for developing an adequate adaptation to the 
IoT in the area of discourse being worked on. Various principles and paradigms exist here that serve as the 
starting point for further conceptualization of the reference model. A first operationalization is provided by 
[38]. The basic principle is data sparseness (minimize) with the restriction to the provision of the actually 
required data of the respective business activity. This implies the sufficient definition and delimitation of the 
respective use cases. In addition, encryption and anonymization (hide) ensure secure communication and 
appropriate information reduction. Distributed data storage and analysis (seprate) can reduce the risk of 
knowledge leakage by scattering information fragments, since the complete picture is not fully accessible to 
anyone, as can early aggregation into groups (aggregate) through local data aggregation. Both measures 
require appropriate data classification. Organizationally, transparency with regard to data collection, pro-
cessing and dissemination as well as loss through attacks (inform) and the maintenance of control by the 
data owner (control) must be realized. The enforcement of data protection laws (enforce) and the demon-
stration of enforcement (demonstrate) also have an effect in this sense and may have a regulatory require-
ment. All building blocks are to be anchored in the architecture through technical and organizational 
measures (privacy by design). 

The requirements of data economy in combination with the diversity of platform-based business transactions 
give rise to the need for scalable anonymization, i.e., the implementation of different degrees of anonymiza-
tion and pseudonymization. Approaches are provided, for example, by Marnau with k-anonymity [39] and 
Ulbricht [40]. The differential privacy approach (cf. [41]) implies the multi-level design using gateway-like 
software elements. The gateway element allows security and pre-processing at the user's end. Figure 2 shows 
this approach. It extends the classic firewall with business related abilities, replacing static blocking of in-
formation flows with customized business case dependent filtering. The question remains open as to how 
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the gateway element must be designed and how it can be ensured with regard to the requirement of appro-
priate integration and low-effort operation. Building on these basic approaches results in the concept of the 
information firewall. This concept of an information-firewall provides a solution to control the communi-
cated data regarding actor-specific requirements for high transparency of the data flows as well as necessary 
interventions by the respective stakeholders. 

Figure 3: Classification and requirements for an information gateway 

Figure 3 shows the requirements for such a component and makes a classification as well as a distinction 
from typical device classes. An information gateway with firewall function operates at the level of an infor-
mation node. These capabilities can be realized, for example, as an independent component between pro-
duction objects (e.g., machine) and platform by an edge controller device (see [20]). 

3.2. Reference model 

In addition to the hardware and software concepts for an information gateway, further building blocks are 
required which, as elements of the surrounding overall system, represent the prerequisites for effective de-
ployment. Applying the structure of organization, technology and human, the building blocks shown in Fig-
ure 4. As an example, the user access module is detailed here (Figure 5). The data sources (left) and the 
platform (right) are visible. In between, the information firewall is realized by means of the information 
gateways and I4.0 box, which regulate the flow of information as a connecting element and in this case 
provide the necessary functions by means of agents and automate them appropriately. 

Figure 4: Result for the realization of an information firewall 
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4. Hardware concept 

The deployment of the information firewall concept needs a hardware concept that enables the implementa-
tion in existing infrastructures. In reference to the presented building blocks this concept have to fulfill sev-
eral requirements. Accordingly, potential data sources must be enabled in a proper way to act as CPSs. In 
particular, from brownfield perspective (see section Influencing factors) the integration of closed legacy 
systems is a typical use case. The concept envisages a component which enables the required properties to 
be retrofitted and equips a production object with CPS capabilities. The implementation of the information 
firewall function follows Industry4.0's ideas of complexity reduction through decentralized elements with 
capabilities for local information processing. It is therefore obvious to design this component as a typical 
CPS in accordance with I4.0. Thus, the device acts on the information node level (see section 3.1). 

Figure 5: User access with mobile dashboard and I4.0-Box device 

The term I4.0 box is used in reference to the Industry 4.0 concept. Also picking up on this aspect, the refer-
ence architecture model Industry4.0 (RAMI 4.0) also describes such an approach under the conceptual term 
management shell [23]. The management shell as an interoperable profile of the technical actor (e.g., the 
machine) provides information about the data supplied, among other things. Thus, by comparison in combi-
nation with the description of the business model, a classification can be made with regard to adaptations of 
the communicated data. The use of local information processing also contributes to the flat communication 
hierarchy of IoT. Figure 5 shows a an actual implementation of this hardware concept. CPS enablement, 
data source with local information processing and communication capability: the device gains access to the 
production object's installed sensors by connecting them via discrete cabling, using existing fieldbus via the 
controller/PLC, or alternatively via additional sensors installed at a suitable location. Actuators are con-
nected via fieldbus or via direct cabling to the controller. In analogy to operating systems and their tasks - 
the abstraction of the operating equipment from the underlying hardware and the management of hardware 
resources - the software components of the boxes are summarized under the term factory operating system 
(FaBS). The ConnectionService realizes the communication of the components. Similar to a driver, it ab-
stracts technical details and provides access to FaBS functions. It allows the implementation of a gateway 
function between the internal communication of the system components and the respective protocol of the 
external component. This can be done using standards (such as OPC-UA in the case of linking different 
runtime levels) or using things, specifically defined by the provider. 

5. Conclusion 

The individual and situational protection needs of data owners are juxtaposed with the need to share infor-
mation regarding the effectiveness of platform-based business models. By creating dedicated data sover-
eignty through scalable transparency, this paper addresses this issue and provides an approach to address 
this problem. It systematically shows the necessary building blocks. The reference model provides a frame-
work for further activities to operationalize the identified building blocks. It offers a basic procedure whose 
principles serve as a basis for the development of such solutions. An obvious and further approach is to 
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establish the analysis of information flows as an important part of securing the IT infrastructure and to im-
plement the detection of dynamic structures as well as the detection of irregularities and anomalies in suitable 
systems. To adequately master these tasks, AI-based methods are possible tools for technical operationali-
zation, e.g., to design self-learning (security) systems. The CPS-based hardware concept offers a usable 
runtime environment in this respect. 
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Abstract 

The digital transformation is changing the way companies think and design their manufacturing 
environment. Both due to the increasing number of connections between IoT-Devices, tooling machines, 
and production lines and the phenomenon of the convergence of IT and OT, systems are becoming more 
complex than years ago. Organizational and cultural changes within manufacturing companies strengthen 
this trend and form Industry 4.0 environments and cyber-physical production systems (CPPS). As these 
systems do not longer stay alone but are connected to each other and the company’s outside, the size of the 
potential attack surface is increasing as well. Besides that, manufacturing companies, small and medium-
sized in particular, are facing complex challenges based on lack of knowledge, budget, and time to 
understand as well as to interpret their current situation and risk level and therefore to derive necessary 
counter-measures. Efficient as well as pragmatic tools and methods for these companies do not exist. This 
paper shows a research approach in which the company-specific set-up of Industry 4.0 environment and 
CPPS is characterized by its potential vulnerabilities. This enables companies to evaluate their risk potential 
before setting up this kind of environments and to undJo,erstand the potential consequences more precisely. 
By doing so, companies can derive and prioritize important counter-measures and so to strengthen their level 
of cyber-security efficiently. This will decrease the number of cyber-security attacks and increase the 
company’s competitiveness. 

Keywords 

Cyber-Security; Industry 4.0 Environments; Manufacturing Companies; SMEs; Digital Transformation; 

1. Introduction 

The digital transformation of manufacturing companies is changing the way on how we think about 
organizational, technical, cultural, and processual relations. We see shifting paradigms in manufacturing 
companies through Industry 4.0 [1], which need to be addressed in several ways. These paradigms are 
required for so-called cyber-physical production systems (CPPS), which are formed by former standalone 
cyber-physical systems (CPS). Those CPS are physical systems such as machines, tools, or electrical 
components, enriched with cyber aspects such as software components. Therefore, they are characterized by 
a deep linking of physical and computational elements. On a higher enterprise level, this convergence of 
information technology (IT) and operational technology (OT) is called IT/OT-convergence, forming the 
Industrial Internet of Things (IIoT). It enables companies to now understand patterns, which had been an 
unknown unknown in the past, by analyzing data from former silos.  
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The result is, that the security goals of both IT and OT are merging [2]. Due to the fact, that these IIoT-
systems are complex by their nature and are becoming even more complex because of new technologies and 
further developments, manufacturing companies seem to be overburdened by questions such as how to 
manage and how to secure these systems. As cyber- and information-security have always been an important 
aspect to take into account, its importance is continuously growing due to the convergence of different 
domains. It is no longer acceptable just to secure single components, the realization of cyber-security needs 
to happen on an entire system level [3]. Therefore, the trustworthiness of IIoT-systems is becoming an 
important success factor for manufacturing companies. While many companies understand the need, they 
face significant challenges in implementing it. Lots of existing regulations, standards, and frameworks are 
too extensive to be applicable by SMEs. Furthermore, they are characterized by a lack of brownfield 
approaches, because the large number is not taking existing frame conditions into account. The fact that 
SMEs are suffering from limited resources, budget, know-how, and time complicates their situation [4]. 
Therefore, we focus on the following three aspects in this paper:  

- Modeling of Industry 4.0 environments based on existing but adopted frameworks 
- Mapping of the models’ intersections and most relevant vulnerabilities for SMEs 
- Derivation of counter-measures for a cost-benefit-efficient perspective 

As these three aspects do also represent a stepwise approach that can be integrated into an overall risk 
assessment, this paper will help SMEs to identify their largest gaps in cyber-security based on their existing 
environment. The mapping of vulnerabilities to the Industry 4.0 environment will enable companies to derive 
them without specific knowledge about cyber-security, but instead about their IIoT-systems. The goal is to 
show SMEs an efficient and pragmatic way to start first cyber-security initiatives on their own. The scope is 
not to make norms and standards obsolete, but to lower the entry threshold for SMEs by shifting the focus 
and starting point to a well-known area, their IIoT-Systems, and Industry 4.0 environment.   

2. State of the art 

The research in the field of cyber-security has increased over the last years. Especially the combination of 
cyber-security aspects in manufacturing companies implementing Industry 4.0 use cases has become an 
important research topic. This section, therefore, presents important norms and standards, IIoT reference 
architectures as well as approaches for threat modeling and vulnerability identification and shows their gap 
in comparison to the practical needs of SMEs.  

2.1 Norms and standards  

Norms and standards related to information security are often designed based on different target groups and 
fields of topics. They help to increase the information security level as well as to simplify the communication 
between different institutions about the controls to be applied. [5] As there are different standards across 
different countries, institutions, and sectors1, lately, activities tried to consolidate them as well as make them 
interoperable. Currently, the standard ISO/IEC 62443 is the most actively processed one in the field of 
Industry 4.0, while it makes use of existing norms and standards [7].  

Within the standard ISO/IEC 62443, the International Electrotechnical Commission (IEC) defines a security 
standard for an industrial automation and control system (IACS). It consists of several parts and subparts. 
The first part describes foundational terminology and basic knowledge. The second part especially deals 
with requirements related to an IACS information security management system. Besides that, it consists of 
methods related to patch management. Security technologies, levels, and requirements in general and related 

 
1 The European Union Agency For Network And Information Security (ENISA) published a list with around 50 existing 
information security and privacy standards for SMEs [6]. 
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to specific topics are described in part three. In more detail, part four lastly deals with security requirements 
for IACS components and general requirements along the product development process of those 
components. It takes different principles into account, e.g. defense in depth (different security levels arranged 
from the outside (lowest security level) to the inside (highest security level)) and zones & conduits (system 
divided into several zones related to specific security levels and the communication in between). 

The international and cross-sector standard ISO/IEC 27001 aims to support companies to manage their 
information security. It specifies requirements for establishing, implementing, maintaining, and continually 
improving an information security management system (ISMS). Furthermore, the assessment and treatment 
of risks related to information security is also part of the standard. The way the requirements are set out in 
ISO/IEC 27001:2013 is generic so that they can be applied to all organizations. [6] The standard is a relevant 
part of the superordinate row of ISO/IEC 2700X standards, which in total includes over 20 norms.  

The Bundesamt für Sicherheit in der Informationstechnik (BSI) in Germany developed and continually 
improves the IT-Grundschutz. Since 2005 it is divided into the approach for IT-Grundschutz and several IT-
Grundschutz catalogs. Besides management aspects, technical, organizational, personal, and infrastructural 
controls are described. The four norms BSI-Standard 200-1, 200-2, 200-3, and 100-4 are related to 
requirements to ISMS, the approach to use the standard, risk analysis based on the IT-Grundschutz, and 
incident management. The BSI-Standard 200-1 is widely comparable with the ISO/IEC 27001 norm and also 
considers aspects of ISO/IEC 27000 and 27002. Taken every part into account, the standards consist of more 
than 5000 pages and 1200 controls. [8] 

2.2 IIoT Reference Architectures 

Reference architectures are important for describing specific systems. Related to IIoT-systems and  
Industry 4.0 environments, several well-known architectures have been developed over the last decade. 
Studies with up to 430 investigated papers show that a large number of architectures exist just in the field of 
Industry 4.0. In the following, we will describe the most important and near-standard reference architectures 
in more detail.  

The Reference Architecture Model Industrie 4.0 (RAMI 4.0), formulated in the norm DIN SPEC 9134, 
represents one of the first reference models related to Industry 4.0. Besides the definition of terms, it 
describes different assets in Industry 4.0 and their characteristics. In general, RAMI 4.0 differentiates 
between the physical world (real assets) and the digital world (data and information). Systems are then 
described in three axes: life cycle & value stream (development to maintenance), hierarchy levels (product 
to connected world), and architectural layers (asset to business). The structural design of IIoT-systems, 
assets, and combination of assets are defined with the help of those axes and layers. Each layer is seen alone 
but interconnected with the layer above and below. [9] 

The Industrial Internet Reference Architecture (IIRA) is similar to RAMI 4.0 while describing different 
layers. In contrast to the three-axes architecture of RAMI 4.0, IIRA uses a viewpoint-, concern- and 
stakeholder-approach to describe IIoT-systems [10]. Especially the viewpoints (business, usage, 
functional, and implementation) allow the user to extensively describe the system. They provide stakeholders 
with the necessary detail to describe their concerns.  

Within the Norm DIN EN 62264-1 a process-driven approach for integrating the corporate and control level 
is focused. It is based on ISA-95 specifications and takes the PERA (Purdue Enterprise Reference 
Architecture) model as a basis. The norm serves as a relevant standard for defining the automation pyramid. 
The automation pyramid has been an important model to describe technical systems and their 
interconnections related to the shop floor and the automation environment. Nevertheless, due to the paradigm 
shift through Industry 4.0, the pyramid is becoming outdated, even if its generic structure is still applicable 
to most manufacturing companies.  
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2.3 Threat Modeling 

SMEs facing challenges with their cyber-security often see themselves struggling with deriving the most 
relevant threats and vulnerabilities concerning their Industry 4.0 environment. Besides existing studies on 
the most relevant vulnerabilities such as missing employee awareness or missing patch management, 
external consultancies assessing these environments as well as expensive hardware or software solutions, 
SMEs seem to stand alone without any guidance on the topic. A possible way for SMEs to derive their 
vulnerabilities is given by threat modeling. As a process, it represents a special form of model building. By 
developing a threat model, companies can derive potential threats for the model of the systems concerned 
[11]. Extensive threat models are often developed and applied as part of system (software) development to 
strengthen the principle of "security by design". Therefore, the applicability for manufacturing SMEs is 
limited, even though principles can be valuable guidelines during development [12]. The framework for 
modeling threats often consists of the following four steps [11]:  

1. Modeling of the system to be built, deployed, or changed 
2. Finding threats using existing models such as STRIDE  
3. Addressing threats based on the model 
4. Validating for completeness and effectiveness 

It is important to understand that there is not the “one correct” way for modeling threats. The four-step 
approach just gives the frame conditions which have to be detailed and tailored to the specific situation in 
which a company is situated. Furthermore, it is important to always focus on the result to be achieved. If the 
model shows several threats and works to deal with them, it will empower the company. [11] In combination 
with other tools, threat modeling gains even more power. Existing vulnerability ontologies [13–15], 
specialized methods for vulnerability identification [16,17], methods like STRIDE [18] or CVE [19], and 
automated solutions such as AI-based Twitter searches [20] help to increase the benefit of threat modeling.  

Therefore, threat models can be used for developing generic frameworks. In this paper, we made use of 
threat modeling for the development of the framework and approach in chapter 3. STRIDE will serve as the 
most mature model in this context. 

2.4 Research gap 

It can be stated that a lot of standards do exist, but even if they are intended to be universally applicable, 
they are often not applicable to SMEs due to their scope and size [4]. Not least because of this, there are 
numerous guides for implementing the various standards (see for example [21,22]). SMEs are facing 
different challenges than bigger companies, such as restricted budget, a lack of knowledge, and missing 
structures [6]. Same counts for existing architectures. They are mostly not applicable for SMEs to their 
cyber-security concerns [12]. Especially RAMI 4.0 and IIRA are not useful in a practical way, because of 
their generic character [23]. Threat modeling and existing threat models give a good starting point for SMEs 
to start with their cyber-security. But without knowledge within the company and guidance on choosing the 
right additional tool, it is hard for SMEs to do it with high completeness and effectiveness [24].  

3. Framework 

In this paper, we propose a framework based on existing standards, reference architectures, and approaches 
applicable for SMEs. The framework aims to provide SMEs with an instrument to manage their cyber-
security related to Industry 4.0 environments on their own and without deep expertise and a high budget. 
Within the framework, not only technical but also organizational and personal aspects are taken into account 
to serve as a holistic approach in SMEs. Furthermore, the framework is developed to be applicable for 
effectiveness and efficiency.  
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3.1 Structure of the framework 

Following KAMAL [25] respectively ZACHMAN [26], a systematic approach to study cyber-security is based 
on the decomposition of the system to be modeled answering the following questions: 

• What?   –  Description of the system and its components relevant to the threat model 
• Why?   –  Description of the primary business objective to accomplish a primary goal 
• How?   –  Description of the function to achieve the goal 
• Who?   –  Description of the human factor in each system 
• When?  –  Description of the system’s lifecycle 
• Where?  –  Description of the components in the context of the physical environment 

Those questions can be mapped on a security-related Industry 4.0 reference architecture developed for this 
paper shown in Figure 1. The ‘What?’ represents affected assets through component layers in accordance 
to e.g. RAMI 4.0. Furthermore, it is extended by the three important aspects Business (‘Why?’), Function 
(‘How?’) and Human (‘Who?’). The ‘When?’ represents the security life-cycle, starting with the initiation 
phase and ending with disposal, to include principles such as security-by-design and phase-specific 
vulnerabilities. Lastly, the ‘Where?’ shows the physical location respectively zones for (sub-)systems as it 
does the PERA model for example. 

The model claims to be comprehensive, layered, and modular at the same time [25]. Comprehensive means 
that the model offers the opportunity to derive the most relevant threats respectively vulnerabilities, even if 
it just represents a part of the real world. While looking at SMEs, focusing on the most relevant 
vulnerabilities instead of filling lots of libraries, helps to stay focused while having a lack of budget. The 
layered approach helps to reduce complexity within systems, so that companies, especially SMEs, can 
partially describe their Industry 4.0 environment. Model modularity means that different situations can be 
described separately from each other, which lowers the entry point for SMEs using the framework. The six 
questions represent six viewpoints, described below. 

 
Figure 1: Security-related Industry 4.0 reference architecture 
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What – Asset-driven: The starting point of modeling the IIoT-system is to make sure to only take those 
assets into account which are worth protecting the most. These assets can be physical (e.g. machines), 
software or hardware assets, communication-related assets such as a router, or data in particular.  

Why – Business-driven: To be able to make assumptions on the potential risk an IIoT-system is exposed 
to, the business-driven viewpoint is important to consider business decisions. Whether an IIoT-system has a 
supportive function or is highly crucial for the stability of the production process implies the needed security 
level, even if the vulnerabilities may be the same. Furthermore, the viewpoint allows considering 
stakeholder-specific, supply-chain-related, and tier-oriented aspects.  

How – Function-driven: The goal to be achieved by an IIoT-system relies on the system’s function. Meant 
are functional components, their skills as well as their interconnections and interfaces [27]. Concerning 
cyber-security, a failure of this function would represent an event, which has to be avoided. On the other 
hand, the system’s function should not be influenced negatively by security counter-measures. 

Who – Human-driven: To reflect the fact that a large number of attacks on companies are due to employee 
misconduct [28], the human-driven viewpoint represents the role of the person in front of the system, 
following the OSI-model and humorously called Layer-8. Besides that, humans are also seen as assets that 
need to be considered within threat modeling, e.g. concerning environmental threats. 

When – Life-cycle-driven: Most of the IIoT-systems do not represent greenfield-like environments. They 
are embedded in a specific context and situation. Taking these, costs during the design phase and the resulting 
decrease in business performance into account, the security life-cycle often does not take precedence the 
running business [29]. Nevertheless, the consideration of each life-cycle phase will help to identify and 
mitigate vulnerabilities. Each phase is linked to concrete processes and security controls such as the 
evaluation of tenders within the acquisition phase.  

Where – Location-driven: To specify and locate the concrete vulnerability, it seems obvious to model the 
explicit assets’ location. Therefore, the location-driven viewpoint can be seen as an additional viewpoint 
regarding the assets and their location within the company. For example, IIoT-devices close to the 
manufacturing process can be mapped on the field device layer, IIoT-devices communicating with SCADA 
or historian servers on the control layer.  

3.2 Framework approach 

As the framework itself does not help to identify the most relevant vulnerabilities within IIoT-systems of 
manufacturing companies, we developed a method in addition to the framework (see Figure 2). It makes use 
of existing approaches in the field of threat modeling (e.g. [11]) but extends them with a more detailed view 
on templates and SME-specific challenges. The scalable method works as guidance, mapping the most 
relevant and universal vulnerabilities to the framework. These vulnerabilities are pre-defined by the author. 

 
Figure 2: Structure of the approach 
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First of all, starting a security project needs management attention and important stakeholder from relevant 
domains at one table. This secures a common understanding of the goal to be achieved by the security project. 
Additionally, as part of the contextual integration, the common understanding results in condition frames 
need to be taken into account when defining the scope of the system to be modeled. The distinction between 
systems and their subsystems is necessary, as this changes elements such as zones and interconnections. 
Afterward, the before-mentioned questions are based on given templates. These templates are related to 
existing methods and frameworks, e.g. modeling data flow diagrams or use case diagrams. The application 
of templates will help SMEs to better understand the connection between their IIoT-system and cyber-
security vulnerabilities. In case some assets and their locations, as well as life-cycle phases, are not relevant 
to the IIoT-system, they are left out. System-related information regarding the business objective will for 
example decrease the number of vulnerabilities if the IIoT-system does not have interconnections with 
external entities. After modeling the system, vulnerability identification takes place. The interconnections of 
each relevant aspect (see Figure 3) will then lead to vulnerabilities linked to those interconnections. 
Therefore, the result will be a list of relevant vulnerabilities with respect to the modeled systems. Lastly, the 
derivation of counter-measures is based on a mapping to the identified vulnerabilities. At this point, it is 
crucial to compare counter-measures among themselves as they may occur more than once. This will lead 
to the derivation of mitigation strategies which are developed under the premise of cost-benefit-aspects.  

4. Use case example 

In this section, we use a compromised use case as an example. Figure 3 creates a better understanding of the 
mentioned intersections. In this case, we look at the intersection of data as an asset, located close to the 
control device layer within the acquisition phase (data × control device × acquisition). The question to be 
answered now is which vulnerabilities are linked with this interconnection. In this case, the STRIDE 
framework was used to identify possible vulnerabilities (see Table 1). 

 
Figure 3: Example of interconnection 
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In the production environment, there are usually countless control devices that communicate with each other, 
with field devices, stations, or work centers. It must always be clear who is talking to whom, and that secure 
authentication is essential. Various authentication methods such as single key, access token, or signatures 
are possible. Therefore, it is important to think about the appropriate authentication procedure already during 
the acquisition phase and not to use default keys or methods that are freely available in user instructions or 
on the internet. This is a widespread attack vector on embedded IoT devices today [30].  

Control devices such as PLCs, RTUs, or routers are mainly located in the production environment, where 
physical access to them cannot be fully controlled. For this reason, it is necessary to consider sufficient 
physical hardening of the devices already during the acquisition phase to protect their integrity. Physical 
hardening prevents for example employees or guests from physically manipulating control devices (e.g., 
drag plugs) which can lead to data loss or an interruption of process control. Furthermore, this can be 
associated with financial or physical damages, including personal injury. 

The purchase of control devices should also be accompanied by the implementation of a suitable event 
management system. When purchasing control devices, it is therefore important to ensure that they support 
appropriate functions. This means that access attempts or attacks on individual control devices can be linked 
to each other (e.g., if IP addresses of accesses are stored). Thereby patterns can be detected, such as attacks 
on critical production systems. It can also be used to reconstruct and trace attacks.  

The acquisition phase deals primarily with the identification of security requirements, the evaluation of 
proposed security controls, and reviewing and finalizing security design. Therefore, not considering security 
requirements for control devices such as PLCs represents a vulnerability to the later system, as not assessing 
the tender and security specification do. Furthermore, this is crucial for future integration activities. [29] For 
example, the underlying communication of the control devices should be designed with taking future security 
requirements into account. Otherwise, there is a risk of disclosing confidential data. 

A denial-of-service threat affects the availability of devices by using the individual resources of the device. 
If such attacks are detected at an early stage, appropriate counter-measures can be taken. However, this 
requires continuous monitoring of the individual data of each device and the search for anomalies. During 
the acquisition process, care should also be taken to ensure continuous patch management in the future (e.g., 
that the manufacturer of the control devices provides patches regularly). Among other things, patches are 
used to eliminate exploits that are used by intruders, for example, to gain additional rights in the system 
(elevation of privilege). This type of attack is often used, for example, to introduce malware. 

Table 1: Exemplary vulnerabilities for data × control device × acquisition 

Threat  Property violated Exemplary vulnerabilities 
Spoofing Authentication Weak or default authentication methods 
Tampering Integrity Lack of physical hardening 
Repudiation Non-repudiation No event management 
Information disclosure Confidentiality Unencrypted communication 
Denial-of-service Availability No device monitoring 
Elevation of privilege Authorization No continuous patch management 

5. Discussion and conclusion 

The framework and approach presented in this paper show a way to handle cyber-security pragmatically 
without having profound knowledge or expertise. Therefore, this paper serves as a guide especially for SMEs 
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when facing challenges with cyber-security. Besides numerous other activities, the mentioned approach is 
an important and necessary step towards SME-specific cyber-security management.  

However, as cyber-security is placed in a continuously changing environment, the management of it and the 
presented method have to be further developed and continuously improved over time. Taking this into 
account, the method serves as a frame for structuring and handling the topic. Its characteristic of a low 
threshold, pragmatism, and cost-efficient management address several challenges, but of course does not 
claim to be complete in a first draft. We consider further activities to be initiated, especially regarding the 
importance of vulnerabilities concerning the possible risk and its allocation within the model.  
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Abstract 

Due to the rise of new information and communication technologies manufacturing companies have access 
to huge amounts of power consumption data which are measured by sensors and processed by information 
systems. One of the most promising applications of extracting value out of the collected data is the detection 
of anomalies in process data from industrial machines and equipment. Many research and industry use cases 
apply machine learning (ML) techniques for anomaly detection. These techniques enable manufacturing 
companies to optimize their manufacturing processes but also to be more energy efficient and therefore have 
an impact for sustainable manufacturing. Most of the ML applications use central server infrastructures for 
data collection from different sources to process and analyse it for further usage. Nevertheless, privacy 
concerns and security risks motivate manufacturers to store the collected sensitive data from the production 
line locally. Therefore, suppliers of industrial machines (e.g. robots, machine tools) do not have the 
possibility, to store and analyse the data in the cloud, where data from all the machines of the supplier in 
different companies could be analysed and used for ML applications. One of the new paradigm shifts in ML 
is the concept of federated learning (FL) which enables local devices to use ML without sending data to a 
central server. This paper introduces an architecture for using the concepts of FL in manufacturing processes 
enabling machine suppliers to use ML for optimizing machine processes in a collaborative manner. 
Therefore, the more general federated learning concept is extended for industrial machinery and equipment 
using the industrial communication framework OPC-UA. Our architecture is tested and validated by using 
an industrial dataset of different compressors’ power consumption. 

Keywords 

Energy Efficiency; Federated Machine Learning; Smart Manufacturing; Anomaly Detection 

1. Introduction  

Due to the ongoing digitalization of the energy and manufacturing sector, enormous amounts of data and 
time series from industrial machines and equipment in supply and manufacturing systems are collected each 
second by sensors and actuators [1]. The possibilities for increasing resource and energy efficiency by using 
the collected energy consumption data is enormously high. Detecting irregularities or anomalies in the power 
consumption of industrial machining and equipment with machine learning (ML) models is one of the keys 
for energy-efficient manufacturing [2]. Therefore, the use of machine learning (ML) approaches enables 
manufacturing companies to identify unusual or inefficient behaviour in energy consumption and to find the 
causes of inefficiencies in industrial machining and equipment [3]. This means that anomalies which lead to 
higher power consumption than necessary, such as those that occur in poorly maintained, outdated or 
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incorrectly controlled systems, can be detected and measures can be taken [4]. Normally, the huge amount 
of data is stored in a data warehouse or in data lakes and is aggregated and processed for the specific use 
case or service [5]. Consequently, machine and operating data must be collected decentrally but managed 
and processed centrally. This requires a high degree of trust, as possible security gaps in a system can lead 
to information leaks. In the case of industrial data, potential attackers are able to tap into information about 
manufacturing processes or even problems at individual companies [6]. Highly sensitive process data can 
lead to significant competitive disadvantages and cause considerable damage [7]. Thus, the tendency of 
manufacturing companies is to use only local computing capacities for the collection, management and 
analysis of data [8]. For machine suppliers applying industrial communication standards such as OPC-UA 
[9] to process data and deploy ML applications, the sensitivity and purely local management of the data can 
be a serious problem. Data-based services such as anomaly detection by training a ML model with data from 
different machines are no longer possible when data is managed locally, as local datasets are insufficient for 
a ML model due to the lack of generalization and the small amounts of local data available. However, the 
concept of federated learning has been developed that allows models to be trained without sharing data. 
Therefore, local devices on the field level train and test ML models locally, but exchange the implicit 
knowledge as model parameters for the purpose of generalization and robustness of ML models for a specific 
use case [10]. Recent works focus on the overall architecture of a FL system for industrial applications [11]. 
Nevertheless, a practice-oriented architecture for training and testing ML models for a network of industrial 
machinery and equipment to detect anomalies in power consumption is not considered. To close this gap the 
following two research questions are formulated: 

- Which components are needed for training and testing ML models in FL systems in industrial 
applications?  

- How can industrial communication standards be used for privacy-preserving anomaly detection 
in industrial applications?  

This article is structured as follows: The second section attempts to define the concepts of anomaly detection 
and federated learning. Additionally, the potential for manufacturing companies of using the concepts is 
elaborated by analysing existing literature and comparing state-of-the-art architectures. In section 3 we 
introduce our architectural approach for anomaly detection with decentralized data as a federated learning 
system that enables the use of federated learning by integrating machine learning models with the 
standardized industrial communication standard OPC-UA. Section 4 demonstrates the approach with a use 
case of anomaly detection in the power consumption of different compressors in a manufacturing company. 
We discuss and validate the approach with findings from the use case before we conclude in the final section 
5. 

2. State of the Art  

Anomaly detection in energy consumption of industrial applications is mostly used for detecting 
inefficiencies [2]. The main challenge is detecting increases or decreases in energy consumption not related 
to the operation mode of industrial applications, such as machines or the infrastructure of a manufacturing 
system. Connected to fault detection, it is necessary to detect anomalies in energy consumption to take 
measures like maintenance or turn off systems [12]. To analyze the energy consumption of industrial 
applications a multi-level monitoring and near real-time data processing is suggested in [13]. Himeur et al. 
[2] classifies the different applications of anomaly detection related to energy consumption in buildings into 
five different categories - abnormal behavior, faulty appliances, occupancy detection, non-technical loss 
detection and at-home elderly monitoring. Except the last category, these applications can also be adapted 
to manufacturing processes and infrastructure such as building or technical systems. Most of the current 
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work focuses on building new algorithms or ML models for anomaly detection but do not consider the 
integration into a superordinate FL system.   

FL systems are classified into three categories – horizontal, vertical and federated transfer learning [14]. The 
horizontal FL approach is a system where the same feature space is shared but the sample space is different 
[10]. The typical example for horizontal FL in the manufacturing industry is a device or machine which 
collects the same process data (e.g. voltage or current) but is used in different companies or for different 
applications. The first horizontal FL solution was published by McMahan et al. [10] in which a single user 
of an Android phone updates model parameters locally. The updated parameters are pushed to the central 
server where a centralized model is trained with the parameters from several data owners. Vertical FL or 
feature-based FL is defined as a learning method for distributed data which is different in feature space but 
can have the same sample space. Considering time-series data in manufacturing and their corresponding 
feature spaces vertical FL can be used for manufacturing systems that have the same sample space (e.g. 
timestamp) but different machines collecting different data for detecting anomalies of the whole 
manufacturing process. One of the most promising but not widely used approaches is the combination of FL 
and transfer learning which is called Federated Transfer Learning (FTL) [14]. The goal of transfer learning 
is to transfer the knowledge, which is the model in the case of machine learning, from an existing domain to 
a new domain. Hence, FTL applications have neither the same sample or feature space nor multiple datasets 
with heterogeneous configurations. One of the first applications of FTL is FedHealth [15] enabling the 
recognition of activities measured by wearable devices. In [16] a FTL framework for classifying different 
sources of electroencephalography (EEG) data from brain-computer interfaces is proposed. FTL could also 
be used in machine tools which are similar such as milling machines or welding equipment from different 
manufacturers. 

For the effective use of the described FL approach in software applications Lo et al. [17] define architectural 
patterns which have to be considered when building an industrial FL system. The patterns are classified into 
four different categories – Client Management, Model Management, Model Training and Model 
Aggregation. The client management category consists of patterns which define the processes and 
components for data management, client selection and the clustering of clients by grouping devices into user 
groups (e.g. using a machine tool in different industries). The model management derives from the model 
registry in the classic machine learning lifecycle.  The main part of the model registry is to store and manage 
the model parameters and the different versions of the model [18]. Furthermore, a model replacement trigger 
and a deployment sector is necessary to change models when the performance is degrading. Additionally, 
the model compressor is introduced as an important step before sending model parameters to the clients. The 
model training and aggregation category consists of a model trainer component, a registry and different 
aggregation components such as secure, asynchronous and decentralized patterns.  

The concept of building a generic architecture of industrial FL systems is extended by Hiessl et al. [11] 
introducing “assets” that generate data on the shop floor during operation and FL “cohorts” grouping assets 
from the same asset type. Therefore, the different asset data characteristics influenced by operating and 
environmental conditions are evaluated. The different FL cohorts can be compared to manufacturing islands 
where the random noise in data such as in temperature or humidity is the same and is detectable by the model 
itself. Training rounds of the FL system is only done in a cohort. For machine suppliers the cohort could be 
also defined customer-centric where each customer, such as an original equipment manufacturer or specific 
plant, is a FL cohort.  

However, Hiessl et al. [11] want to evaluate the architecture by using open source frameworks such as PySyft 
or TensorFlow Federated. These frameworks do not consider any industrial communication protocols 
between the different devices or assets. Open standards such as OPC-UA are not integrated into the 
frameworks for an easy-to-use FL application in manufacturing industry.  Furthermore, the architectures and 
approaches presented in this chapter do not include the model and data tracking capabilities suggested in 
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[18]. An easy-to-use architecture for training and testing ML models in industrial FL applications for 
industrial equipment and machinery is still missing.  

3. Concept  

To overcome the limitations described above a novel industrial architecture for training and evaluating 
machine learning models in FL systems is introduced where model training can be accomplished without 
exchanging data from machines that share the same goal such as anomaly detection. The overall goal of the 
architecture is to describe and organize a FL system by defining the different components, their modules and 
relations. It can be considered as a plan for implementing a software system. Technological aspects such as 
programming languages are abstracted to generate a concept for different implementation strategies. The 
main goal of the proposed architecture is to enable machine suppliers for communicating trained ML models 
with the same feature space but machines in different locations for process optimization by detecting 
anomalies in energy data such as power, voltage or current. Therefore, the federated principles from [11,17] 
and the industrial communication protocol OPC-UA [9] is used. The automated data pipeline of collecting, 
pre-processing, training and testing is done by the local clients which are at the field level. The server 
coordinate the start and end of the data pipeline. Furthermore, the server is responsible for the aggregation 
of the model parameters that are approximated in each training round. It is important that the architecture 
only considers the subsection of training and testing ML model as a main part of a federated AI system for 
detecting anomalies in manufacturing [18].  

The architecture consists of three main functional components – machine trainer, global model coordinator 
and a model database. We define the machine trainer as a functional component on a machine tool which 
is used in manufacturing processes generating data by sensors. The sensor data is ingested into a predefined 
data pipeline on the machine trainer. The main goal of the machine trainer is to pre-process data, train and 
validate a model and send the generated implicit knowledge defined in the model parameters back to the 
global model coordinator. Whereas the machine trainer is at the field level communicating directly to the 
machining tools the global model coordinator aggregates the model parameters generated by more than one 
machine trainer. The aggregation of the model parameters is done by using aggregation mechanisms such as 
proposed in [10]. The history and the different changes of model parameters are tracked in the model 
database. The model database is defined as a graph network showing the relations between model changes 
and the current use of different models on different clients. Hence, the global model coordinator and the 
machine trainers can be synchronized and the model database can be seen as the source of finding the best 
parameters for the next training iteration phase. To show the communication between the functional 
components and the physical assets the dataflows between them is presented as well.  

a. Machine Trainer 

The machine trainer is the functional component which is executed on a client with processing capabilities 
such as industrial computers or edge devices on machines. One of its three tasks is to communicate with the 
global model coordinator to receive events and notify about new model updates. Each incoming notification 
will either be a train or an evaluation request. For flexibility reasons the client automatically downloads all 
required model specifications and uses the included model compiler to create a model. The required model 
specification and the weights can be seen as a recipe that is used for building the model on the local machine 
without training or building it from scratch. After compiling, its weights are overwritten by the downloaded 
ones, this will uniquely recreate the stored model in the database. In the case of a train request, this model is 
used as a pre-trained model and further optimized. For the purpose of evaluation, clients private test data is 
used to calculate metric scores such as mean absolute error (MAE) for regression tasks or the accuracy for 
classification tasks. After the evaluation procedure, the optimized model weights and the metric scores are 
transferred to the model database. 
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b. Global Model Coordinator 

The global model coordinator plays the major role in the communication between the machine trainers and 
the model database. The global model coordinator hosts an OPC-UA server and implements an interactive 
terminal for human-interaction with the connected devices and the network. All requests and events are send 
or received from or to this functional component. It is responsible for creating a base model which serves as 
the starting model for the first training round. A training round initiated by the global model coordinator is 
defined as the sum of one training and communication process on each active machine trainer. From the 
mentioned base model all other models are derived during the iterative training rounds. Also, the coordinator 
instructs all clients to train on a certain model by updating the respective model OPC-UA node and it collects 
all client responses to keep track on who is working on which model. Moreover, it receives the model training 
termination messages from each client after each training round. As soon as all termination notifications for 
a model are received, the merging phase is started: All respective new model weights are downloaded from 
the model database and a combined model is calculated by using FederatedAveraging [10]. Finally, the 
coordinator forwards the evaluation request from a user by triggering an evaluating event. This event starts 
the evaluation procedure on available machine trainers that test the local data on the merged model. 
Especially in the case of manufacturing systems the used machines depend on the process. Therefore, the 
evaluation on different clients is necessary to overcome problems of overfitting and reduce generalization 
error.  

c. Model Database 

The database manages four types of components which can also be seen as tables with references to each 
other: models, structures, model evaluation results and learning graph entities. The former two encode a 
model uniquely by splitting it into its model structure and model weights. Storing a precompiled model in 
the database might lead to problems using different client devices and operating systems installed. Therefore 
only the relevant information such as weight and structure is stored to compile a model from scratch. 
Whenever a model is needed from the model database the serialized plain description of the model is 
downloaded and compiled by the machine trainer as a compatible instance. The structure of the model is 
saved as a reference to look up its structure in the structure table. The model evaluation metrics are uploaded 
by the clients directly and stored for each model-client pair, since a model performs differently on different 
local client data. The centralized storage allows the evaluation process to work fully asynchronously. Since 
in each federated learning training round a model for each client and a combined model resulting from the 
merge process is created, the number of models grow fast. To keep track of the model evolution, a directed 
acyclic graph inspired by [19] for model tracking is built up and updated whenever a new model is created.  

d. Dataflow 

In this section the dataflow (Figure 1) is conceptually explained by drafting a typical learning iteration in 
more detail. The OPC-UA server on the model coordinator side is stated and at least one client is online. The 
clients register on the server’s model node in their booting code. An initial model separated into its model 
structure, its initial model weights and its parameters of the optimizer is uniquely defined in the database by 
storing a foreign structure ID a foreign optimizer-entry ID and its weights. The server starts an iteration 
round by overwriting the model node by a database model ID. The global model coordinator automatically 
triggers an event to all subscripted clients. Each available client will immediately respond to the server to 
await for signals to train on the new global model in this round. 
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Figure 1: Typical sequence of model training and the interaction between the components 

 

After the registration thread has finished his server response, a model loading thread is started. Given the 
server’s global model ID, the model structure, the model optimizer parameters and the weights are loaded. 
A parser will compile the model based on the low-level representation. After being successfully instantiated 
the model, is passed on to a train worker thread performing the actual training on the local data. Once the 
training has finished, a new model is uploaded to the database uniquely defined by the old global model 
structure ID, the old model optimizer parameter ID and the new weight vectors. As a final step, the model 
clients update the training graph database accordingly. It completes its work by sending a response 
containing the new model ID to the server. 

Once all active clients returned their updated model, the server will download the respective weights 
implicitly linked by the model IDs. A new weighting is calculated by the server using a standard weight 
averaging approach, similar to [5]. The new global model is stored to the database by uploading the new 
merged weights and referencing the structure and optimizer. Lastly, the server updates the graph database to 
keep track of the merging phase. Now the process will start all over again. 

OPC-UA intuitively motivates the use of asynchronous working threads. We therefore decoupled the 
evaluation from the learning phase. We are interested in how the evaluation error evolves over time i.e., how 
the global model performed on unseen data on various devices and how the learning weights have been 
distributed during the iterations. Starting from the initial model ID, we scan the graph network for the 
resulting global models. Having collected all IDs, we trigger the clients asynchronously to start downloading 
the respective models and evaluate them. After finishing the evaluation, the clients upload their scores to the 
evaluation database. 

4. Use Case 

For the purpose of validating the functionality and the convergence of the training phase from machine 
learning models in a distributed way, a use case from a manufacturing company for anomaly detection is 
considered. In a manufacturing system different oil-injected screw compressors for further applications such 
as injection moulding machines are used. The compressors are procured from the same supplier. 
Furthermore, the compressor types are different, which can be seen in the product data sheets and the overall 
performance (e.g. working pressure, rotational shaft speed or nominal shaft power). The compressors are 
installed in a manufacturing plant and integrated into the infrastructure for other machines and systems. For 
simulating and validating our approach historic data of the power consumption of five compressors is divided 
into five separated datasets that are transferred on five different simulated edge devices which are considered 
as virtual compressors. In our experiments, the virtual compressors are simulated on laptop computers with 
different operating systems and hardware specifications but also single-board computers such as a 
RaspberryPi. The data is sampled in 15 minutes intervals and pre-processed locally on the edge device. Each 
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client splits its data into 80 percent training and 20 percent testing data und scales the data in a pre-processing 
step. 

By integrating the developed machine trainer into the virtual compressors it is possible to collect and pre-
process data but also train and test models without sending the power consumption data. Furthermore, the 
communication between the virtual clients and the global model coordinator which is deployed on a personal 
computer is tested and validated. The machine trainer is implemented on all devices by using Python 3.8 and 
the Python package “freeopcua” to integrate OPC-UA into the environment. The global model coordinator 
was hosted on one of the virtual compressors. In principal, the model database and the server could have 
been set up on any other virtual computer accessible in the network. By using different hardware, data of 
power consumption from oil-injected screw compressors, a closed machine environment and the 
communication between different compressors for detecting anomalies in their power consumption can be 
simulated. 

The model for detecting anomalies is a LSTM-CNN-based forecast model which uses the predicted power 
consumption for detecting anomalies. Therefore, the difference between the predicted and the actual 
consumption is calculated [20]. If it reaches a defined threshold, the power consumption at a given timestamp 
can be classified as an anomaly. The training and optimization of the Huber loss function is done by the 
Adam optimizer. For implementing our model we used the Python packages “Keras” and “TensorFlow”. 
Our case study is divided into two different scenarios. Training a ML model on data from one virtual client 
is considered as the baseline. For each federated learning experiment, we always performed five training 
iterations. A training iteration is defined as single training on local data of the virtual compressor with a 
batch of size 32 and 20 learning epochs.  

To compare the performances of the federated learning data privacy-preserving approach, we set up two 
main experiments seen in Figure 2 and 3: In the reference experiment we trained a ML model based on the 
data of a single virtual compressor which can be seen as baseline. 

  
Figure 2: Progress of training in the reference experiment 

This is related to a model which is only accessible within a compressor with computing capacity and does 
not perform any parameter exchange. To argue about its general performance, we evaluated it on both its 
own test data and the test data of other clients by calculating the mean absolute error (MAE). Consequently, 
the trained ML model is evaluated by using not only data from the same virtual compressor that the model 
did not see in training, but also data from different compressor types. Secondly, we performed the federated 
learning experiment using multiple clients to combine their weights after each iteration resulting in a new 
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global model which is used as a starting model for each client in the next iteration. In Figure 2 the decrease 
of the MAE of the reference experiment can be seen. The x-axis shows the ID of the model which is used 
for training and testing. The ID of the virtual compressors seen in Figure 2 are the names of the computing 
devices.  fter the complete training phase, the last model is evaluated on two other virtual compressors. 

In Figure 3 the federated learning experiment is shown by plotting the MAE after every training iteration 
and model update. For a better visualization the MAE on the y-axis is plotted in a logarithmic scale. The red 
line shows the average of the MAE validated on each test data and iteration. The comparison of the two 
resulting experiment plots show two key insights. Obviously, both experiments converge to some final value, 
but the convergence speed differs: The evaluation error on the models after the first iteration performs on 
average better that the reference training. This effect can be measured even better when the number of clients 
is increased further. After the first two model exchange iterations, the training error remains stable, 
convergence is approached. Secondly, the weight-averaging pays off in terms of variance reduction: While 
the MAE reduced in both experiments, the federated learning experiment reduced the overall evaluation 
error significantly better than the local training (final average MAE of 0.12 for reference, 0.06 for FL 
experiment). This is because more heterogenic power consumption data from different compressors have 
been implicitly taken into account, due to the model exchange. Assuming equally powerful computing 
capacity, a negligible small time overhead for communication and small merging times, due to the parallel 
training the FL approach results a variance reducing global model in a similar training time. Hence, more 
power consumption data can be processed and integrated into a combined model for detecting anomalies in 
power consumption of each compressor. Furthermore, the experiment shows that different machine types of 
industrial oil-injected screw compressors with the same feature space and target values (detecting anomalies 
in power consumption) can be integrated into the proposed architecture. The effort for machine suppliers 
and manufacturers to train and test ML models on different machines decreases significantly. 

 
Figure 3: Progress of training in the FL experiment 

 

5. Conclusion 

Our presented use case allows the simulation and validation of the training and testing phase of the 
architecture enabling machine learning for industrial machinery and equipment. There is no need to collect 
and aggregate sensitive manufacturing data such as power consumption allowing potential attackers to gain 
information about production time or the usage of machine tools. In our study, we tackled the research 
questions how to combine the research fields of FL and use cases in manufacturing for anomaly detection 
into an industrial federated system. Therefore, we developed a generic architecture of communicating model 
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parameters of a machine learning model during the training and testing phase. With our architecture we 
depict the central components, structure them, and reveal their relationships. Based on the architecture the 
three important components for training and evaluating ML models in FL for machines used in 
manufacturing are the machine trainer, the global model coordinator and the model database. Consequently, 
the architecture and the functional components as research artifacts were prototypically implemented and 
validated.  

Our results have several technical and organizational implications. First, we showed the possibility to 
combine the actual trends in industrial communication standards such as OPC-UA and privacy-sensitive 
machine learning environments in Python. Typical libraries (e.g. Keras and TensorFlow) can be used for 
training local data and aggregating it in a global model. Second, by applying FL manufacturing companies 
can use machine learning for anomaly detection without losing data ownership and let service providers get 
access to their data. Last, machine suppliers (e.g. compressor manufacturer) are able to sell machine learning 
services with guaranteed data ownership to their customers. In addition, our architecture is independent of 
machine type or operating system and acts as a system for training a model in which different machines 
participate. This is especially applicable for industrial machinery and equipment with computing capacity 
(e.g. edge devices) where machine learning can enable optimized processes. To extend the work in this paper 
the whole machine learning lifecycle and its AI system from data collecting to model tracking as mentioned 
in [18] will be developed. Therefore, the components and the information flows will be further validated and 
analyzed to guarantee a continuous improvement process.  
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Abstract 

The digital representation of physical assets and process steps by digital twins is key to address pressuring 
challenges like adaptive manufacturing or customised production. Recent breakthroughs in the field of 
digital twins and Edge-based AI already enable digital optimization of individual process steps. However, 
high-value goods typically include multiple step process chains including a broad range from generative and 
additive processes over several steps of material removal up to assembly. Therefore, a digital twin over the 
holistic process chain is necessary. While even the set-up of representative twins for a single step is already 
challenging, a concept for monitoring of the interaction and overall quality control of holistic process chains 
does not exist yet. The paper introduces a machine-learning method based on probabilistic Bayesian 
networks to monitor the »digital twin quality« of coupled digital twins which includes several sub-instances 
of digital twins. The approach identifies the contribution of each instance to the overall prediction quality. 
Furthermore, it is possible to give a range-estimation for the prediction accuracy of the individual sub-
instances. It is therefore possible to identify the most influential sub-instances of digital twins as well as their 
individual prediction quality. With the help of this information, the quality of the digital twin can be 
improved by considering individual sub-instances in a targeted manner. Finally, a preview emphasises the 
potential benefits of the quantum computing technology when dealing with parallel computation of large-
scale inference models. 
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1. Introduction 

In manufacturing, production processes generally consist of various production steps. The aim of each single 
step is to perform an ideal processing after specification of a certain target geometry. Naturally, the practical 
implementation of a step does not conform the theoretical ideal and shows deviations from the target shape. 
An important issue is how these deviations of a specific step transmit and affect the quality of succeeding 
dependent steps within the production chain, including interdependencies between multiple steps [1]. The 
same applies for digital twins, digital representatives providing all relevant information via a uniform 
interface, of single production steps: A model of such a specific subsystem is subject to individual 
uncertainties. Furthermore, the digital coupling of sub-models causes additional uncertainties, which are 
often non-transparent. To enable a qualitative digital twin over the holistic process chain, it is therefore of 
great importance to identify the quality of each sub-instance of the holistic digital twin as well as the degree 
of dependencies between coupled sub-instances. With the help of this information, the strength of the impact 
that single sub-models have on the holistic digital twin’s quality can be estimated. For a probabilistic 
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modelling of the quality of single determining factors and their dependencies on each other, Bayesian 
networks have proved as an appropriate methodology to reproduce such characteristics of a system [2]. 
Individual factors can be evaluated by the probability of positive outcomes, e.g. holding a tolerance value as 
to the target geometry, whereas the impacts on dependent factors are represented by conditional probabilities 
[3]. 

After providing an overview of various applications, we classify Bayesian network into the context of 
manufacturing and refer to some related approaches with Bayesian network in this field of application. A 
technical chapter then introduces the concept of Bayesian networks in more detail and shows how they can 
identify and estimate the degree of dependencies. Afterwards, we apply this methodology to a real-world 
manufacturing setup. We use a single digital twin of a milling process in order to access available real 
machining data for demonstration purposes, which is directly transmissible to the aspired field of multi-step 
process interdependencies. Finally, we briefly introduce the concept of quantum computing and depict the 
potential benefits of this computing technology when working with large-scale Bayesian networks. 

2. Related work 

Bayesian networks, initially introduced by [3] in 1988, have a broad range of applications in various fields 
of research as well as industrial settings in the context of modelling uncertainty, risk analysis, decision-
making processes and error detection [1,4] covering amongst others the application fields of medicine and 
healthcare [4] as well as finance [5], supply chain management [6] and predictive maintenance [7]. 
Furthermore, the usage of Bayesian networks has a significant benefit over other Machine learning methods 
in relation to the required database since this methodology does not explicitly require massively large-scale 
datasets and can extract accurate and meaningful statements based on limited data [4]. In manufacturing, it 
is highly challenging to detect the causes of deviations due to heterogeneous data structures and impacts. 
Particularly this problem is well resolvable using Bayesian networks. 

In this context, Bayesian networks are used as a data analytics tool to reduce system faults as they proofed 
to predict which components of anonymised measurements in manufacturing datasets will fail at the final 
stage of the production process [8]. Another use case of this methodology is the improvement of quality 
consistency in assembly processes where the key is to construct a raw network structure that shows the causal 
relationships and influence factors on quality consistency, exemplary demonstrated for a diesel engine 
production line [9]. Aside, [10] considers a general quantification of uncertainty in manufacturing processes 
focussing on the caused energy consumption as a key factor of sustainability performance. In [11] the 
technique of inverse inference in manufacturing process chains is demonstrated using a Bayesian network 
to adjust process configurations in order to achieve certain desired properties, also known as inverse analysis. 

In recent times, methods of Bayesian optimization are used in manufacturing background to regulate black 
box models and to proceed hyperparameter optimization [12,13]. Here we strongly want to distinguish the 
approach of using Bayesian networks from these considerations. 

3. Methodology of Bayesian networks for quality monitoring of digital twins 

A Bayesian network is a directed acyclic graph whose nodes represent the influencing factors as random 
variables and whose edges model the dependencies between the factors, directing from the decisive to the 
dependent factor. The independent variables of the system hold a probability distribution each which indicate 
the likelihood of different possible status. The dependent nodes are equipped with conditional probability 
tables in case of using discrete variables. When dealing with continuous variables, the nodes are mostly 
assumed as normal random variables. To model connections between multiple nodes, the parameters of the 
Gaussian distribution representing a child node are dependent on the value of its parents [3]. Since our 
considerations focus on the strength of influence estimation of certain factors based on different pre-defined 
status, we motivate the usage of discrete nodes. Of course, if we would focus on representing the very 
physical process of a specific application with a Bayesian network, the required discretisation of factors 
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having a continuous domain causes approximation errors. Here we want to clarify that this specific task 
differs from the paper’s intention of depicting a quality monitoring framework to handle multiple related 
digital twins, which may represent different physical processes. 

In the application of coupled digital twins, Figure 1 gives an example with various sub-instances of the 
holistic twin showing probabilities of holding a tolerance value, which influences the quality of the combined 
modelling. For simplification, the variables are assumed to be binary with the probability of 𝑷𝑷(+) to fulfil 
a given tolerance criteria for the modelling quality and a probability of 𝑷𝑷(−) to violate this criteria. As an 
example, a deviation from a target position with respect to a certain axis can be considered. 

 

 

 

 

 

3.1 Why using Bayesian networks 

For the tasks of influence evaluation, deviation analysis and quality improvement of specific machining 
processes various statistical and ML-based approaches have been proposed. These methods mostly focus on 
regression and classification models [14], fault tree analysis [15] as well as design of experiment techniques 
[16]. Often, an advanced adjustment to the considered physical process is required to set up empirical 
formulas. Bayesian networks allow to make statements on dependencies, strengths of influences and quality 
without the need of such investigations and enable a comparison between multiple manufacturing processes, 
which possibly are subject to different physical processes. For such purposes, Bayesian networks especially 
can cope with highly transient as well as non-linear processes and offer to 

- Lean on a limited basis of information, 
- Work with uncertain or incomplete data, 
- Evaluate the inherent structure of influences, 
- Rate the certainty. 

Bayesian networks can be build up in three different manners. One way is to use expert knowledge only to 
construct the network structure, i.e. the dependencies between factors, and define its parameters, namely the 
(conditional) probabilities of each node. Another approach is to deploy pure datasets without any additional 
information and learn the network structure as well as the parameters by applying estimation procedures. In 
between these two ways there is also a hybrid approach using both data and knowledge, which will arise as 
the appropriate strategy for this paper’s application scenario presented in section 4. 

3.2 Structure and parameter learning 

If the dependencies of the process properties are not specified by domain knowledge, the network structure 
is learnable either via constraint- or score-based methods. The first set of algorithms use conditional 
independence test to find the dependencies whereas the score-based approaches produce a series of candidate 

Figure 1: Exemplary Bayesian network for coupled digital twins 
considering multiple process layers 
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networks and rank them with correspondent scores [3,17]. Besides, there are hybrid methods like the widely 
used hill climbing algorithms. 

Since the structural dependencies are already defined in the application setup of coupled digital twins (from 
sub-instances of the holistic twin to coupled models), the key focus is on how to evaluate the degree of these 
dependencies and to estimate the overall prediction quality. Formally speaking, a Bayesian network with 
nodes 𝓧𝓧 = {𝑿𝑿𝟏𝟏, … ,𝑿𝑿𝒎𝒎} reflects a unique joint probability distribution 𝓟𝓟(𝓧𝓧) given by the product of all 
conditional probability tables 

𝒫𝒫(𝒳𝒳) =  �𝒫𝒫�𝑋𝑋𝑖𝑖�Pa(𝑋𝑋𝑖𝑖)�
𝑚𝑚

𝑖𝑖=1

 (1) 

where Pa(𝑿𝑿𝒊𝒊) depicts the parent nodes of 𝑿𝑿𝒊𝒊, i.e. the variables 𝑿𝑿𝒊𝒊 is dependent on. The conditional 
probabilities are represented as parameters 𝜽𝜽𝒊𝒊𝒊𝒊𝒊𝒊 = 𝓟𝓟(𝑿𝑿𝒊𝒊 = 𝒊𝒊|Pa(𝑿𝑿𝒊𝒊) = 𝒊𝒊),𝟏𝟏 ≤ 𝒊𝒊 ≤ 𝒔𝒔𝒊𝒊,𝟏𝟏 ≤ 𝒊𝒊 ≤ 𝒑𝒑𝒊𝒊 with 𝒔𝒔𝒊𝒊 
specifying the number of states of 𝑿𝑿𝒊𝒊 and 𝒑𝒑𝒊𝒊 the one of its parent nodes. Given a dataset (set of 𝒏𝒏 ∈ ℕ 
samples) 𝓓𝓓 = {𝑫𝑫𝟏𝟏, … ,𝑫𝑫𝒏𝒏}, we are searching the parameters 𝜽𝜽 = {𝜽𝜽𝐢𝐢𝐢𝐢𝐢𝐢} of the network’s conditional 
probabilities such that samples taken from the Bayesian network with parameters 𝜽𝜽 match the data 𝓓𝓓 best.  

The typical principle is to perform maximum likelihood estimation (MLE), i.e. to search for the parameters 
𝜽𝜽 which have most likely produced the dataset 𝓓𝓓. A commonly used learning method, which is based on 
MLE, is the expectation maximization (EM) algorithm. This approach can also cope with incomplete data 
and iteratively proceeds an expectation- and a maximisation step until convergence. Starting with an initial 
estimate 𝜽𝜽𝟎𝟎 (e.g. a uniform distribution), the former completes the dataset based on the current estimate 
whereas the latter re-estimates the parameters 𝜽𝜽𝒕𝒕 → 𝜽𝜽𝒕𝒕+𝟏𝟏 via MLE. 

3.3 Inference and strength of influence 

After having learned the parameters 𝜃𝜃, the Bayesian network offers a compact representation of the 
conditional probabilities for all influence factors. With the help of the network as a probabilistic reasoning 
system, the change of each factor’s likelihood can be observed if the values of some variables are given. 
Proceeding inference estimates the updated likelihoods of all dependent characteristics, for instance the 
quality of the combined modelling in Figure 1. For our consideration of studying the effect that various sub-
instances exert on the holistic quality, causal and inter-causal types of inference can be applied. 

Inference enables an approach to measure the strength of influence for each node in the Bayesian network 
based on the conditional probability distributions. In principle, the strength of influence a parent node 𝑋𝑋𝑝𝑝𝑝𝑝𝑝𝑝 ∈
𝒳𝒳 exerts on a child node 𝑋𝑋𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖 ∈ 𝒳𝒳 is specified by the change in probabilities of 𝑋𝑋𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖 in case of given 
evidence for 𝑋𝑋𝑝𝑝𝑝𝑝𝑝𝑝 compared to the case of no evidence for the parent. In doing so, we assume 𝑋𝑋𝑝𝑝𝑝𝑝𝑝𝑝 to adopt 
each possible status individually and measure the particular change in the child’s probabilities using a 
Euclidean distance for probability distributions. Each of these distances is weighted by the likelihood of 
𝑋𝑋𝑝𝑝𝑝𝑝𝑝𝑝 to assume the respective status. The strength of influence a parent node 𝑋𝑋𝑝𝑝𝑝𝑝𝑝𝑝 has on a child 𝑋𝑋𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖 thus 
calculates as 

𝐼𝐼𝑋𝑋𝑝𝑝𝑝𝑝𝑝𝑝(𝑋𝑋𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖) =  
1
√2

⋅ � 𝒫𝒫(

𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝

𝑗𝑗=1

𝑋𝑋𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑗𝑗) �� ��𝒫𝒫(𝑋𝑋𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖�𝑋𝑋𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑗𝑗��
𝑖𝑖
− [𝒫𝒫(𝑋𝑋𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖)]𝑖𝑖�

2
𝑠𝑠𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖

𝑖𝑖=1

 (2) 

where 𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝 denotes the number of status the factor 𝑋𝑋𝑝𝑝𝑝𝑝𝑝𝑝 can adapt and 𝑠𝑠𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖 the number of status for 𝑋𝑋𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖, 
respectively. With [𝒫𝒫(⋅)]𝑖𝑖 indicating the 𝑖𝑖-th component of a discrete probability distribution, the square 
root term represents the Euclidean distance of 𝒫𝒫(𝑋𝑋𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖) and 𝒫𝒫(𝑋𝑋𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖�𝑋𝑋𝑝𝑝𝑝𝑝𝑝𝑝�. Furthermore, a normalisation 
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factor in (2) ensures 𝐼𝐼𝑋𝑋𝑝𝑝𝑝𝑝𝑝𝑝(𝑋𝑋𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖) ∈ [0,1]. Higher values of 𝐼𝐼𝑋𝑋𝑝𝑝𝑝𝑝𝑝𝑝(𝑋𝑋𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖) indicate stronger influences of 
parent nodes on their children. 

4. Practical application 

For the evaluation of the presented method, the data of a digital twin of a 3-axis milling operation is used as 
an example. The generation of these digital twins is described in detail in [18] and provides the data basis 
for the following method. These digital twins contain all relevant meta and process data acquired during the 
machining process. The process data includes all measurement and control signals of the machine tool and 
any additional sensor information that can be determined via additional measurement technology. 
Specifically, these are the nominal/actual positions, the drive currents, and the nominal/actual speed 
information of the axes and spindles. All this information is linked to the meta information (tool data, 
technology data, material data and machine data) [19]. These provide the basis for subsequently integrating 
technological calculation models (tool engagement models, kinematic models, surface location error models 
etc.) and thereby generating a digital twin across the complete process chain. In this way, all location- and 
time-discrete technological information of the tool-workpiece interaction can be calculated and its effect on 
the produced component can be determined. With the help of Bayesian networks, the factors influencing the 
position deviations (∆𝒙𝒙, ∆𝒚𝒚,∆𝒛𝒛) of the TCP are to be determined as a function of the axis-specific jerk (𝒊𝒊𝒙𝒙, 
𝒊𝒊𝒚𝒚, 𝒊𝒊𝒛𝒛), the spindle load (𝑳𝑳𝑺𝑺), the axis-specific drive currents (𝑰𝑰𝒙𝒙, 𝑰𝑰𝒚𝒚, 𝑰𝑰𝒛𝒛) and the cutting forces according to 
the Kienzle cutting force model 

𝐹𝐹𝑐𝑐(𝜑𝜑) = 𝑘𝑘𝑐𝑐1,1𝑏𝑏ℎ(𝜑𝜑)
1−𝑚𝑚𝑐𝑐 (3) 

for the respective milling operations [20]. To determine the cutting forces 𝑭𝑭𝒄𝒄(𝝋𝝋), in addition to the cutting 
force constants (𝒊𝒊𝒄𝒄𝟏𝟏.𝟏𝟏 ,𝒎𝒎𝒄𝒄), the tool engagement parameters (𝒃𝒃, 𝒉𝒉𝝋𝝋) must also be determined, which cannot 
be derived from the pure axis position data of the machine. For this purpose, a material removal simulation 
(based on a multi-dexel model) based on the actual position of the TCP must be used to determine the time- 
and location-discrete entry angle 𝝋𝝋𝒊𝒊𝒏𝒏 and exit angle 𝝋𝝋𝒐𝒐𝒐𝒐𝒕𝒕 together with the chip width of the undeformed 
chip 𝒃𝒃. For the subsequent calculation of the mean undeformed chip thickness 𝒉𝒉𝒎𝒎 from 

ℎ𝑚𝑚 =
1
𝜑𝜑𝑐𝑐

⋅ � ℎ(𝜑𝜑)𝑑𝑑𝜑𝜑
𝜑𝜑𝑜𝑜𝑜𝑜𝑜𝑜

𝜑𝜑𝑖𝑖𝑖𝑖
=

1
𝜑𝜑𝑐𝑐

⋅ 𝑓𝑓𝑧𝑧 ⋅ 𝑠𝑠𝑖𝑖𝑠𝑠 𝜅𝜅 (𝑐𝑐𝑐𝑐𝑠𝑠 𝜑𝜑𝑖𝑖𝑖𝑖 − 𝑐𝑐𝑐𝑐𝑠𝑠 𝜑𝜑𝑜𝑜𝑜𝑜𝑜𝑜), (4) 

the tooth feed 𝒇𝒇𝒛𝒛 must also be calculated. Using the time stamp of the individual tool positions, the feed per 
tooth 𝒇𝒇𝒛𝒛, can be calculated by numerically differentiating the actual positions in 𝒙𝒙-, 𝒚𝒚- and 𝒛𝒛-directions and 
using the corresponding actual spindle speed. The calculation of the mean cutting forces 𝑭𝑭�𝒄𝒄 is specified in 
[21]. 

As test machine, a WEMAS VZ-1250 Quick with a HEIDENHAIN TNC620 control was selected. An 
aerospace component was manufactured on this test machine, for which four successive manufacturing steps 
are described here as examples (see Figure 2). For all manufacturing steps, the relevant process data is 
measured with a sampling rate of 2 ms. The exact process for acquiring process data is described in [18]. In 
the first process step (face milling operation – T25), the raw material is face milled, for which the feed 
movement mainly takes place in the x-direction. In the following processing step (drilling operation – T26), 
a drilling operation takes place, where the main feed movement is in the z-direction. In the subsequent 
contour milling (contour milling operation - T27) and finishing (end milling operation – T28), no main feed 
movement direction can be identified, which is why the determination of the factors influencing the position 
deviations is particularly relevant for these machining operations. 
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Machine: WEMAS VZ-1250 Quick T25: Face milling operation T26: Drilling operation 

   
Finished part after four process steps T28: End milling Operation T27: Contour milling Ooperation 

Figure 2: Application scenario using the example of a milling operation 

4.1 Network structure and data preparation 

Based on expert knowledge, the structure of the Bayesian network is constructed of three layers. The upper 
layer contains the jerk values of the x-, y- and z-axis and the mean cutting force. It is intended to evaluate 
the influence of these values on the total positional deviation and the axial deviations. Since preliminary 
computations show the axial deviations are influential dominated mainly by the jerk on the same axis, these 
axial deviations are equipped with only a single parent node in order to simplify the network structure. 
Differences in the strength of influence with respect to the axial jerks are considered on the total deviation. 
The same procedure applies for the positional deviations in the second layer whose influence on the nominal 
amperages in the bottom layer are examined. To also include a more global approach of estimating influence, 
the spindle load is included into the bottom layer and is seen as a consequence of the positional axial 
deviations. Figure 3 summarises the structure of the constructed Bayesian network. Alongside, other network 
structures may be considered and compared against each other. 

For each part process the recorded data of the presented factors are assembled in a csv-file. A record of factor 
values belonging to a certain instant of time produce a sample for the parameter learning, i.e. we use each 
instant of time as an observation. Due to all the factors are on hand as continuous variables, a pre-processing 
is required to discretise the data. We subdivide the individual factors into three classes. The smallest 10% of 
values are classified as »small« whereas the largest 10% of values are considered as »large«. The remaining 
part is squeezed in the group »medium«. This choice is motivated on the one hand to ensure that each 
combination of the variables’ discrete values holds sufficient data records and on the other hand to depict 
the effects of lighting particular small respectively large measurements of certain influential variables. The 
nominal amperage streams of data 𝜄𝜄𝑖𝑖𝑜𝑜𝑚𝑚 are primarily smoothed via a running average and centred 
corresponding to 

𝜄𝜄 = �ι𝑖𝑖𝑜𝑜𝑚𝑚 − 𝜄𝜄𝑖𝑖𝑜𝑜𝑚𝑚𝑠𝑠𝑚𝑚𝑜𝑜𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑖𝑖� (5) 

Figure 3: Structure of the Bayesian network 
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where furthermore only the absolute amperage values are considered due to the applied discretisation 
criterion. The latter also deploys on the jerk values. The cutting force is sampled in lower frequency than 
other measures. Hence, the interim values are interpolated using cubic 𝐶𝐶2-splines. 

4.2 Learning process and influence evaluation 

To handle the Bayesian networks, we use the R-package »bnlearn« as well as the software »GeNIe«. The 
parameters of the network are learned with the EM-algorithm, which in our case corresponds to the MLE-
method using an initial estimate since the considered machining process provides a complete and extensive 
dataset. Having learned the parameters in the form of the conditional probability tables, we examine the 
strengths of influence for each node (parent-child-relation) as described in section 3. Figure 4 illustrates 
the strength of influence calculation by considering changes in the child’s probabilities, if evidence on the 
parent is added, and the comparison of multiple influential variables on a common child node. 

An approach to present such single-edge influences combined with the network structure is to watch the 
strengths of influence as weights to the edges. Thus, we get a global comparison of all degrees of influence 
and at the same time as local contrasts in relation to a certain node and its parents. To illustrate how to 
evaluate the dominating influence factors of a specific measure, we exemplary consider the effects of the 
axial jerks and the cutting force on the total deviation and furthermore the influence of the axial deviations 
on the spindle load. 

4.3 Process characteristics and results of influence analysis 

The holistic application is analysed by a group of experts and the characteristics of each single operation 
(T25 - T28) are exposed for a comparison with and justification of the findings of the presented approach. 
The face milling operation (T25) is characterised by uniform motion, which leads to small differences in the 
influence strengths of axial jerks. Slight influences of the jerk of the z-axis result from the approach 
movements, whereby the approach movement was realised at high speeds (rapid traverse). The axis 
determining the feed direction compensates for the main influence on the workload of the spindle. The face 
milling operation exhibits the x-axis whereas the drilling operation (T26) shows the z-axis as the determining 
one. Furthermore, T26 does not show noteworthy changes in velocity. Together with the just punctual 
processing of the drilling operation, this results in few influence of the axial jerks on the total deviation. In 
contrast, we see in the contour milling operation (T27) and end milling operation (T28) comparatively rapid 
changes in machining velocity and direction, which strengthen the influence of the cutting force. Although 
the end milling operation (T28) holds smaller forces compared to the contour milling operation (T27), but 
particularly high axis speeds (finishing operation). Both the contour and end milling process exhibit the x-
y-plane as the cutting plane that therefore provides the feed force direction. Hence, the deviations of the 
corresponding axes should represent the most important influence factors. The same applies for the nominal 
amperages. 

The appertaining strengths of influences for the factors deviation, calculated using (2) with the presented 
approach, are depicted in Figures 5 and 6. 

Figure 4: Visualisation of the influence evaluation using (2) and comparison for multiple influencing factors of a 
common depended variable to identify the dominating factor 
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Figure 5 predicates few differences in the influence strengths for the face milling operation (T25) and drilling 
operation (T26), which confirms the smooth and regular movement characteristics of both processes. Due to 
the small-area processing in the drilling operation (T26), the influence strengths of the factors in this 
operation are particularly small. In contrast, we recognise a significant influence of the cutting force during 
the contour milling operation (T27) and end milling operation (T28) due to permanent changes in machining 
velocity and direction. Because of these characteristics, the comparison of the jerks is especially interesting. 
Thereby, the influence of the jerks of the x- and z-axis dominate the jerk of the y-axis. It has to be considered 
that the z-direction is considerably influenced by rapid traverse return strokes which do not influence the 
surface quality. Therefore, we conclude for this application, the greater the speeds, the more dominant the 
influence of the process-related factors (i.e. the cutting forces) are. 

Considering Figure 6, the face milling operation (T25) and drilling operation (T26) reflect that the highest 
estimated influence strengths on the spindle load belong to the axes corresponding to the feed direction. For 
contour milling operation (T27) and end milling operation (T28) we can identify the deviations of the x- and 
y-axis as the mainly impacting factors of the workload. With regard to the nominal amperages, the deviations 
of the x-axis affect the amperages most for the face milling operation (T25), whereas the contour milling 
operation (T27) and end milling operation (T28) point out the x- and y-axes as the dominating influencing 
factors, which covers the assessments by the group of experts. 

5. Quantum computing and Bayesian networks 

Both forward and inverse inference require a high computational effort in Bayesian networks including a 
large number of nodes. A method to handle such large-scale networks as well as to consider multiple 
structuring approaches in parallel consists in the technology of quantum computing, which is based on the 
usage of quantum bits (so called »qubits«). One decisive principle of qubits is superposition, i.e. the 
capability of qubits to be in the »classical« states of a bit 0 and 1 simultaneously. This characteristic forms 
the basis to represent the nodes together with their parameters as qubits. The superposition states of a qubit 
|𝝍𝝍〉 are denoted as |𝝍𝝍〉 = 𝜶𝜶|𝟎𝟎〉 + 𝜷𝜷|𝟏𝟏〉, where in quantum computing the classical basis states 0 and 1 are 
represented in Dirac notation. The complex coefficients 𝜶𝜶 and 𝜷𝜷 specify the probabilities of the qubits to 

Figure 6: Strength of influence evaluation for axial jerks and Kienzle cutting force on the total deviation Δtotal for each 
process step individually 

Figure 5: Strength of influence evaluation for axial deviations on the workload of the spindle LS 
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segue into a basis state when being measured with 𝓟𝓟(|𝝍𝝍〉 = |𝟎𝟎〉) = |𝜶𝜶|𝟐𝟐 and 𝓟𝓟(|𝝍𝝍〉 = |𝟏𝟏〉) = |𝜷𝜷|𝟐𝟐 at what 
the coefficients of a superposition have to hold |𝜶𝜶|𝟐𝟐 = |𝜷𝜷|𝟐𝟐 = 𝟏𝟏. 

To model a Bayesian network as a quantum circuit, each node is assigned to one or multiple qubits, 
depending on the number of discrete states the corresponding variable can be in. More precisely, ⌈log𝟐𝟐(𝒏𝒏)⌉ 
qubits are required to map the 𝒏𝒏 different discrete states of a random variable. The encoding of the 
probabilities to the parameters is done via rotational gates 𝑹𝑹𝒚𝒚(𝚽𝚽) (for nodes that are not dependent on other 
factors) and 𝒎𝒎-times controlled rotational gates 𝑪𝑪𝒎𝒎𝑹𝑹𝒚𝒚(𝚽𝚽) [22]. The rotation angles 𝚽𝚽 are determined by 
the parameters of the respective node in the Bayesian network. The second important principle of quantum 
computing, entanglement, enables to set the dependencies between multiple factors. The corresponding 
qubits are entangled via the controlled rotational gates, where 𝒎𝒎 corresponds to the number of parent nodes. 
The assembling of the Bayesian network is sometimes also referred to as qsample encoding [23]. 

Since in the presented milling process each node holds three states, two qubit are required to encode a factor. 
Once the network is encoded, we can set evidence via resetting of qubits (analogous to the procedure of 
Figure 4) and entangle them with ancillary qubits to encode the changed probability distribution of the child 
node. Then, the change in probabilities is measured via a swap test, which is a procedure of determining how 
much the states of two quantum registers differ. As the probability distributions are now directly encoded in 
particular quantum states, the swap test delivers the strengths of influence estimations via (2). The swap test 
provides a measurement parameter that is positively correlated to the actual distance. Such parameters are 
calculated as the inner product between normalised vectors, which consist in the qubits’ superposition states. 

In Figure 7, the parameter encoding in two qubits is shown for a 3-state node. Furthermore, the adequate 
swap test takes two quantum registers of two qubits each and delivers the result by measuring an ancillary 
register of corresponding size. To demonstrate the merely capability of the presented quantum algorithm, 
we implemented this approach on the IBM quantum systems including a quantum simulator with low error 
rates as well as real quantum hardware. We exemplary evaluated the setup of Figure 6 on the spindle load 
by the quantum simulator. As an extract, the results for the contour milling (T27) are included in Figure 7, 
also showing the x- and y-axis as the dominating influence factors. 

Besides the advantage in storage, quantum computing offers a potentially quadratically improved runtime 
performance over conventional computing methods when it comes to inference, which is a subroutine to 
estimate the strengths of influence. This advantage is gained using a quantum version of rejection sampling 
as an approximative inference algorithm. The quantum method and its quadratic speedup is thereby based 
on the technique of amplitude amplification: Starting with a superposition of all possible solutions, the 
probability amplitude of the correct solution is reinforced gradually with a simultaneous decrease of the 
other amplitudes. At the end of this procedure, the true solution is given with very high probability. 

6. Conclusion and Outlook 

This article described how the characteristics of machining processes can be represented as Bayesian 
networks. After having formalised the measurement to evaluate strengths of influence, we demonstrated the 
applicability of this approach using a digital twin of a milling operation. In order to utilise available real data 
of a machining process, we focussed the practical application on a single digital twin, but the presented 

Figure 7: Parameter encoding for a node via rotation angles (a) and measurement of changes in probabilities via swap 
test (b) as two essential blocks of the quantum circuit, the results for influence estimation on spindle load for T27 (c) 
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methodology is directly transmissible to the context of coupled digital twins. The results of the presented 
approach reflected, on the one hand, the findings on the characteristics of the considered machining process, 
which underlines the applicability in a correct manner. On the other hand, additional evidence like an 
increased influence of the process-related factors at higher speeds was obtained. Moreover, the functionality 
of Bayesian networks and influence estimation is integrated in the context of quantum computing and the 
consequent potential advantages are depicted. Our current and future research directions are to develop an 
application to a holistic process chain and domains of different interrelated manufacturing processes along 
the value chain, and to develop broader quantum circuits capable of covering more complex application 
scenarios by combining Bayesian network construction and influence estimation in a single quantum 
algorithm. 
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Abstract  

Companies increasingly outsource services with the intention to disseminate risks and workload (problem) 
with other organizations. Reasons for that may be the lack of internal expertise, reduced execution costs, and 
network effects such as focus on the core business. Crowdsourcing is a way of disseminate the workload, 
utilizing external expertise and solving problems of a project with other, partly unknown, network 
participants. The goal of crowdsourcing is to separate responsibility and to balance the workload of 
employees (peer) or to make use of suitable external workforces coordinated by network mechanisms 
(platform). Crowdsourcing appears in an ambivalent way and needs regulating and participatory structures 
of employment. Due to the fact that a failure of a single entity may lead to the failure of the whole project, 
the mutually unknown participants have to rely on each other’s quality (performance). Cooperations are 
prone to information asymmetry and its corresponding uncertainty in terms of the partners’ behaviour which 
leads to the question of trust between the cooperating partners (principal and peer). This paper addresses the 
entities of a crowdsourcing system under the scope of the principal agent theory and its underlying 
behavioural assumptions. Five essential elements will be derived: principal, peer, problem, platform and 
performance (5 Ps). Based on this, the potentials of the blockchain technology will be explored by reflecting 
its functionalities to the derived elements and its contributions to ensure trust despite of information 
asymmetry in crowdsourcing platforms. 

 

Keywords 

Crowdworking; Regulation; Behavioural Uncertainty; Industrial Services; Blockchain; Trust 

1. Introduction  

In the course of the “fourth industrial revolution” [1] or the “Second machine age” [2], companies in 
industrial sectors must adapt to their changing environments. One of the most challenging changes in the 
digitalized industry and in the development of smart maintenance [3] is the growing complexity of machines 
and plants (assets) as well as the intensive usage of data and new technologies [4, 5]. Despite this complexity, 
industrial services and the in-house maintenance departments have to guarantee the reliability and 
availability of all assets which are required for the production [3]. The growth of complexity combined with 
the increasing demand of skilled workers [6] requires adaptability also for industrial services and in-house 
maintenance departments [7]. These developments and changes, in addition to rationalization efforts, are 
causing companies to reduce complexity, e.g. through intelligent technology and data usage, and through the 
recruitment of external personnel which is appropriately qualified. As an alternative to the “onboarding” of 
highly qualified skilled workers, the widely increasing use of crowdsourcing platforms is an option [8]. On 
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those platforms, tasks and jobs are offered (or outsourced) to an undefined mass of potential (crowd-)workers 
which indicates the change in work organization [9].  

Within those economic relations or networks there are lots of uncertainties and the risk of a lack of trust. 
Against the background of the principal-agent theory (P.A. theory), the aim of this paper is, firstly, to analyze 
and redefine the core elements that characterize the interaction of the network around the phenomenon of 
crowdworking and, secondly, to answer the question of how the trust deficits can be overcome by using the 
potentials of the “Blockchain Technology” (BCT) in the case of crowdworking platforms. This contribution 
begins by analyzing the theoretical background which consist of the outline of the P.A. theory and its core-
elements as well as the definition of relevant and necessary terms which are essential for a general 
understanding (chapter 2). Subsequently, we analyze the core elements of network-like crowdworking 
platforms and elaborate which elements should be added in the sense of the P.A. theory as well as how 
crowdworking platforms can be regulated by participatory mechanisms. For that purpose, we summarize the 
elements as the 5 Ps of a crowdworking ecosystem and focus on the option of implementing such an 
ecosystem in the economic segment of industrial services (chapter 3). In the next section, we work out the 
potential of BCT and how it can mitigate or eliminate behavioural uncertainties in the case of industrial 
services (chapter 4). This is followed by a conclusion of the paper which consists of a short summary of our 
findings and an outlook (chapter 5).  

2. Theoretical background  

The following chapter deals with the context specification and the underlying theoretical basis of the paper. 
This chapter briefly introduces the terms network and crowd, and explains its linkages to the aspects of trust 
and information asymmetry in such environments. The chapter is concluded by reviewing recent works about 
past research dealing with the consideration of blockchain and crowdsourcing. 

Crowdsourcing can be described as an outsourcing activity and is a composition of the words ‘Crowd’ and 
‘Outsourcing’ and implies the outsourcing of a task or a plenty of human workers (Crowd) [10,11]. The main 
idea behind crowdsourcing is to exploit the potential of knowledge and competence of internal and external 
employees [11]. The coordination structure of the crowdsourcing settles in the hybrid form between market 
and hierarchy [11] can be compared to the hybrid form called networks [12,13]. Networks in turn are 
basically social networks or arrangements and can be differentiated based on their kind of orientations such 
as knowledge networks, intercompany networks etc. [14]. For that reason, terms such as intercompany 
networks and crowd will be used synonymously in this paper.  

The success of a cooperation in such an environment depends on the underlying coordination effort which 
can be quantified through transaction costs [15,16]. The amount of transaction costs is affected by the 
information asymmetry [17]. Managing such crowdsourcing arrangements poses challenges in terms of 
uncertainties among the network participants due information asymmetry which can be described via the PA 
theory [18,9]. An increased uncertainty about the participants’ behaviour mitigates trust in network 
cooperations [16]. On an interorganizational level, trust consists of personal and systemic trust (organization) 
[19]. Due to that, the emergence and maintenance of trust in such an environment is essential for preventing 
the occurrence of negative-scenarios such as adverse selection [20] which is characterised by a total 
displacement of honest participants and hidden characteristics [21]. This scenario is also an indicator for 
instability of such an arrangement [17]. For that reason, infrastructures such as the BCT receive closer 
consideration in terms of information asymmetries in interorganizational arrangements [22,23]. Blockchain, 
a subset of Distributed Ledger Technologies (DLT), can be described as a “distributed database that is 
practically immutable by being maintained by a decentralized P2P network using a consensus mechanism, 
cryptography and back-referencing blocks to order and validate transactions” [24, p.13]. 
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Past research investigated the potentials of blockchain in crowdsourcing environments such as in the fields 
of energy systems for finding an equilibrium in the energy allocation [25]. Another example is the application 
on reputation systems to ensure trust within crowdsourcing platforms [26]. Further contributions are coping 
with challenges in terms of user-generated content, but without reference to blockchain [27]. In the fields of 
industrial services, there are attempts in which crowdsourcing is considered in the domain of maintenance 
scenarios. However, only a few studies dealt with blockchain-based applications in the fields of the 
maintenance [28], even less in combination with crowdsourcing such as DING ET AL. [29]. The contributions 
from those studies serve as a basis and motivation for considering them in regard to the themes addressed in 
this paper. 

3. Crowdsourcing ecosystems and regulating participation mechanisms 

The following section of the paper provides definitions of crowdsourcing and outlines the crowdsourcing 
environment. With regard to the organization of work, we also focus on the regulating mechanisms which 
can enhance the participation of crowdworkers. Additionally, we list up the core elements of a crowdsourcing 
ecosystem and expand those elements by adding two more elements which describe the system of 
crowdsourcing more precisely. The basis for this is the above mentioned PA theory. 

3.1 Definition and environment of crowdsourcing ecosystem 

The term “crowdsourcing” appeared in 2006 for the first time and is associated with JEFF HOWE who used 
it in the Wired Magazine [10]. In a first alignment of the term, crowdsourcing is defined in our contribution 
as follows: “Crowdsourcing refers to the outsourcing of certain tasks by a company or generally an institution 
to an undefined mass of people by an open call, which is mostly made via the Internet” [9, p. 87]. The basic 
technology is of course the internet as well as information and communication technologies which connects 
the different elements with each other [30].  

For the principal or contractor, the concept of crowdsourcing subsequently leads to lower transaction costs 
for receiving information and knowledge and thus to flexible, fast and favourable employment options. 
Hence, hierarchy related coordination mechanisms in an organization are therefore replaced by a market-
based form of coordination [31, 9]. Examples for crowdsourcing platforms are: InnoCentive, NineSigma, 
Amazon Mechanical Turk, Microworkers, Crowdworx, ChaCha, Atizo etc., which cover several parts of the 
value chain (e.g. computer science, research and development, finance, marketing, engineering) [9, 30]. It 
has to be noted that there is a difference between internal and external crowdsourcing. The former focuses 
on internal employment which uses an intra-organizational and often global platform, whereas the latter 
crowdsourcing form consists of employees external to the company [30, 9]. For this article, especially the 
external crowdsourcing is relevant. Furthermore, crowdsourcing can be differentiated into a cooperative-
based approach and a competition-based (e.g. 99 designs) approach which can be further differentiated into 
an outcome- or time-oriented form of crowdsourcing [9]. Typically, the crowdsourcing process takes place 
in the following phases: concretisation of tasks (1), selection of the crowdworker (2), task performance (3), 
aggregation and solution (4), payment (5) [9, 31]. 

With regard to the domain of industrial services or field services, we found only a few platforms which 
coordinate the interests of principals and contractors which shows that crowdsourcing in this economic sector 
is new but growing. In the case of field services, the app of the eponymous company “mila” is worth 
mentioning [32]. This platform-like network brings private clients, who order different solution for technical 
problems as well as small and medium sized or even big companies (e. g. Vodafone, Swisscom, Conrad 
etc.), together with private contractors or professional service technicians. Depending on the problem, the 
professional technician works remote or on-site. The example of the "mila" platform operates in combination 
with a field service management app which coordinates the data and information about order, location, 
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problem, payment etc. Another example for platform- or market-based coordination of principals and 
contractors in the domain of industrial maintenance services is the software-based platform for field service 
management called “crowd service”. Registered customers can book certified and highly qualified service 
technicians and hire them using a field service management app which connects the freelance service 
technician with the customer [33]. The booked technician scans the QR-code of the broken asset or machine 
which has to be maintained or repaired, obtaining the relevant data-set via app [34]. Especially for the 
principal, the usage of crowdsourcing platforms brings some advantages. On the one hand, the following 
aspects are beneficial to the principal: access to (external) know-how, innovative solutions, high process 
velocity, decrease of costs, increase of flexibility, customer satisfaction etc. On the other hand, there are 
some disadvantages such as: high effort of defining tasks, in-transparency of the cost structure, loss of control 
regarding the activity, knowledge drain etc. [9, 30]. 

3.2 Regulating crowdsourcing as a new form of work organization 

“Crowdsourcing is not merely an innovative concept for the distribution and execution of corporate tasks, 
but rather a completely new way of organizing work, which can be accompanied by (sometimes radical) 
changes on both the employee and employer side” [9, p.11]. The more market-based coordinated than 
hierarchy-based crowdsourcing networks implicate huge changes for work and the organization of work 
which can be differentiated in beneficial and conflictual changes [31]. Beneficial changes for crowdsources 
are: new employment opportunities, autonomous work, peer exchange and greater flexibility, whereas 
conflictual changes occur in the following forms: low payment, monotonous and standardized activities, 
increased potential for control and lack of legal framework (working) conditions [31].  

Crowdsourcing obtains its power from the knowledge and decentral-located resources of various 
independent and parallel working people which enable fragmentation, standardization and automation of 
tasks [31]. Unspecified working time, employee participation rights and qualification opportunities lead to 
further questions of better working conditions and how they can be enabled or regulated. Union 
representatives have been interested in issues related to crowdsourcing for some time [35, 30, 36] and of 
how “good work” should be designed in digitalized workspaces [35]. The critic of unions focuses on 
unfavourable working conditions and the unregulated forms of earning. The usage of (unknown) external 
workforces has enormous consequences for the internal and often union regulated workforces (e. g. 
decreasing wages or “precarity” [30]). “In the context of crowdsourcing initiatives, work activities are 
removed from a legally regulated, company employment relationships and shifted into a kind of legal 
vacuum” [30, p. 3]. Work and employment on platforms do neither take place in institutions which are 
regulated by labour- or collective bargaining law nor do they provide for participation rights [30].  

Another question that unions try to answer is how much responsibility platforms take to implement fair 
working conditions, because the responsibility diffuses into the (digital) market and does not lie in the hands 
of employer associations and unions anymore, but to the crowdsourcing platform. To avoid the establishment 
of so called “sweatshops”, unions search the dialogue with crowdsourcing platforms, adapt labour and social 
law and try to articulate a new employment and company definition [35; 36]. For employee representatives, 
crowdsourcing as a digitalized form of outsourcing means: competitive pressure, competition for locations, 
disputes with relocation and often a lowering of working standards in terms of pay or working hours in order 
to save jobs [35]. Regarding the network of principals, platforms and crowdsourcing peers, the challenge is 
to bridge the existing gap of information asymmetries between those stakeholders which could lead to, on 
the one hand, fairer working conditions for employees and, on the other hand, to lower risks and more 
transparency for the principal. The platforms fulfil a key role in this network, because they are coordinating 
and controlling the affairs of the other two stakeholders. This leads to the question of how to unlock positive 
aspects and creative potential of the crowdsourcing phenomenon, while at the same time fair conditions of 
digital work needs to be shaped and designed [35]. 
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3.3 5 P´s of a crowdsourcing ecosystem in industrial services 

Against the background of the P.A. theory, LEIMEISTER AND ZOGAJ [9, p. 18-21] collect various definitions 
of crowdsourcing and they work out core elements which are observable within this network-like interaction. 
The network consists of: the crowdsourcer offering the order who we define as the principal; the 
crowdsourcee executing the order for payment who we define as the peer; the (external) crowdsourcing 
platform which is an intermediary institution organizing and coordinating orders and fitting activities as well 
as the process which contains the transaction, communication and execution of the formulated problem and 
its solution [9]. With regard to the underlying research question of this article, we assume that within the 
focused network of a crowdsourcing ecosystem there is one more element which could have an influence on 
the network. Focusing the economic sector of industrial services, those elements have to be redefined and 
must be supplemented by one element: the performance. Hence, we will define all five elements in an 
enhanced concept which we call the 5 Ps of crowdsourced industrial service. In the following paragraphs, 
the five elements are described and illustrated in Figure 1: 

Platform: The connecting structural element between principals and peers is the (external) IT platform which 
shifts the hierarchy-based to a market-based coordination of labor [9]. The platform processes, coordinates 
and controls the interactions. Platforms can either be established by the principal itself or by an external 
provider to fulfil the required tasks and projects as a service. Such an external provider is also called an 
“intermediary” [30]. In contrast to internal crowdsourcing platforms, external platforms do not guarantee 
employee rights such as: regulating termination, vacation, minimum wage, social insurance etc. [35] which 
poses challenge in the next years for platforms, principals and peers. For platforms which provide industrial 
or field services we found only a few existing providers, yet. The above mentioned platforms “mila” and 
“Crowd Service” [32; 34] are first platforms which use a field service management software or app to 
connect the stakeholders with each other. This allows a platform-based allocation of the principal’s needs 
(e.g. fixing a broken machine) with the required service technician, mechanic or mechatronic engineer whose 
appropriate qualifications and profile fit to the described problem [34]. Platforms pave the way to a pool of 
favourable resources such as: know-how and abilities (of service technicians) and mitigate the risks of 
communication between the peers and the principal [9].  

Principal: The crowdsourcer or the principal initiates the process by defining the problem to be solved and 
by specifying the tasks to be processed. Furthermore, the principal determines incentives and exploits 
possible solutions while the peers select and process the tasks provided. The principal formulates an order 
and communicates it to the platform. After receiving the solution, the principal has to verify the right quantity 
and quality of the outcome, controls and evaluates the result of the peer [9]. The strategy of the principals is 
to use external workforces via internet or cloud services to decouple the tasks and knowledge and to make 
use of the external resources which are independent from time, place and organizational boundaries [30]. 

Peer: The crowd is defined as an undetermined amount of people which we call peer. The peer group could 
probably consist of all potential internet users, but those are in most cases specific and often certified peers. 
Hence, the size and structure of the peer group is determined by the call which could be completely open or 
restricted. In the case of a restricted call a specific group of peers is addressed who is “characterized, for 
example, by certain qualifications or personal characteristics” [30, p.9]. In the focused economic sector of 
industrial or field services, the group of peers consists of a “pool of skilled, freelance service technicians”, 
mechanics, mechatronics engineers, who are “available to respond to service calls” by using their necessary 
know-how and abilities to handle various problems [34, p. 7]. 

Problem (and solution): The problem and the definition or the concrete framework of the required tasks to 
be worked on determines the incentive structures and evaluates the solutions [9]. The principal defines the 
problem and peers generate a concrete and customized solution for it. For the quantitative definition of the 
right output or solution (e.g. scheduled working time to repair a broken machine) there are often so called 
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“Service-Level Agreements” or “Service specifications” which fix time, used material, wages, tools, needed 
certifications or rights of access [37]. 

Performance: The performance is the fifth core element we found to be established in a redefined concept 
of crowdsourcing regarding the economic sector of industrial and field services. In contrast to the usage of 
only quantitative elements like the “Service-Level-Agreements”, qualitative elements of a service technician 
have to be taken into account as well. Those are for example: the ability of guaranteeing the customer’s 
satisfaction, process or market orientation [37]. Other factors which are of great importance for a good 
performance are know-how, work experience, qualifications and certified skills as well as a sense for 
business which are requirements of a well performing service technician [26]. Therefore self-marketing and 
flexibility become more and more meaningful as well as the profiling of required skills, know-how and 
experience, qualifications etc. on corresponding platforms like the above mentioned. The skill set of the 
freelance service technicians must be transparent to get picked by a principal [37, p. 10]. 

 
Figure 1: 5 P s of a crowdsouring ecosystem: Focusing the industrial service; own illustration; in accordance with: [9, 

p.17-21] 

4. Potentials of BCT for crowdsourcing in industrial services  

In the following chapter, the projection of the derived system features of crowdsourcing systems with regard 
to the BCT adoption receives closer consideration. The chapter consists of three subsections. First, based on 
recent literature, a short introduction into the trust-building components of a blockchain is introduced, 
followed by an alignment of the system features into the correlations between the system components. To 
propose how the trust-inherent functionalities of BCT can be considered and applied within a specific 
application field, the industrial service will be used as an example. 

4.1 Short introduction into the trust-building properties of a blockchain 

Past research repeatedly showed that a blockchain consists of trust-building characteristics which are 
analyzed by Wieninger [23] who states that blockchains are on a technological layer consensus mechanism, 
decentralization and cryptography, whose combinations can lead to the systemic characteristics 
transparency and immutability, serving as a basis for application-based trust-characteristics described by 
data-integrity and process-integrity (cf. Figure 2) [23]. Decentralization indicates that no central authority 
is needed for the network organization [38]. Consensus mechanisms serve as a way to ensure ‘shared truth’ 
about the content shared within the distributed network [39]. Cryptography refers to the techniques of how 
information are prepared and to what extent an insight into the information can be achieved via concepts 
such asymmetric cryptography [24]. The Public-Key-Infrastructure (PKI) allows the deposition of digital 
signatures within the distributed network [38]. According to Wieninger the combination of decentralization 
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and consensus mechanisms contributes to the emergence of transparency as a trust-relating characteristic 
[21]. Transparency about the transactions inside a distributed network is an important characteristic to ensure 
trust due to the mitigation of trust or information asymmetry among the network participants, but also 
provides a source for exposure in terms of opportunistic behaviour of certain malicious participants [22]. 
Immutability refers to the information stored within the blockchain and prevents subsequent modifications 
of the content stored within the blockchain [38,23]. Immutability can be influenced by the combination of 
consensus mechanisms, decentralization and cryptography and the previously mentioned transparency [23]. 
Its unalterability in changing these information ensures trust due to the fact that any attempts to change these 
information will be detected and can be traced back to the origin of malicious activities [23]. Data-Integrity 
ensures that the data sets shared along the blockchain are complete, consistent and valid, whereas the 
process- integrity which is affected by data-integrity can be seen as the ability to IT-processes according to 
quantity and amount [23]. Process-integrity can be assured with the help of predefined execution codes, the 
so-called ‘smart contracts’ [24,38].The correlations of the seven trust-inherent characteristics are initially 
derived from the perspective of intercompany networks [23]. As mentioned in chapter 2, intercompany 
networks and crowds are assumed to be similar and thus allow the transferability of the seven characteristics 
within the context of crowdsourcing platforms. 

4.2 Linkage to the 5P’s (functionality mapping) 

The previously mentioned characteristics are now projected on the 5 Ps (cf. section 3.3), using the threefold 
layer-structure proposed by WIENINGER [23] which are the technical-, systemical- and application-based 
layer. As already mentioned in section 3.3, the platform consists of the technical components which are 
consensus mechanisms, decentralization and cryptography [23]. Peers and principals are the users or rather 
the stakeholders of the crowdsourcing platform and thus equal to the participants of such an ecosystem and 
close to the application layer which consist of the elements data-integrity and process-integrity as essential 
trust-inherent characteristics. The problem as well as the performance are object- and result-oriented parts 
represented by information revealed and shared in the crowdworking system and thus aligned to the 
characteristics on a systemic-layer such as transparency and immutability. Figure 2 illustrates the 
assignments of the 5 Ps based on the seven trust-inherent characteristics. The mapping allows the derivation 
of provisional suggestions about the interdependencies between the system features which is part of the 
subsequent section using the maintenance scenario as an example. 

 
Figure 2: Assignment of the 5Ps onto the trust-inherent characteristics based on [23] 
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4.3 Use-Case: towards a BCT based crowdsourcing platform for industrial maintenance tasks 

To give insights about how the relations illustrated in Figure 2 can be utilised for the industrial service, a 
short fictional example for demonstration is proposed. Using the example of a maintenance scenario in which 
an operator of a wind park is receiving unexpected malfunctions of a set of wind turbines which cannot be 
intercepted by his or her own personal capacity, different sets of competences and tasks are required: spare 
part installation, disposal of the removed components, electricity handling etc. Due to that the wind park 
operator (principal) decided to request additional workforce from a crowdsourcing platform. Challenges 
occur due to the lack of transparency about the workers (peers) quality and the reliability, so a transparent 
platform is required to ensure trust into the cooperation. The problem is specified by the information about 
services which are required (type, quantity, time), and the performance is determined deadline compliance. 

As mentioned in section 4.2, BCT offers a decentralized sharing of the problem description to all participants 
of the crowd. The process-integrity can be assured via smart contracts which allows a decentralized and 
automatic fulfilment of transactions based on pre-defined conditions [29]. Following DING ET AL., the use of 
credit scores and arbitration mechanisms can serve an evaluation of the performance of the tasks fulfilled by 
the participants (peer) and gives a “set of reasonable evaluation criteria for users” [29, p. 491]. In addition, 
SCHÜTZ ET AL. propose the use of reputation mechanisms achieved by a mixture of smart contracts on a 
functional layer and consensus among the participants to ensure trust along the participants in such a network 
[26]. Process-integrity can be assured by smart contracts. The asymmetric cryptography ensures that only 
permitted user can get access to the information shared from the principal. This secures the principal from 
being oppressed or exploited by the peers. The tamper-proofed blockchain storage ensures valid data storage 
inside the blockchain history and ensures that malicious attempts are not falsifying the basis for performance 
evaluation. Process- and data-integrity ensures that the wind park operator can proof whether the 
qualifications of the applicants are based on valid data which were previously ensured by consensus 
mechanisms. The peers in return can ensure that they are not exploited by the principal because the BCT as 
a neutral platform [38] is regulated by the network participants which are represented by the crowd. 
Malicious participants can be detected and punished [29]. Even the peer gain trust in the performance 
evaluation done by the principal because the transactions are validated by the network through consensus 
mechanisms [24,38]. Summarized, BCT offers both the peers and the principal a sufficient trust basis. 

5. Conclusion 

To reduce complexity, crowdsourcing platforms offer plenty of possibilities for the organization to work in 
a decentralized manner. However, challenges such as information asymmetry hamper the success, 
coordination effort and moreover the trust among participants within such an ecosystem. With the intention 
of coping with the challenges in terms of information asymmetry along the participants of such a 
crowdsourcing ecosystem, the BCT must receive more attention. Based on past research, five essential 
features of a crowdsourcing system were derived and proposed in this paper (5 P s): Platform, Principal, 
Peer, Problem and Performance (see Figure 1). In order to show to what extent trust-inherent functionalities 
can be adapted, seven blockchain-inherent trust-building characteristics were derived from contributions on 
intercompany networks in association with the BCT are mapped in Figure 2, followed by a projection on the 
fields of industrial services. Designers of such a crowdsourcing concept can use these assignments as a basis 
for deriving concrete solutions for each system feature. In this context, also socio-technical design criteria 
such as: adaptivity, transparency, complementarity, holism, polyvalence and decentralization [40] need to 
be regarded as core elements in the case of implementing the BCT. Therefore a socio-technical view on 
platform ecosystems is the basis for a proper implementation of the BCT in such environments [41]. While 
implementing BCT criteria relating to business conduct (problem and performance) have to be taken into 
account as well as criteria relating to stakeholders (peer, principal, platform) and their mutual working 

433



relationships (fair pay, working conditions, contracts, management processes and fair participation) [35,42]. 
Future research should also aim at elaborating concrete blockchain-solutions within the crowdsourcing 
environment, followed by the derivation of metrics to measure and analyze the cause-effect relationships of 
implemented functionalities. In the future, the digital world of work will rely on decentralized, heterogeneous 
and flexible working relationships which will develop in the direction of a so called "crowd economy" [43]. 
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Abstract 

Despite the growing popularity of automation, many companies still use manual assembly within their 
production. Especially when small deviations in product series are involved, automation is usually not 
flexible enough and does not add value.  

This paper describes a new robotic assistance system with the aim to support the worker by separating him 
from logistics and the choice of the next component. The robot should be the interface between manual 
assembly and logistics, it will grip the required component and deliver it to the worker. This results in a 
constellation where the assembly worker can focus on value-added assembly activities and work in a more 
ergonomic workspace, as there are no complex and overwhelming Kanban shelfs. The consistent use of 
storage containers means that the robot has no workplace where it must be flexible due to varying products. 
Furthermore, the logistics area does not have to be adapted to the assembly worker. This enables more 
efficient logistics solutions that would not be used in a normal manual assembly, such as shelves filled to 
the ground. In this context, the main challenge is to develop an efficient relationship between the worker and 
the robot. Here, communication possibilities between the worker and the robot must be investigated, in 
particular regarding the process flow and error management. Before we focus on new logistic software tools 
to automate the whole logistic process and to generate the code for the robot, we first want to show the 
efficiency of our concept by implementing it in form of a demonstrator and testing it on a selected industrial 
product. Afterwards we want to compare the efficiency and ergonomics of this new approach with the usual 
manual assembly process. 

Keywords 

Assistant robotics; assembly; logistics; ergonomics 

1. Introduction 

Despite the distribution of automation solutions, manual assembly is still firmly anchored in industrial 
production. This is particularly due to the trend towards increasingly individual products, which require 
flexible production with small batch sizes. The skill and low training time of human assemblers is still 
superior to the design effort and programming of automation solutions for many frequently changing 
products. To deal with the high degree of flexibility required in the design of assembly processes, modular 
assembly workstations have already become established. These can be virtually assembled by most 
manufacturers and adapted to the different processes [1]. In industry, a compromise has formed between 
manual assembly and automation called hybrid assembly. In hybrid assembly, manual assembly is supported 
by the integration of smaller automations. This combines the advantages of both variants [2]. Despite 
automation possibilities, this leads to strong research interests in manual assembly, so that the added value 
can be further increased. Topics such as ergonomics and lean management often come into sharper focus, as 
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they can reveal new potential for improvement. In addition, there are also many efforts to use new robotic 
technologies such as cobots to support the assembler [3].  

2. State of the art 

There are many industry efforts in the area of hybrid assembly. In addition to the general improvement of 
assembly stations through a more variable and ergonomic design, there are various technologies that are 
intended to increase value added [4]. A pick-by-light or pick-by-projection, for example, is intended to 
shorten the search time by providing visual assistance [5]. Furthermore, there are body-bound solutions such 
as smart glasses for augmented reality applications [6]. In the field of assistance robotics, the aim is for 
humans to be able to work more closely together with the robot. This results in high safety precautions with 
the associated costs, as well as limited speeds and payloads for the robot. Representatives of these robot 
systems are, for example, the YuMi from ABB [7] and the iiwa from KUKA [8]. There are also already 
approaches to use robots in the parts supply of the assembly. A research project of the company item deals 
with the integration of a collaborating robot into a manual assembly station [9]. Here, the robot works closely 
with the worker hands him parts and tools. This close collaboration requires high safety precautions whereby 
the robot may only move slowly and with little payloads. Another example are the assembly workstations 
from Rose+Krieger, which allow the implementation of a collaborative robot [10].  In this collaboration the 
robot is also severely restricted by the necessary safety precautions and cannot be utilized to its capacity. 
Since collaborative robotics near humans can only use its potential to a limited extent due to speed and force 
limitations, we would like to take a different approach in this paper to integrate robots in manual assembly. 

Looking at warehouse logistics, there are already smart systems that simplify warehouse picking and reduce 
the associated search times. However, the approach of this paper considers the individual assembly station, 
which has a pre-picked logistics system (e.g. kanban shelf). Of course, this kanban shelf can also be picked 
in advance with a system such as the Advanced Pick Station [11].  

In the following, we will first introduce our new concept and the theoretical possibilities of this approach. 
Subsequently, the first demonstrator is explained, with which the basics of the concept were first tested. 

3. The concept 

In contrast to many other new approaches in the research field of assembly, we still want to separate the 
robot from the worker as far as possible. This should allow each of the two partners to make the best use of 
their particular skills. For the worker, this means that he can focus more on the value-adding activities of 
assembly, while the robot performs repetitive and non-ergonomic tasks. Furthermore, this means that 
expensive and application-specific safety technology can be eliminated, making the systems less expensive 
and more flexible in their application.  

One non-value-added activity is finding the components for the next assembly step. Particularly with many 
parts containers, which are made available to the worker on the shelf behind the table, search times can add 
up during assembly. Especially large shelves due to the number of components, as well as high weights, also 
reduce the ergonomics of assembly. 

For this reason, the robot in this concept should only focus on part provision and always provide the worker 
with the required components. Our concept can be seen in Figure 1 and consists of the worker's assembly 
area, the robot area, and the logistics system. Furthermore, there is an area for part transfer, where the robot 
provides the component containers. The robot should only serve as an interface between assembly and 
logistics and be integrated as little as possible into the assembly process. 
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To simplify the gripping process and to be able to use the concept for as many applications as possible, no 
individual components but always component containers are gripped. This makes it easier to use the system 
for different assembly processes. The gripped containers are deposited by the robot in the part transfer area. 
There is enough space for several containers at the same time, so that work steps requiring several 
components can also be carried out without waiting times. Furthermore, to avoid waiting times, components 
can already be placed ready for the following work steps. The aim is to reduce the worker's search times by 
requiring him to select from only five or six ergonomically optimally positioned containers instead of 20 to 
60 as we have seen it before in some companies. 

To implement this, the robot must know which container is required for which work step. It is also possible 
for a container to remain with the operator for several steps in succession or for a step to be performed later. 
This information must already be available before assembly and, in the best case, is already created during 
product development or production planning. 

Communication between the operator and the robot can be implemented most easily by means of a 
confirmation button, which is pressed after a successful assembly step. For error management, it must also 
be possible to quickly retrieve boxes that have already been used if the worker has removed too many or too 
few components. 

This concept also opens new possibilities for the logistics system. Since it no further needs to be adapted to 
the worker, an ergonomic shelving system is no longer required. For example, the effective radius of the 
robot can be further exploited by filling the rack more to the top or to the bottom. The whole concept can be 
scaled up as required by using additional linear axes for the robot. If the individual assembly steps take more 
time, it is also possible for one robot to supply several workers with component containers, as can be seen 
in Figure 2. The increase in this workspace illustrates the benefit of using faster non-collaborative robots for 
this task. 

Figure 1: The basic concept 
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Figure 2: Concept with several stations 

In summary, the concept offers the opportunity to reduce the worker's search times while improving the 
ergonomics of assembly. In the following, a first demonstrator was implemented based on this concept to 
investigate some initial fundamental questions. How does it affect the assembly process? Can the robot 
transport the parts to and from the workstation so quickly that the worker does not have to wait? What 
problems can arise in the area of part transfer? 

4. The first demonstrator 

In order to be able to test the concept and answer the first questions, a demonstrator was created which 
contains the basic functions of the concept. In the following, the construction of the demonstrator is 
explained first. Then the test execution and the results are presented and finally a conclusion is drawn. 

The robot-assisted assembly station consists of an usual table as assembly surface, a robot standing behind 
it as well as an ordinary kanban shelf (Figure 3). A KUKA iiwa was chosen as the robot. Other robots offer 
higher payloads and speeds, but it turned out that this makes no difference in our first exemplary process. 
Due to the weights of our components and the times of the individual assembly steps, the KUKA iiwa was 
used to almost 100% capacity. Our components had a low weight, the component bins were almost empty 
and the work steps partly time-consuming. This shows the potential benefit of a non-collaborative robot for 
this application, as it would not yet have reached its limits in this use case. An additive manufactured gripper 
was used, which was customized to the containers and enabled the robot to remove the boxes from the shelf 
and store them again. The part transfer area was covered with an anti-slip mat to prevent the crates from 
being displaced when the parts were removed. This enabled the robot to find the containers even without a 
vision system. 
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.  

Figure 3: The hybrid assembly station  

In the manual workstation without the robot, the shelf was placed at the rear edge of the table, as it is widely 
used in the field of assembly (Figure 4). In both cases, the worker was provided with assembly instructions 
and the necessary tools on the table. 

 
Figure 4: The manual assembly station 

Our example process involves the assembly of a small control cabinet. This consists of 22 different 
components and requires various assembly steps. This includes screwing with and without tools, inserting 
cables and installing switching terminals. Some steps are fast while others take much more time or require 
several components at once. 

5. Test execution 

The study began by recording the assembly times for manual (𝑡𝑡𝑚𝑚,𝑟𝑟𝑟𝑟𝑟𝑟) and hybrid (𝑡𝑡ℎ,𝑟𝑟𝑟𝑟𝑟𝑟) assembly. 
Measurements were made with four test persons, two of whom performed the assembly in one variant first. 
Table 1 shows the results of the measurements, which variant the subjects performed first and the difference 
of both recorded times 
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Table 1: Assembly times 

Test person Started with: Manual: 𝑡𝑡𝑚𝑚,𝑟𝑟𝑟𝑟𝑟𝑟 Hybrid: 𝑡𝑡ℎ,𝑟𝑟𝑟𝑟𝑟𝑟 Difference 

1 manual 15:15 12:00 3:15 
2 manual 20:00 15:05 4:55 
3 hybrid 19:50 20:00 0:10 
4 hybrid 14:10 13:25 0:45 

 

In addition, the search times were recorded. It was particularly difficult to measure the very short search 
times with hybrid assembly, since the test person only had to choose from a maximum of five boxes in the 
direct field of view. The following Table Y shows the individual search times. The table already shows that 
the new concept can reduce search times in the assembly process. 

 

Table 2: Search times 

Test person Started with: Manual: 𝑡𝑡𝑚𝑚,𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟𝑠𝑠ℎ Hybrid: 𝑡𝑡ℎ,𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟𝑠𝑠ℎ 

1 manual 1:59 0:31 
2 manual 1:20 0:20 
3 hybrid 2:39 0:39 
4 hybrid 1:30 0:28 

 

When evaluating the recorded times, it is noticeable that the hybrid process reduces the search times, and 
the process times are also shorter except for person 3. Despite a significantly reduced search time, person 3 
is faster in the manual process. This may be due to a learning effect of the test persons, whereby they are 
faster the second time they perform the assembly, regardless of the variant. This learning effect can be 
calculated by the following formula. 

 

𝑡𝑡𝑙𝑙𝑠𝑠𝑟𝑟𝑟𝑟𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = |�𝑡𝑡𝑚𝑚,𝑟𝑟𝑟𝑟𝑟𝑟 − 𝑡𝑡𝑚𝑚,𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟𝑠𝑠ℎ� − (𝑡𝑡ℎ,𝑟𝑟𝑟𝑟𝑟𝑟 − 𝑡𝑡ℎ,𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟𝑠𝑠ℎ)|                                                           (1) 

 

Using this formula, the following learning effects, shown in Table 3, can now be determined for the four test 
persons. 

Table 3: Learning effects 

Test person Started with: Learning effect: 𝑡𝑡𝑙𝑙𝑠𝑠𝑟𝑟𝑟𝑟𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 

1 manual 1:47 
2 manual 3:55 
3 hybrid 2:10 
4 hybrid 0:17 

 

If these times are now subtracted from the times of the first performed variant of each test person, these new 
times can be compared without the influence of a learning effect. In addition to the learning effect, other 
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external influences can of course also play a role which could lead to the difference in times. However, 
according to the test subjects, this learning effect should have the greatest influence. The now processed 
times are shown in Table 4. 

Table 4: Assembly times without the learning effect 

Test person Started with: Manual: 𝑡𝑡𝑚𝑚,𝑙𝑙 Hybrid: 𝑡𝑡ℎ,𝑙𝑙 Difference 

1 manual 13:28 12:00 01:28 
2 manual 16:05 15:05 01:00 
3 hybrid 19:50 17:50 02:00 
4 hybrid 14:10 13:08 01:02 

 

As expected, the differences between the two methods also reflect the differences in search times described 
above. These results will now be interpreted in the following. 

6. Conclusion 

Since the search times of the worker could be minimized with the help of the robot, the total assembly time 
was also reduced by just this amount. In relation to our application example, this proportion is only very 
small. The special opportunity of this approach is in its scalability. Even if the assembly process becomes 
more complex and requires more part containers, nothing changes for the worker. He still only has to choose 
between the few containers provided by the robot. This can pay off especially in a production with many 
variants, when the search times due to the changing containers cannot be reduced by a learning routine in 
the assembly process.  

Furthermore, this makes it easier to have all the parts containers for a variety of different assembly processes 
at one station and thus to be able to switch more flexibly between the variants. It makes no difference to the 
worker's workload whether he assembles something consisting of 20 or 200 different components. The 
ergonomics of the workstation, consisting of the gripping ranges and the search times, are always the same, 
and the worker can focus more on the assembly process itself. 

The previous investigation was carried out with a KUKA iiwa, and the robot's speeds and payloads had no 
negative effects in the selected application. The worker did not have to wait for the robot at any time, despite 
an assembly with very different work steps. As a result, it can be expected that a more powerful robot will 
also be able to supply the assembly with components quickly enough with even shorter process steps. 
Furthermore, an ordinary industrial robot is also significantly less expensive, which means that the 
changeover to the new workplace pays off financially at an earlier stage. The possibility of supplying several 
workers with components is also still an option if the process permits this. The next problem arises from the 
part transfer between the robot and the worker. The problem of locating the boxes for the return to the rack 
was solved in the demonstrator by simple anti-slip mats. For the industrial application, another possibility 
must be found here. A vision system would be possible, which could also be used for safety. When a powerful 
industrial robot is used, a solution must be found for the safety of the worker. The interface between man 
and robot is the transfer of parts through the containers. The area is therefore very small and direct contact 
could be avoided. A vision system could be used to track the worker so that the robot knows at what speed 
it is allowed to approach the area or if it should even stop briefly. A container with high weight or sharp 
objects, which is moved at high speed, represents the biggest safety risk, for which a solution must be found 
in following studies. 
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Abstract 

With the focus of manufacturing companies on the digital transformation, Manufacturing Execution Systems 
are market-ready, modular software solutions for manufacturing companies to integrate the value-adding 
and supporting processes horizontal and vertical in the company. Companies, especially small and medium-
sized companies, face high internal and external costs for the implementation of the MES modules. An 
advantage of MES is the possibility to implement the systems in a continually, module-by-module approach, 
with the benefit of timely distributed investments. By realizing fast improvements, companies can use the 
benefits for further module implementations. This paper proposes a maturity model to measure the impact 
of an MES on the digital transformation of the company’s production systems. The model fulfils two 
purposes. The first, companies can measure the impact based on the difference between its current maturity 
index and the potential index of an implemented MES. The second is, the user can identify what impact an 
MES has in general on the digital transformation since the developed maturity model is derived from an 
established industry 4.0 maturity model. The development of the maturity model is based on the 
methodologies of AKKASOGLU and focuses on the further development of an established model. As an 
outlook, the application of the model will be described briefly. The proposed maturity model can directly be 
used by practitioners and offers implications for further development of MES functionalities.  

Keywords 

Digitalization; Manufacturing Execution System; MES; Maturity Model, Maturity Index;  

1. Introduction 

Digitalization and horizontal and vertical integration promise to be a way of responding to the challenges of 
reducing costs, increasing quality, shortening delivery times and fluctuating and difficult-to-predict customer 
demands. The goal of digitalization is to integrate the physical and digital worlds to accelerate decision-
making and business operations. [1] The goal is to empower companies to learn from data. In production, 
this means in concrete terms that near-real-time data and information are used to create a control loop with 
production planning and control. [2] 

Companies, which are dealing with digital transformation in production, must concern the implementation 
and use of Manufacturing Execution Systems (MES). Currently available MES cover many of the 
requirements of a digitalized production system. More than capturing and distributing data in real-time, MES 
are capable of connecting different areas of the production and the supporting processes to enable the 
company to build a digital shadow of their production system and the processes within. [3] Digital shadows 
are digital models of the relevant business processes of the company filled with in real time acquired data 
which are used for analyses and data based decision making [4] Therefore, MES are a relevant part of 
realizing the digital transformation in production companies.  
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During the implementation of an MES, companies face many challenges. One of the biggest hurdles, 
especially for small and medium-sized companies, are the high internal and external costs for the 
implementation. [5] To tackle this hurdle companies can spread costs over a longer period with a successive 
implementation. This time can cover from two up to more than five years based on the number of 
implementation iterations and factory locations in which an MES has to be implemented. Due to the modular 
structure of MES, companies have to choose which functions and modules to implement first concerning the 
highest benefits within the successive implementation approach. Here companies face the unsolved 
challenge to estimate the benefits of the MES implementation ex-ante. MES are complex systems due to 
their extensive functions and modular structure. The effects of implementation on the various areas affected 
are difficult or impossible to assess due to the systems complexity. 

To address this challenge and support companies, this paper presents a way to assess the impact of an MES 
implementation with a maturity model. Maturity models represent a relevant assessment tool in the literature 
and practice to make complex issues easily assessable. In recent time, many maturity models were presented 
which help companies to assess their status-quo in digitalization and plan their next steps. Since there is no 
maturity model, for assessing the impact of an MES implementation, a new maturity model has to be derived. 
[6–8] 

2. State of the Art on the assessment of the impact of implementations 

This section presents the state of the research in the fields of impact and benefit assessment for 
implementations of IT systems especially for business applications in production management.  

The ex-ante assessment of the impact is a well-known field in the research of information systems and 
business software. Nevertheless, no approach truly fulfils all needs of practitioners. The difficulties are 
measuring tangible and intangible benefits and combining both categories in an easy-to-use method. In this 
section, the presented approaches can be divided into system-specific and general approaches. The general 
approaches present models to assess IT performance and the investments in IT systems. These approaches 
are not specific for a kind of IT systems (e.g. MES). The general models need to be adapted by the companies 
before the usage and they need IT system specific knowledge for the functionalities and the expected impact 
of the system. Therefore, these models mostly lack the practicability for companies to easy measure the 
impact of an MES due to the effort of transferring the models for the specific use case. [9,10] In [9] a model 
to assess the direct effects of IT on the efficiency of the production planning and control is presented, while 
in [10] the HÄNSCH presents an approach to monetarize the effects of intangible benefits. 

MES-specific approaches tend to address the mentioned challenge. KLETTI presents a tool to calculate the 
Return of Invest of a MES implementation. This calculator focuses on some specific areas where it is easy 
to calculate the benefits in terms of reduces cost, stocks or rework. [11] With this approach, KLETTI neglects 
different areas and intangible benefits of the MES. OBERMAIER AND KIRSCH present a paper, which 
addresses the benefits of an MES implementation in the area production by a comparison of three different 
KPIs before and after the implementation. [12] Their paper delivers a first quantified assessment/evaluation 
of the impact of an implementation, but it is not easily transferable to other companies due to different status-
quos before the implementation. The VEREIN DEUTSCHER INGENIEURE presents a norm regarding the costs 
and benefits of an MES. The norm gives a holistic overview the tangible and intangible benefits. [5] It lacks 
a methodology to assess the benefit of implementation quantified but it describes the effect chains between 
MES modules and the benefits.  
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3. Research methodology 

To derive a maturity model to measure the impact of an MES, the methodology by AKKASOGLU will be 
used. Akkasoglu proposes a nine stepped approach to derive a maturity model that is shown in Figure 1. The 
first three steps are for preparation. The first three steps cover the determination of the need and the 
specification of the requirement as well as the analysis of existing maturity models. [13] These steps were 
covered by the first two sections of the paper. The focus of the paper lies on the construction phase that 
consists of four steps to set-up the maturity model. These steps will be covered in this paper. The first step 
of the construction phase covers the design of a reference model to describe the area of assessment. 
Therefore, the production system based on the reference model of MEISSNER will be described [14]. The 
second step covers the deduction of maturity objects. The maturity objects should be significant for assessing 
the maturity levels of the production system. In the paper, the maturity objects will be derived by selecting 
the tasks of the reference model that are supported by an MES. The third step of the construction phase is 
the weighting of the maturity objects. For this paper, there is no need in weighting the objects since every 
tasks is weighted the same for the construction of the maturity model. The applying company can do a 
weighing of the tasks individually. The last step is setting-up the maturity model with maturity levels in a 
matrix. In this paper, the matrix also shows to which maturity level the tasks will be supported by an MES. 
The last two steps of AKKASOGLU’s methodology are summed up in the application phase.   

 
Figure 1: Methodology for designing a maturity model by AKKASOGLU [13] 

4. Maturity Model for assessing the impact of a Manufacturing Execution System 

In this section, the paper presents the approach and the results of the described steps. The steps for designing 
the maturity model and assessing the impact of an MES on the production system will be described in the 
following subsections.  

4.1 Design of a reference model  

This section deals with the design of the reference model. The reference model should define and mark out 
the area of investigation. The reference model is a generalized version of the area of investigation and should 
be detailed enough to be applicable but not so detailed that the effort for the assessment increases 
unnecessary. [13] In this case, the rough structure for the designed reference model is based on the model 
for production companies by MEISSNER. MEISSNER structures the production system in seven areas. The 
areas cover the design and development, industrial engineering, production planning and control, production 
and assembly, quality assurance, maintenance management as well as production logistics. [14] For each of 
the areas, standard literature and norms were used to identify the key processes and tasks. The 105 identified 
key processes and tasks were grouped in 25 task groups. In Figure 2 the process for the design of the 
reference model is shown. The area of design and development was described based on the VDI 2221 and 
the 19 tasks are divided into the groups of main, supporting and cross-cutting activities. [15] The area of 
industrial engineering consists of 11 tasks in of the three groups preparing tasks, the creation of the routing 
and NC programming. [16] Production planning and control (PPC) is structured based on the Aachen PPC 
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model and structures the total of 30 tasks into eight groups. The groups cover the production program 
planning, the production demand planning and in-house production planning and control, the planning and 
control of procurement, inventory management, order management, data management and controlling. [17] 
The area of production and assembly consist of the group of execution, where the two tasks are divided into 
value-adding and conditional-value-adding activities. The second group of the area production and assembly 
contains the two supporting activities of acquisition and provision of information. [18] The area of 
production logistics consists of five tasks, which are split into the groups of planning and execution. [19,20] 
The area of quality assurance covers 19 tasks in five groups. The four groups of planning, execution and 
analysis of quality assurance tasks as well as the test equipment management are located in the quality 
forward chain. The tasks group complaint management covers five activities and is covering the quality 
backward chain. [21] The Maintenance management covers 17 relevant tasks in three groups. The groups 
are divided into the planning part of maintenance management, the execution of the maintenance orders as 
well as the analysis of acquired data. [22] With the 105 tasks the production system and its tasks and 
processes are described in a holistic way. 

 
Figure 2: Process for the design of the reference model 

4.2 Deduction of maturity objects 

The deduction of maturity objects aims for the identification of relevant features of the area of investigation 
to describe the production system and the impact of the MES on it. Therefore, the papers identifies the tasks, 
which are supported and influenced by the functionalities of an MES. The structure of functionalities of a 
general MES is described in the VDI 5600 norm. There, the MES is structured into ten modules with various 
sub-functionalities. [23] KLETTI describes many functionalities of the modules based on the system of 
HYDRA, a German MES developed by the company MPDV. [3] With the explanations of the norm and 
KLETTI, relevant tasks of the above mentioned had to be identified to fill the matrix with the production 
system’s tasks supported by an MES. The method for identification is based on three cases. The first case 
for support of a task or process is given if the function and the task are named the same. As an example, this 
case is given for the MES function of data acquisition and the task of data quality acquisition. The second 
case if the content-related consistency between the MES function and the task. For example, the MES 
functions of detailed planning are supporting the tasks of setting up an order sequence. The third case 
represents a partial support of the MES for tasks. Here, information that is used in the corresponding function 
can be useful for the supported core task. There is neither name- nor content-related consistency on this case. 
In Figure 3, the identified tasks of production planning and control as well as the support of the MES module 
form the VDI 5600 are shown. Here it can be seen, that production program planning as well as procurement 
planning and control are not supported by an MES. The rest of the tasks groups is supported by at least one 
of the MES modules. 
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Figure 3: Task-Function-Matrix for the tasks of production planning and control 

The support of an MES function was checked for each task and summarized by the task groups. With the 
methodology, 66 of the 105 tasks and 22 of 26 tasks groups were identified as relevant maturity objects to 
measure the impact of an MES on the production system. The Figure 4 and Figure 5 (Section 4.3) present 
the identified task groups. Task groups without a support from an MES were left blank. 

4.3 Design of the maturity matrix and impact of Manufacturing Execution Systems on the 
production system 

The last step of the construction phase is to set up the maturity model, which will be done in a matrix. The 
tasks groups are represented as a line in the matrix. The maturity levels will be represented in a column. 
SCHUH ET AL. presented the acatech Industrie 4.0 Maturity Index as the result of an applied research process 
in 2017 and it was updated in 2020 with the experience gained while applying it. The acatech Industrie 4.0 
maturity Index consists of four key areas with six maturity levels. The four key areas are resources, 
information systems, organization, and culture. [4] In the further, this maturity model will be used due to its 
usage and further development and due to the dissertation of SCHMITZ. 

The acatech Industrie 4.0 maturity model has six maturity levels. The first two level Computerization and 
Connectivity represent the basis of Automation. The following four levels of Visibility, Transparency, 
Predictability and Adaptability represent the levels of Industry 4.0 and the digitalization. The maturity level 
of Visibility describes the capability of a company to have real-time data acquisition of all relevant processes. 
With the so-called digital shadow companies can analyse what is happening in the processes. The next level 
describes the capability of a company to analyse the data from the digital shadow to get insights on the 
correlations between events. Therefore, the company needs diagnostic analytics. Based on the digital 
shadows and the correlations, the fifth maturity level describes the state in which a company can use the 
acquired data to make prognostics on future events. This enables companies to construct realistic scenarios 
for the decision-making. The last maturity level describes the capability of autonomous decision-making by 
the systems through the evaluation, selection and initiation of measures based on predicted scenarios. [4] 

To measure the impact of the MES, an information system, a metric is needed. SCHMITZ presents a metric 
to measure the maturity levels of information management in his dissertation. He develops a morphology to 
assess the maturity levels on 11 features. The features are split in the three groups. The first group represents 
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features of the information logistics, which sums up the acquisition and distribution of information. The 
second group covers features of the data quality, data interfaces and transparency and connectivity of the IT 
system landscape. The last group covers the features of the IT infrastructure like data management, 
infrastructure management and the user interface. Each feature is described by forms, which are assigned to 
a maturity level by means of typologization. The maturity level can be determined by evaluating each feature 
and its form found in the company. Since information systems carry out the tasks of information 
management, this paper uses the metric to assess the impact of an MES.  

Each task was assessed with the morphology by SCHMITZ and his assessment methodology described in his 
dissertation. [1] In Figure 4 and Figure 5, the result of the assessment is shown. Dark grey areas show that 
each assessed task in the group reached the marked maturity level by using an MES, whereas the crossed 
areas are indicating that an MES supports some tasks to a higher and therefore marked maturity levels. In 
the following, the figures and the impact are explained.  

An MES can assist the support activities within the processes of design and development with the diagnostic 
analysis of the acquired quality data from production processes and the quality controls. With the identified 
correlations, the design and development can improve the product design in change requests or in new 
products. The industrial engineering get support from the MES by the better integration of data from 
different systems like ERP, CAD and PLM with data from the production. Especially in the planning of the 
routing, the acquired production data and its analysis helps the department in defining the processing and 
set-up times. In addition, the functions from information management help by saving and distributing of NC 
programs to machines with respect to the production plan.  

The tasks and processes of production planning and control profit a lot from the usage of an MES. The 
demand planning and the in-house production planning and control profit from the availability of real-time 
data for the planning process as well as the analysis functions, which helps to analyse correlation between 
planning tasks and the latter execution in the production and assembly. The MES functions for fine planning 
support the production system by providing capabilities for optimization and simulation of the in-house 
planning and control. These functions enable the simulation of different planning scenarios and the selection 
of the best production plan. The MES functions of material management enhance the capabilities of the 
inventory management by giving transparency over the work in progress on the shop floor. The MES realizes 
tracking and tracing of products along the manufacturing and assembly processes. This also support the tasks 
of the order management and the controlling of the production system, since the status and progress of the 
order is tracked almost in real-time. With the data acquisition and analysis functions of the MES, the order 
management can identify correlations and root causes for deviations and derive reaction measures. The MES 
supports the data management with improvements in the data quality of the master data and transaction data. 
Latter data quality is improved by the possibilities of sensor integration and automatic data acquisition as 
well as functions for plausibility checks while manual inputting data. MES supports the production planning 
and control in such a way that they reach at least the maturity level of Visibility. Some tasks are even enabled 
to reach the maturity level Adaptability. 

The tasks of the production and assembly are enabled to reach the maturity level of Transparency. The MES 
supports the execution tasks by data acquisition, automatic workflows and the presentation of user and tasks-
specific information. It enables the paperless production. Here the MES functions of order management, 
information management as well as the data acquisition are used.  
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Figure 4: Impact of an MES on the production system (1/2) 

In Figure 5, the impact of an MES on the areas of production logistics, quality assurance and maintenance 
management is shown. The tasks production logistics are supported similar to the production processes. The 
MES has not a big impact on the executional tasks in the logistic area since the MES functions are designed 
around the manufacturing and assembly processes. Therefore, the focus on the logistics tasks is lesser due 
the historical development. The planning of the production tasks is connected to the fine planning of 
production and it provides a synchronisation of manufacturing and transport operations. An MES enables 
the production logistic to reach the Transparency level of the maturity model.   

The area of quality assurance also profits from the MES integration The MES functions of the module 
quality management enhance all tasks of the area. The quality planning is supported by the MES in the 
preparation of test plans by the automatic identification of test characteristics from digital component 
drawings. The execution of the test plans profits by the data acquisition functions and the possibility of an 
MES to integrate test equipment with interfaces to transfer data. The analysis functions enable not only the 
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analysis of quality data but also its correlation with acquired machine and production data. Through the 
possibilities of tracking and tracing the tasks of quality data analysis can reach the Transparency level. The 
tasks of test equipment management do not experience any impact in the area of industry 4.0 through the use 
of an MES. They are supported in such a way that the level of Connectivity is reached since the MES takes 
over repetitive tasks and manages the data of the test equipment without linking it to the digital shadow of 
the acquired data. The complaint management is supported by an MES to reach a least the level of 
Connectivity since some tasks are just supported by managing data without further support, but the tasks of 
the error and root-cause analysis can be supported by the analysis functions of an MES. Here, the acquired 
data is analysed and correlations are drawn. This supports the quality operators in identifying the error and 
selecting countermeasures.  

The area of maintenance management profits from the usage of an MES due to the better integration of the 
maintenance into production. The long-term planning of the maintenance activities profits from the data 
availability and the insights from identified correlations. An MES enables a strategic shift from time-based 
to a condition-based maintenance approach. The analysis functions as well as the dedicated maintenance 
management functions enable the planning tasks to reach maturity levels up to Transparency. The controlling 
and execution profits from the integration to fine planning functions. Here, the planning of planned and 
unplanned maintenance order is synchronized with the fine planning of production. Since the same functions 
are used the same maturity level can be achieved. Furthermore, the maintenance operator have access to 
maintenance instruction and information on MES terminals placed at machines or nearby. Also, they can 
analyse machine data from machine that need maintenance and can derive implication to the condition. This 
corresponds to the maturity level of Transparency. 

 
Figure 5: Impact of an MES on the production system (2/2) 
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5. Conclusion 

This paper proposed an adapted maturity model to assess the impact of an MES on the production system. 
After determining the need for an assessment tool, the acatech Industrie 4.0 maturity model was selected as 
a basis for the development of a maturity model to measure the impact of an MES. Subsequently, a reference 
model was built to describe the production system. In the second step, the identified tasks and their groups 
were reduced accordingly. In the third step, the morphology of SCHMITZ was used in order to have an 
evaluation logic, which enables the assessment of the impact of an MES on the production system. The 
impact of an MES on the specific areas of the production system was presented in the maturity matrix. The 
assessment shows that an MES has different impact on the identified tasks. In many areas, the MES provides 
support to reach the levels of Visibility and Transparency. Even the higher maturity levels can be reached. 
With this assessment, practitioners can now assess their own production system area.  To do this, they have 
to determine the maturity level of their company in accordance with the acatech model procedure. By 
comparing their level with the maturity level supported by the MES, they can identify the areas in the 
company that would benefit most from an implementation. Relevant MES modules for the high potential 
areas can be identified with the tasks-function-matrix. In future reserach, based on the model, a procedure 
can be designed that describes how to apply the models to structure the maturity-based implementation. In 
addition, the model can be extended for other IT systems that are used in the production. For MES providers, 
the model can be used to design smart services that support tasks beyond the current state of the art. 
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Excellence Strategy – EXC-2023 Internet of Production – 390621612. 

 

References 

 

[1] Schmitz, S., 2018. Bewertbarkeit des Reifegrads vom Informationsmanagement in produzierenden Unternehmen 
in Industrie-4.0-Umgebungen, 1. ed. Apprimus Verlag, Aachen, 248 pp. 

[2] Wetzchewald, P., 2020. Gestaltungsmodell zur Steigerung der Regelbarkeit von Produktionsplanungs- und -
steuerungssystemen: Design model for increasing the regulability of production planning and control systems, 1. 
ed. Apprimus Verlag, Aachen, 252 pp. 

[3] Kletti, J., Deisenroth, R., 2019. MES-Kompendium. 1. ed. Springer, Berlin,, 279 pp. 

[4] Schuh, G., Anderl, R., Dumitrescu, R., Krüger, A., ten Hompel, M., 2020. Industrie 4.0 Maturity Index: Die 
digitale Transformation von Unternehmen gestalten, 64 pp. www.acatech.de/publikationen. 

[5] Verein Deutscher Ingenieure, 2013. Fertigungsmanagementsysteme: Wirtschaftlichkeit - Blatt 2. Beuth Verlag, 
Berlin, 44 pp. 

[6] Basl, J., 2018. Companies on the Way to Industry 4.0 and their Readiness. Journal of Systems Integration (3), pp. 
3–6. doi:10.20470/jsi.v9i3.351. 

[7] Felch, V., Asdecker, B., Sucky, E., 2019. Maturity Models in the Age of Industry 4.0 – Do the Available Models 
Correspond to the Needs of Business Practice?, in: Bui, T. (Ed.), Proceedings of the 52th Annual Hawaii 
International Conference on System Sciences (HICSS), Wailea, Hawaii, USA, pp. 5165–5174. 

[8] Mittal, S., Khan, M.A., Romero, D., Wuest, T., 2018. A critical review of smart manufacturing & Industry 4.0 
maturity models: Implications for small and medium-sized enterprises (SMEs). Journal of Manufacturing Systems 
49, pp. 194–214. doi:10.1016/j.jmsy.2018.10.005. 

[9] Dürr, P., 2013. Modell zur Bewertung der Effizienz der IT-Unterstützung im Auftragsabwicklungsprozess von 
produzierenden KMU. Fraunhofer, Stuttgart. 

454



[10] Hänsch, F., 2015. Finanzwirtschaftliche ex-ante Bewertung intangibler Benefits von IT-Projekten. HMD 52 (6), 
pp. 945–957. doi:10.1365/s40702-015-0187-4. 

[11] Kletti, J., 2007. Konzeption und Einführung von MES-Systemen, 1. ed. Springer, Berlin, 306 pp. 

[12] Obermaier, R., Kirsch, V., 2017. Betriebswirtschaftliche Wirkungen digital vernetzter Fertigungssysteme: Eine 
Analyse des Einsatzes moderner Manufacturing Execution Systeme in der verarbeitenden Industrie, in: 
Obermaier, R. (Ed.), Industrie 4.0 als unternehmerische Gestaltungsaufgabe, vol. 62. Springer Fachmedien, 
Wiesbaden, pp. 191–217. 

[13] Akkasoglu, G., 2013. Methodik zur Konzeption und Applikation anwendungsspezifischer Reifegradmodelle 
unter Berücksichtigung der Informationsunsicherheit. Dissertation, Erlangen, 100 pp. 

[14] Meissner, J.P., 2018. Adaptives Abweichungsmanagement in der Fertigungssteuerung bei Kleinserien: Adaptive 
deviation management in production control for small batch production, 1. Auflage ed. Apprimus Verlag, Aachen, 
223 pp. 

[15] Verein Deutscher Ingenieure, 2019. Entwicklung technischer Produkte und Systeme: Modell der 
Produktentwicklung. Beuth Verlag GmbH, Berlin 03.100.40, 56 pp. 

[16] Eversheim, W., 2002. Organisation in der Produktionstechnik 3: Arbeitsvorbereitung, 4. ed. Springer, Berlin, 
Heidelberg, 295 pp. 

[17] Schuh, G., Stich, V., 2012. Produktionsplanung und -steuerung 1: Grundlagen der PPS, 4. ed. Springer, Berlin. 

[18] Eversheim, W., 1989. Fertigung und Montage, 2. ed. VDI-Verl., Düsseldorf, 335 pp. 

[19] Lödding, H., 2019. Produktionslogistik, in: Furmans, K., Kilger, C. (Eds.), Betrieb von Logistiksystemen. 
Springer Berlin Heidelberg, Berlin, Heidelberg, pp. 107–131. 

[20] Pfohl, H.-C., 2018. Produktionslogistik, in: Pfohl, H.-C. (Ed.), Logistiksysteme. Springer, Berlin, pp. 201–220. 

[21] Schmitt, R., Pfeifer, T., 2015. Qualitätsmanagement: Strategien - Methoden - Techniken, 5. ed. Hanser, München, 
864 pp. 

[22] Pawellek, G., 2016. Integrierte Instandhaltung und Ersatzteillogistik. Springer Berlin Heidelberg, Berlin, 
Heidelberg, 440 pp. 

[23] Verein Deutscher Ingenieure, 2015. Fertigungsmanagementsysteme. Beuth Verlag, Berlin, 40 pp. 

  

455



Biography 

Markus Fischer, M. Sc. (*1992) has been working as a project manager at the Institute 
for Industrial Management (FIR) at the RWTH Aachen since 2017. In current position as 
the leader of the research group Production Control as part of the Production Management 
department, he supports companies in improving processes by the usage of different IT 
systems. Also, he is working in the research project “Internet of Production”, which aims 
to develop data-driven decision support systems. 

Prof. Dr.-Ing. Dipl.-Wirt. Ing Günther Schuh (*1958) holds the Chair of Production 
Systems at the Machine Tool Laboratory (WZL), is a member of the Board of Directors 
at the Fraunhofer Institute for Production Technology (IPT), Director of the Research 
Institute for Rationalization e. V. (FIR) at RWTH Aachen University and head of the 
Production Technology Cluster. He is founder of the Schuh & Co. group of companies 
based in Aachen, St. Gallen and Atlanta. 
 

Prof. Dr.-Ing. Volker Stich (*1954) has been head of the Institute for Industrial 
Management (FIR) at the RWTH Aachen University since 1997. Prof. Dr.-Ing. Volker 
Stich worked for 10 years for the St. Gobain-Automotive Group and lead the management 
of European plant logistics. In addition, he was responsible for the worldwide coordination 
of future vehicle development projects. 

 

456



 

CONFERENCE ON PRODUCTION SYSTEMS AND LOGISTICS 
CPSL 2021 

__________________________________________________________________________________ 
 

DOI: https://doi.org/10.15488/11254 

 

2nd Conference on Production Systems and Logistics 

Application Of Innovation Diffusions Models In Factory Planning For 
Fuel Cell Systems 

Maximilian Stange1, Lukas Roth1, Marian Süße1, Steffen Ihlenfeldt 1;2 
1 Fraunhofer Institute for Machine Tools and Forming Technology IWU, Chemnitz, Germany 

2 Institute of Mechatronic Engineering, Technische Universität Dresden, 01069 Dresden, Germany 
 

 

Abstract 

The planning of factories and production processes is subject to constantly changing requirements and has 
always been challenged by uncertain future forecasts. Factory planning projects initiated for the production 
of innovative products are particularly affected. For these products, there is almost no historical or empirical 
data available, so the forecasts can only be based on estimated influencing variables and data from similar 
products. Accordingly, the risk that the selected capacity does not match the actual market demand is higher. 
While the capacity of a factory represents a long-term investment decision, the spread of innovations can 
fail within a short timeframe or occur far below the expected level. For this reason, it can be assumed that 
insights from innovation research offer a planning advantage in forecasting the production potential. 
Regarding an increasing number of global product innovations, the evaluation of empirical data by means 
of suitable models and methods is becoming more and more accurate in order to reflect typical market 
patterns based on recurring customer behaviour. This paper takes up these trends and proposes an approach 
how innovation metrics can be included in the capacity dimensioning process of factory projects. For this 
purpose, the BASS diffusion model is used to realistically map different market scenarios for the required 
capacity curves.  

Keywords 

Factory Planning; Innovation; Diffusion; Capacity Dimensioning, Fuel Cell  

1. Introduction 

The market for fuel cell systems for vehicles in Germany and Europe is currently still relatively small, 
especially in comparison with North America and Asia [1]. It is generally assumed that this will change in 
the near future [2]. Indications of this, are the ambitious German national hydrogen strategy [3] and the EU 
Hydrogen Strategy [4]. Trencher and Edianto show that there is consensus in industry and research that those 
policy signals are drivers in market development [5]. In order to drive forward the transformation of energy 
supply towards fewer emissions, fuel cell technology is well suited, especially in areas where it is otherwise 
difficult to electrify applications. One of these applications are utility vehicles where fuel cell systems are 
generally better suited than battery electric systems [6]. Hence, within this article, the focus will be on utility 
vehicles like trucks and buses. 

The future market size, and therefore the sales potential of a company, in a timeframe of five to ten years 
and beyond is subject to great uncertainty. This influences companies' factory planning. In the worst case, 
factory planning is based on very optimistic estimates, while the technology remains a niche application or 
is substituted by other technologies. When focusing on the mobility sector one competing technology is the 
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battery electric vehicle (BEV). In comparison to fuel cell electric vehicles (FCEVs) BEVs are some years 
ahead in terms of technological maturity and cost reductions [5]. It is expected, that this gap in economic 
competitiveness will close in the coming decade, even for light-duty vehicles [7]. These forecasts are not 
certain and rely on continuous technical improvement, which, however, cannot be guaranteed.  

In 1998, a miscalculation of future demand and corresponding capacity cost Siemens about $150m [8]. When 
the decision to invest in a chip plant in Tyneside (UK) was made in 1995, Siemens predicted high demand 
for 16Mb chips and constant prices. Due to a sharp drop in prices (95% between 1995 and 1998); Siemens 
was forced to close its plant in Tyneside. This misjudgement was due to an incorrect assessment of the cycles 
of the traditionally fluctuating demand in the semiconductor industry [9]. Such errors are financially very 
difficult or even impossible to bear, especially for small and medium-sized companies. 

Especially factory and production process planning for innovative products, such as fuel cell components, 
face the challenge of accurate forecasts because historical or empirical market data do not exist. This leads 
to a higher risk that capacity and demand do not match, which can lead to expensive adjustment measures.  

To mitigate the risk of a capacity and demand mismatch, we suggest incorporating insights from innovation 
research into traditional factory planning methods with particular focus on capacity dimensioning. For this 
purpose, this paper presents a short introduction to capacity dimensioning methods and diffusion models. 
Chapter 4 presents a linkage of both domains concerning the factory planning for the assembly of fuel cell 
stacks. Chapter 5 compares the advantages and disadvantages of the proposed method. The paper concludes 
with a summary of the previous points and suggests future research activities on the topic.  

2. Capacity Dimensioning  

Several authors have developed structured overviews on standardized stages and steps of the factory 
planning process [10,11]. Moreover, the specific planning requirements and contents are formalized and 
described in the norm VDI 5200 [12] by the German Society of Engineers which also refers to the official 
scale of fees for services by architects and engineers (HOAI [13]). Based on these documents, the planning 
and estimation of required capacity can generally be seen as a base for subsequent structure planning. When 
investigating these aspects in more detail it seems useful to distinguish between the terms capacity 
dimensioning and capacity planning to avoid confusion. While the main objective of the latter is the optimal 
allocation of a fixed capacity according to cost criteria, delivery reliability or flexibility [14], the capacity to 
be dimensioned refers to the strategic orientation of serving a forecast customer demand without gaps and 
also in compliance with overall corporate objectives [15]. Accordingly, capacity dimensioning can be 
interpreted as a discipline of factory planning, the subject of which is the balancing between an order quantity 
(capacity requirement) and the output quantity achievable through production factors (available capacity).  

Major disadvantages of these sequential procedures are information losses on the interface between different 
planning partners who are, for instance, responsible for production infrastructure, HVAC and plumbing. 
Furthermore, it leads to an additional effort caused by iterative decision processes. As an answer to this, 
several concepts for integrated factory planning were developed and refined. An exemplary methodological 
framework is presented by Wiendahl et al. [11] with the so called synergetic approach to factory planning 
which comprises a two-dimensional project planning concept that relies on early cooperation between 
construction planning and production planning. Consequentially, the aspired cooperation necessitates a 
consolidated base for the planning and construction operations. With regard to this, the methodological and 
software-related framework of Building Information Modeling (BIM) serves as a basis for collaboration. 
The associated XML-based and openBIM-oriented scheme, named Industry Foundation Classes (IFC), is 
currently oriented to the development of buildings and their infrastructure. Thus, this may provide the 
starting point for the conjoint modelling of the production facilities infrastructure as well as logistic elements. 
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In any case, a flexible and precise forecast of product demands for infrastructure dimensioning is necessary 
in order to design and build a flexible and future-oriented production facility. 

The basis for planning is a quantification of future demand, which can be carried out using various 
forecasting methods. Depending on the application, Schönsleben [14] suggests a past- or future-oriented 
approach. The former is used if valid consumption data for the specific product can be accessed. These are 
transferred into time series and evaluated by means of mathematical or graphical procedures. If, on the other 
hand, such values are not available with the necessary validity, a forward-looking method can be used. A 
characteristic feature of these procedures is that available information on future demand trends is recorded 
and modelled as extensively as possible. In terms of methodology, both mathematical models and intuitive 
approaches, such as estimation based on empirical values, have become established. It should be emphasized 
that the resulting forecast data is subject to the limitations of the method used and therefore only partially 
addresses the complexity and interdisciplinarity of the influences on market demand.  

The forecast results are then transferred into a formal production program which, in addition to the quantity 
data, also contains product-specific, value-based and time-relevant specifications [10]. At the same time, 
data for determining the available capacity must be prepared. This is limited by the technical performance 
of the available resources, and if necessary, personnel organization specifications and budget restrictions can 
also influence the available capacity [16]. With regard to this, it must also be taken into account which 
manufacturing processes can be considered for individual production steps and whether this will be 
accompanied by future replacement investments. The collected data constitutes the basis for the concept-
planning phase of factory planning. The data is used for dimensioning the capacity and derived space 
requirements. More concretely, this phase consists of the sub-steps of the technological, temporal and 
organizational comparison between capacity requirements and available capacity [11]. First, the information 
recorded in the available capacity is concretized in terms of the production processes that are used and the 
required operating resources (machines, robots, tools). The choice of technology creates the necessary 
conditions to harmonize the temporal premises of the production system in the next step. In conjunction with 
the personnel requirements of the individual workstations, different shift system variants are created and 
compared based on qualitative as well as quantitative criteria. Taking into account production-reducing 
factors such as rework or failures, the existing net-working time 𝑇𝑇𝑀𝑀𝑀𝑀 is calculated by multiplying the gross 
operating time 𝑇𝑇𝑀𝑀𝑀𝑀𝑀𝑀 and the time utilization factor 𝜂𝜂𝑅𝑅𝑀𝑀 [17]: 

𝑇𝑇𝑀𝑀𝑀𝑀 = 𝑇𝑇𝑀𝑀𝑀𝑀𝑀𝑀 ∗ 𝜂𝜂𝑅𝑅𝑀𝑀          (1) 

At the same time, the required occupation time on the individual work stations is to be determined in terms 
of planned volumes linked to product-specific parts lists [11]. As formula 2 shows, this results from the sum 
of the set-up time 𝑇𝑇𝐶𝐶𝐶𝐶𝑀𝑀 and the total production time 𝑇𝑇𝑃𝑃𝐶𝐶𝑀𝑀 of a period, which depends from the forecasted 
production volume 𝑥𝑥𝐶𝐶𝑀𝑀 and the processing time per unit 𝑡𝑡𝑢𝑢𝐶𝐶𝑀𝑀. 

𝑇𝑇𝑅𝑅𝑀𝑀 = ∑ 𝑇𝑇𝐶𝐶𝐶𝐶𝑀𝑀
𝐽𝐽
𝐶𝐶=1 + 𝑇𝑇𝑃𝑃𝐶𝐶𝑀𝑀 =  ∑ 𝑇𝑇𝐶𝐶𝐶𝐶𝑀𝑀

𝐽𝐽
𝐶𝐶=1 + ∑ (𝑥𝑥𝐶𝐶𝑀𝑀 ∗ 𝑡𝑡𝑢𝑢𝐶𝐶𝑀𝑀)

𝐽𝐽
𝐶𝐶=1        (2) 

The quotient of occupancy time 𝑇𝑇𝑅𝑅𝑀𝑀 and net-working time 𝑇𝑇𝑀𝑀𝑀𝑀 ultimately leads to the number of operating 
resources or personnel required (𝑛𝑛𝑀𝑀). 

𝑛𝑛𝑀𝑀 = 𝑇𝑇𝑅𝑅𝑅𝑅
𝑇𝑇𝑀𝑀𝑅𝑅

           (3) 

Since the demand forecast on the market does not usually follow an ideal, uniform course, the extent to 
which capacity should be adaptable in the future must also be taken into account. On the one hand, this 
concerns the provision of resource-bound flexibility (e.g. short-term changes in the shift model) [18], on the 
other hand, the strategic positioning in competition is decisive for the capacity expansion of the company. 
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General alternative strategies for this are lead (keeping excess capacity), match (demand-synchronous 
adjustment) and lag (delayed, risk-averse adjustment) [19]. The choice of strategy opens up the scope of 
action to shape the capacity decision depending on the product, the market environment and the company's 
goals.  

The proven planning process shows that the demand forecasts collected at the beginning of the process 
consistently have a significant influence on the results of the individual steps. Accordingly, the demands for 
validity and realism are justified. This requirement is particularly challenging for innovative products and 
young markets. In these cases, it is typically uncertain whether the product will be able to successfully 
establish in the market and thus achieve market penetration. At the same time, typical competitive situations 
occur more frequently in young markets, which can strongly change the market distribution in the short term 
[20]. Since the typical forecasting methods reach the limits of their ability to depict these situations, 
innovation research has been dealing with the modelling of market developments for a long time. In 
combination with the capacity dimensioning process described above, these models can also help to consider 
product-typical demand trends in terms of capacity and to include changes in trends, for example due to 
specific innovation drivers, in planning at an early stage. 

3. Overview of Innovation Diffusion Models 

Innovation diffusion can be defined as “[…]  the  process  by  which  an  innovation  is  communicated 
through  certain  channels  over time  among  the  members  of a  social system” [21]. First popularized by 
Rogers in his 1962 published book Diffusion of Innovations, the theory became a staple in economics, social 
and communication sciences. The concept of innovation diffusion can be used on a micro level to describe 
the behaviour of individuals, but also on a macro level to describe how an innovation spreads across an entire 
social group or market. Rogers coined terms for five individual groups of innovation adopters and assumed 
that their distribution pattern corresponds to a normal distribution. Since then different authors suggested 
mathematical models to describe those patterns in detail. Figure 1 shows the general components of all 
diffusion models.  

 
Figure 1: General components of diffusion models, based on [22] 

Diffusion models are used to predict the sales of new technologies. Other methods, such as trend 
extrapolation, cannot be used because empirical values are not available. The use of diffusion models is thus 
classified as a future-oriented method for forecasting. 
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The project was intended to provide an initial proof of work of integrating diffusion models into capacity 
dimensioning. Therefore, to facilitate the validation of the results, only simple diffusion models were 
considered. These are usually based on the logistic distribution or derivatives thereof. Three of these models 
and their advantages and disadvantages will be briefly presented here. 

− Bass 
Based on the work of Rogers, Bass extended the general model of different innovation stages with 
a mathematical foundation [23]. The Bass diffusion model turned out to be highly influential and is 
used in various industries to forecast future sales. This model replicates empirically proven 
progressions of the innovation course of products sufficiently accurately. Bass tested this himself 
using sales figures for 11 consumer products [23]. This model needs three different input parameters. 
Those are the coefficient of innovation (p), the coefficient of imitation (q) and the population of 
adopters (m). With sufficient data for the values p and q (e.g. from adoption processes of similar 
products), the model is generally very accurate. The model is less well tested for industrial goods 
[24]. However, see point 4 for an overview of comparable publications in which the Bass model was 
used to forecast similar technologies.   

− Fisher-Pry 
The Fisher-Pry model makes three assumptions. First, it assumes that one technology is substituted 
by another to satisfy the same need. Second, if the substitution process reaches a certain threshold, 
then the process continues until full substitution occurs. Third, the substitution rate is proportional 
to the remaining quantity of the old product compared to the new one [25]. The model is 
characterized by its ease of use. To utilize it, only two input parameters need to be determined. One 
is the growth rate at the beginning of the diffusion process and the other is an estimate of the year in 
which the market penetration will be half [24]. However, compared to the Bass or Blackman-
Mansfield models, the model yields less meaningful results [24]. 

− Blackman-Mansfield 
In itself, Blackman's model does not represent a diffusion model. In contrast to the models mentioned 
so far, it does not examine the substitution or adoption of a product, but the development of the 
performance of a technology, expressed in a figure of merit [26]. However, Blackman, who bases 
his model on the work of Mansfield [27], himself shows the connection between technical progress 
and market substitution [26]. Compared to the Bass model, the factor of cost between different 
technology options is considered, which can be an advantage [24]. However, the model produces 
overly optimistic values at the beginning of the prediction and overly pessimistic values at the end 
[22]. 

As indicated earlier, the models shown here represent fundamental work in the field of product diffusion. 
These models have the crucial disadvantage that they are based on a fixed mathematical form. Various 
authors have tried to compensate for these disadvantages by modifying individual models, by combining 
different models or by creating completely new models. For an overview, see e.g.  [22]. For this paper, these 
models were not considered.   

For the prototypical application, the Bass model was chosen. This is because there are a number of 
publications that model comparable technologies with its help (listed in table 2). 

The values determined with the help of these methods are of course already used in production program 
planning and thus influence capacity dimensioning. However, normally only the static data determined once 
is used. For the factory planner, this results in a rigid numerical framework, although changes in market 
adoption can occur very quickly, especially with new technologies. By integrating diffusion models into the 
planning process, more differentiated statements can be made, especially with regard to strategies for 
capacity flexibilization, since this makes it possible to include different adoption processes during planning. 
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The following section describes the integration of the bass diffusion model in the capacity planning for an 
assembly line of fuel cell stacks. 

4. Application in the assembly of fuel cell stacks  

Although the fuel cell was invented as early as 1839 by William Grove [28] and has since been tested many 
times in various fields of application, its use for a broad market has only recently been pushed. The driving 
force behind this development can be identified primarily in a growing social awareness of the environment, 
which is leading to an increasingly critical questioning of conventional drive technologies. At the same time, 
today's technologies and findings enhance the performance of the fuel cell and can limit application-related 
dangers and disadvantages. For these reasons, many indicators argue for a disruptive innovation character 
[29], which exhibits promising future potential in mobile, portable and stationary applications.  

At the same time, the technology has disadvantages that could impair rapid diffusion from today's 
perspective. On the one hand, the production of fuel cell drives is very cost-intensive compared to other 
drive concepts. Cost drivers are the raw materials needed to manufacture the multi-electron unit [30], the 
pressure-resistant tank system [31] and the environmentally friendly production of the hydrogen [32]. On 
the other hand, historical market data show that gaseous fuels tend to be avoided because of the hazards 
associated with them [33]. Factors such as these endanger adoption in the passenger car market. However, 
the implications of these factors are much less significant for the operation of fuel cells in trucks or buses. 
According to a study, which was commissioned by the German state of Baden-Württemberg, this market is 
growing faster than the passenger car market [34]. Based on the study, two scenarios were defined, which 
show the course of demand for a pessimistic and optimistic development. Since the characteristics of these 
scenarios are relatively static and innovation-typical influences are largely neglected, the values were 
inserted into the model equation according to BASS to determine the model parameters for innovation (p), 
imitation (q) and potential market size (m). A geometric average was taken over all ten generated value 
triplets. As a result, the following values can be determined: 

Table 1: Diffusion parameters derived through regression analysis 

Scenario p q m 
Minimum 
Maximum 

0,016164 
0,025612 

0,522596 
0,547746 

100.000 
250.000 

 

As the plausibility of the values can only be derived from the numerical amount to a limited extent, 
publications with similar applications were used as a basis for comparison. Table 2 gives an overview of the 
authors with the corresponding reference product. Although there is a high degree of scattering among the 
publications, it can be stated that the values determined fit the model applications typical for the industry.      

Table 2: Diffusion parameters for similar products  

Authors  Product p q m 
Lukas et al. [35] Electric vehicle batteries 0,022 0,413 2.150.00 
Massiani & Gosh [36] LPG-vehicles in Germany 0,0779 0,3718 75,566 
McManus & Senter [37] Plug-in hybrid electric vehicle 0,00262 0,70935 1.922.806 
Li, Chen & Zhang [38] BEVs in China 0,0013 0,0839 5.000.000 
Becker et al. [39]  BEVs 0,025 0,4 2 scenarios  
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Using the determined model variables, sales figures can be forecasted according to the expected diffusion 
course and included in the production program. In this specific example, the production program will focus 
in particular on the manufacturing of the fuel cell stack (FCS). As one of the main components of the fuel 
cell drive, an FCS represents a combination of single fuel cells and is therefore composed of a defined 
number of membrane electrode assemblies (MEA), bi-polar plates, seals and end plates [40]. The various 
components are pressed together in a multi-stage process and then subjected to a leakage test [41]. As an 
example, the stacking system will now be used to show how the change of diffusion parameters influences 
the capacity of the production system to be planned. Assuming a 2-shift system and a process time of 30 min 
per FCS, this can be determined by the number of systems required (Figure 2). 

 

Figure 2: Correlation between diffusion parameters and needed capacity of FCS stacking systems 

5.  Discussion 

Figure 2 shows five different scenarios with their parameters (p, q, and m), the number of required stacking 
systems and the progression curve for a better visualization of the development of the required capacity. 
Scenario 1 corresponds with the minimum scenario in table 1. In the first ten years, the required capacity is 
slowly increasing only in the seventh year an additional system is required. In this scenario, it is not advisable 
to invest in a second system from the beginning. Especially considering that the price for one system is about 
700.000 € [42] leading to high and unnecessary capital commitment costs. Scenario 2 is in line with the 
maximum scenario from table 1. Here, compared to scenario one, a significantly faster increase in the number 
of systems required can be seen, with one system still being sufficient in the first three years. Scenarios 3 to 
5 show different variations of scenario 2. The parameters of p, q and m are successively increased by 50%. 
The change of the innovation parameter p leads to the smallest impact on capacity dimensioning. Increasing 
parameter q in scenario 4 results in a similar outcome compared to scenario 3. Scenario 5 shows the fastest 
increase in required systems, showing that the market size is the most important factor. Therefore, special 
attention should be paid here to the determination of this parameter. 

The advantage of the presented method compared to conventional capacity dimensioning is that by varying 
the parameters, more differentiated statements on the capacity requirements of operating resources become 
possible. This represents a considerable improvement over statements based only on static sales forecasts. 
The method is a relatively simple procedure that can be applied in small and medium-sized companies. 
Typically, such companies do not have a large market research department, which means that they rely on 
freely available or paid studies when planning the sales of innovative products. With the help of the presented 
method, the data from these studies can be processed and used to compare different possible diffusion 
patterns and thus capacity curves.  

Despite the fact that the capacity dimensioning has been made more flexible by the method presented above, 
the consideration is still very static. The influence of other variables, such as politically desired expansion 

Parameters Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5
p 0,016164 0,025612 0,038418 (+50%) 0,025612 0,025612
q 0,522596 0,547746 0,547746 0,821619 (+50%) 0,547746
m 100.000 250.000 250.000 250.000 375.000 (+50%)

1 1 1 1 1 1
1 1 1 1 1 2
1 1 2 2 2 3
1 2 3 3 3 4
1 3 4 4 4 5
1 4 5 6 6 6
2 5 6 7 7 7
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targets for fuel cell fleets, can or even must be considered. Despite the relative simplicity, expert knowledge 
is rather necessary compared to the use of ready-made studies, which leads to a greater effort. More complex 
statements and progressions can only be achieved by using other diffusion models. However, these require 
a more in-depth knowledge of diffusion research methods. 

6. Conclusion 

The importance of alternative drive technologies is increasing. Currently battery-electric vehicles are in the 
spotlight of companies, research and buyers. Fuel cell technology is another contender to make mobility 
more sustainable. Companies that want to invest in this market are faced with the challenge of assessing how 
the market will develop. Market developments also determine how much production capacity is needed. 
Working with static figures alone for dimensioning can lead to misjudgements and thus to malinvestments. 
To avoid this, a general method was presented in the paper that integrates insights from innovation 
management into factory planning. For that purpose, the paper presented the traditional approach for capacity 
dimensioning in factory planning projects. A short overview was given on the subject of innovation diffusion 
models, as a group of models suitable for forecasting future demand of innovative technologies. Various 
scenarios were set up using the Bass Diffusion model to size the demand for stacking systems in the assembly 
of fuel cell stacks. The values for this were determined using a regression analysis from a public study. The 
plausibility of the regression analysis was checked by comparing the values with those of other similar 
technologies. The method results in different curves for the need for stacking systems over time. Based on 
the curves, factory planners can make a better estimate of the flexibility strategy to be selected. 

Future research and application of this method should concentrate on following aspects. Currently, only 
variations of the parameters of the Bass diffusion model are considered. They can be seen as a summary of 
different factors and influences, but a further differentiation of the influencing factors can be made. For 
further modelling, a system dynamics approach can be used to investigate the influencing factors, which 
may also result from legal and political conditions. Currently, the described method exists only as an 
application in Excel. However, in order to enable the dissemination in practice and to improve the usability, 
it is advantageous to implement the method in existing software solutions. The extent to which the method 
can be integrated into already established factory planning processes requires further investigation. For this 
purpose, the use in a real application scenario is desirable. 
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Abstract 

In precision assembly, the cost of machine technology increases significantly when high assembly accuracy 
is required (<15 µm). One reason is that higher accuracy with conventional automation technology requires 
much more precise and expensive machine components, such as bearings and actuators. Electrostatic self-
assembly is a technique for the automatic alignment of micro-components without the need for precise 
machines and thus has the potential to reduce fabrication costs significantly. With this technique, electrodes 
are placed on the micro-components and the substrate. A low viscosity fluid is applied to the substrate and 
the components are roughly positioned. One pair of electrodes on the component faces one pair of electrodes 
on the substrate, equivalent to plate capacitors connected in series. If an alternating voltage is applied to the 
substrate electrodes, an electric field is formed. This results in electrostatic attraction in the transversal and 
lateral direction, which leads to an alignment of the components on the substrate. In this paper, we describe 
the structure design process for electrostatic self-assembly. Instead of micro-components, we use a 
rectangular glass wafer with a length of 125 mm. Within two test series, we prove that the existing technique 
is also suitable for a larger scale. 

 

Keywords 

Precision Alignment; Self-Assembly; Parallel Assembly 

1. Introduction 

Optical systems, in combination with electronic circuits, are becoming increasingly important. Growth 
markets are camera technology for smartphones and autonomous driving or sensors for consumer 
electronics. More than twenty percent of US citizens are currently using wearables, mostly with integrated 
optical heart rate sensors for health monitoring [1]. This is just one example of a rapidly spreading technology 
in recent years, and several research groups are currently working on the development of new optical systems 
in the fields of sensor technology, signal processing and health care [2–4]. Efficient production technology 
is important for further mainstreaming these new technologies. The production of semiconductor materials 
and silicon are incompatible with the manufacturing processes of many optical devices. For example, the 3D 
shape of almost all lenses conflicts with the pure surface technology of the LIGA process. For this reason, 
separate processes are necessary for assembly and connection [5]. 

Sequential assembly and positioning in the micrometre range with the aid of positioning devices is very 
time-consuming and the machine technology expensive [6]. For this reason, several years ago, research 
groups researched parallel assembly of micro parts without direct handling and published under the term 
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electrostatic self-assembly. Primarily, fluidic and electrostatic driven mechanics were in the focus of the 
experimental research for microelectromechanical systems (MEMS) [6] and DALIN et al. build a simulation, 
based on experimental data [7,8]. Within the Cluster of Excellence PhoenixD, the Institute of Assembly 
Technology develops handling processes for optical devices and micro parts. Within a new approach, we 
adapt the electrostatic self-assembly concept for aligning whole pre-processed wafers instead of the single 
handling of small parts like MEMS or chips. Due to the novelty of this approach, the focus of this paper is 
to present the concept for the full-wafer alignment, the development of a structure design and to prove the 
suitability of the process for a different scale. 

2. Concept of electrostatic Self-Assembly 

The term self-assembly is mainly used in chemistry, e.g. when nanoparticles selectively localize within a 
particular microdomain, to form patterns or nano-structured coatings on a surface [9,10]. In the engineering 
or production context, self-assembly is a method to align components without direct handling. In this paper, 
we address electrostatic self-assembly as a system consisting of a substrate (bottom wafer) and a component 
(top wafer) separated by a fluid. This fluid serves several functions: it reduces friction and thus enables 
movement in the lateral direction. In addition, it acts as a dielectric for the electric field [6]. On both wafers, 
conductive structures are deposited. These structures consist of conductive tracks and surfaces called pads. 
Two facing pads form a plate capacitor [8,11]. If a pad is electrically polarised, e.g. negatively charged, an 
opposite charge is attracted to the facing pad due to the Coulomb force. This leads to a locally induced charge 
shift on the secondary conductive structure. This means the transfer of electric potential between the pads is 
capacitive and therefore only one side needs a galvanic connection to the power supply. Due to the design 
of the plate capacitor, an electrostatic attraction takes place between the pads. As a result, forces act in the 
lateral and transverse directions. The component starts to moves within an electric potential field towards 
the energetically most favourable state (Figure 1). We artificially create the electrostatic field and define the 
position with the lowest potential as the assembly position with the structure design [12,13]. Once the 
assembly position is reached, the component is trapped within an equilibrium of the interacting forces. 

 
Figure 1: Concept for self-assembly of parts with electrostatic attraction 

3. Full-wafer approach and structure design 

Electrical components, such as CMOS sensors, are manufactured on wafers with a high degree of precision. 
A similar process is possible for optical components on glass wafers. Instead of assembling these electrical 
and optical components individually with a high-precision pick-and-place process, it is more economical to 
perform parallel alignment and bonding. The possibility of aligning small chips with electrostatic self-
assembly has already been demonstrated [8]. Nevertheless, the parallel assembly of already diced 
microsystems still requires a sequential pre-positioning of the individual parts. To bypass this time-
consuming placing process, this article took a novel approach to achieve the alignment of an entire wafer.  
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Figure 2 shows the concept of this approach. In the centre of the wafer, functional component layers can be 
applied using standardized micro-processing techniques. Electrically conductive structures are deposited 
outside or between the components for the alignment process. When aligning the upper wafer via 
electrostatic self-assembly, the two component layers are precisely positioned on top of each other. Then the 
two wafers are bonded together over their entire surface. In the following cutting process, the two bonded 
wafers can be separated into individual modules and used for further applications. 

 
Figure 2: Novel approach for full-wafer alignment via self-assembly 

3.1 Systematic structure design 

The first step in building a self-assembly system is the structure design. This involves determining the 
geometry and arrangement of the conductive structures. Although the individual sub-steps have already been 
applied several times [7,8,11,6], a systematic process description has not been established yet. For this 
reason, we present a systemic development process. This process includes three steps, which are illustrated 
in Figure 3: 

 
Figure 3: The three steps of structure design 
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Pad-Geometry: 
Pad geometry describes the geometric shapes of the individual opposing active surfaces. These surfaces were 
build up as squares, rectangles, circles or hexagons [14,11]. In principle, however, any geometry is possible. 

Pad-Arrangement: 
Pad arrangements are about the spatial positioning of the individual pads on the surface. In previous work, 
the only arrangement found is in a square [6]. The square shape is derived from the geometry of silicon 
chips. In addition, in the arrangement step, the pad distance and pad size are defined. These parameters are 
relevant because two closed by pads can influence each other's electric field. TONDORF and WILDE [6] have 
taken the ratio of these two values as the decisive parameter. 

Interconnection: 
Even if the arrangement is already fixed, the pads can be connected in different ways. For electrostatic self-
assembly, at least two adjacent pads must have different potentials in at least one direction. For example, in 
a square arrangement, parallel comb structures or helix structures are possible [6]. 

3.2 Structure design for full-wafer alignment 

Our novel approach for full wafer alignment requires a significant adaptation of the structure design used 
for the alignment of micro parts. Firstly, due to the significantly larger surface area, the geometry of the 
structures must be resized to ensure that there is enough active surface to achieve an alignment. Secondly, 
wafers are round due to the production process, and therefore, the arrangement of individual pads must also 
be changed to create the maximum possible usable area for the application. We chose a rectangular pad 
geometry for the experiments (1 x 5 mm²) and arranged 76 pads in a circle with a diameter of 105 mm to 
leave space in the centre for electrical and optical components in the planned application. The pad distance 
is on average 3 mm (ratio 1:3) and was specified based on [6]. The pads are connected alternately. In this 
way, two adjacent pads always have a different electrical potential. We positioned measurement structures 
in the centre of the wafer. Conductive tracks link the pads on the top wafer. Figure 4 shows the developed 
structure design. 

 
Figure 4: Structure design for full-wafer alignment 
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The conductive structures were deposited on rectangular exposure masks. The bottom wafer has an edge 
length of 15.25 cm (~6 inches). The top wafer has an edge length of 12.7 cm (~5 inches) and a thickness of 
560 µm. The material in both cases is soda-lime glass with a chromium layer of 0.1 µm, with a thin oxide 
layer on the surface. On the top side of the bottom wafer, there are large rectangular areas for galvanic contact 
with contact tips. There is a second circular arrangement of pads with a smaller diameter, but they are not 
used in the experiments. 

4. Experimental setup 

We build the experimental setup on a damping plate to reduce mechanical vibrations that would affect the 
measurement. The bottom wafer lies on a backlight and is illuminated from below. A camera (IDS 3880 CP- 
6.4 MP) with a 4x telecentric zoom lens and additional coaxial illumination is mounted in the middle above 
the measurement structures. We can observe the relative position via a monitor in situ. A confocal distance 
sensor (microEpsilon IFS2405-3) measures the relative distance of the surface below. Two contact tips 
connect the structures on the bottom wafer to the voltage source. A function generator (GW-Insteck 
ASR 2050) directly supplies the voltage up to 350 VAC. For higher voltages, a transformer is interposed. 

 
Figure 5: Experimental setup: overview (left) – detail (right) 

4.1 Experimental procedure 

Two larger test series were carried out for this paper. The first series deals with the influence of voltage, the 
second with the frequency of the alternating current. 

First, the fluid is applied between the substrate and the component. In our experiments, we use the acrylic-
based UV adhesive Sicuwell 7043-N, which can be activated by UV light. The curing process is not part of 
our test. The thickness of the adhesive layer varies between 70 µm and 100 µm in the experiments. Manual 
pre-positioning takes place before the electrostatic alignment. The initial positioning error is between 450 
µm and 700 µm in x- and y-direction. After activating the voltage, the movement of the top wafer starts 
without any measurable delay. When the component has reached the final position, the voltage is deactivated. 
The camera documents the movement during the entire alignment process focusing on the measuring 
structure in the centre of the wafer alignment, the top wafer is pre-positioned again, and the tests are repeated 
10 times per parameter set. The camera images allow measurement of the top wafer’s relative position during 
the entire process. 

Combined, the camera with the telecentric lens system has a resolution of 0.6 µm/px, which was confirmed 
by a separate measurement. The evaluation is done automatically via the measurement structures using the 
Open Source Computer Vision Library (OpenCV). Within OpenCV, we used algorithms for greyscale 

camera and
lens

confocal
sensor head

confocal sensor

power supply
multimeter transformer function generator

backlight

glass-wafers

camera

contact tip

472



analysis to detect the structures and enhance the measuring system's overall resolution by using sub-pixel 
interpolation and mean values. 

4.2 Evaluation criteria for the process 

The assessment of the results can be done based on several criteria. The first criterion is the success rate of 
the positioning. The success rate quantifies the rate of a successful alignment, independent of the achieved 
accuracy. The most important criterion for our research is the absolute positioning error d. It is defined as 
the absolute distance between the target position and the achieved alignment position. It is calculated as the 
vector length of the positioning errors in x-direction ex and y-direction ey.  

5. Results and Discussion 

In both test series – voltage and frequency – we evaluate the effect of the input parameter on the positioning 
error. Figure 6 shows a typical measurement curve. Placed in the diagram are the position error ex and ey, the 
length of the resulting vector d (absolute position error) and the velocity 𝑣𝑣 in µm/s, as median over 10 values. 

 
Figure 6: Diagram of the positioning errors ex, ey, d and the velocity 𝑣𝑣 

We classified the measurement into several sectors: 

Sector 1 (start): at the beginning, the voltage is activated, and the velocity increases rapidly. The movement 
in x and y is almost linear, which corresponds to an almost constant velocity. 

Sector 2 (middle): as the top wafer approaches the assembly position, the velocity reduces. The position 
ascends asymptotically to the final value. 

Sector 3 (end): at the end of the measurement, there is no measurable motion. The measured values only 
fluctuate within the range of measurement accuracy. At this point, the position error is calculated as an 
average of 10 measured values.  

This observation fits into the theoretical model developed by DALIN et al. [14,7,8]. There is only a small 
overlap of the pads initially, but the pads are still in the electric field range. During the alignment, the overlap 
of the pads increases. According to the model by DALIN et al., the lateral alignment force decreases with the 
overlap, i.e. the force decreases during the alignment. At the assembly position, the overlap is 100%, and the 
force becomes zero. This description corresponds with the measurement curve. The velocity decreases within 
the process, and movement stops when the assembly passion is reached. 

  

sector 1

0

75

150

225

300

375

450

0

10

20

30

40

50

60

0 50 100 150 200 250 300 350 400 450 500 550 600

Po
si

tio
n 

[µ
m

]

V
el

oc
ity

[µ
m

/s
] 

Framenumber @ ~20fps 

v

d

|ex|

|ey|sector 2

sector 3

|ex|

|ey|

𝑣𝑣

473



5.1 Influence of the voltage level 

The first series of experiments investigates the influence of the voltage level between 250 VAC and 
1250 VAC (sine wave, 50 Hz). Figure 7 shows the correlation between the positioning error and the applied 
voltage. 

 
Figure 7: Correlation of the positioning error on the AC-voltage 

In this series, the success rate is 100%. This value must be set in relation to the high deviation of up to 
700 µm in the pre-positioning. Nevertheless, the top wafer was successfully aligned in every case. 

Between 250 VAC and 750 VAC, the positioning error decreases significantly. With 750 VAC, the 
positioning error d is 0.4 µm with a standard deviation of 0.2 µm. However, the measuring method limits 
the measurement resolution of the positioning error. 

At a voltage of over 750 VAC, the positioning error increases again. This indicates that above 750 VAC a 
different equilibrium of forces is established. With the voltage, the transverse force also increases, i.e. in the 
z-direction. As a result, the upper wafer is attracted and the adhesive layer between the glass wafers is 
reduced, which leads to an increase in the frictional force. Since an in situ measurement of the adhesive 
layer's thickness is not possible in the given experimental setup, further investigation is necessary to assess 
this relationship. 

5.2 Influence of the frequency 

The second series of experiments investigates the influence of the frequency. With the best results at 
750 VAC, the positioning error has reached the limit of our measuring method. To detect a change in the 
positioning error caused by the frequency, we had to decrease the voltage. Additionally, up to 350 VAC we 
can use the function generator directly within the setup and the waveform and frequency is not influenced 
by the transformer. Therefore, the voltage is set to a constant sinus wave at 350 VAC. 

The experiments are done in a range of 2 Hz to 200 Hz. Figure 8 shows the correlation between the 
positioning accuracy and the frequency. As in the first series, the success rate is 100%. The results show that 
the frequency influences the positioning error. The best result is achieved with 25 Hz. Here the positioning 
error d is 1.5 µm with a standard deviation of 0.5 µm. Increasing the frequency leads to an increase in the 
positioning error. 

It is noticeable that the position error ey is significantly higher than ex. This indicates higher friction in the 
y-direction. The effect is likely caused by deviations in the angle of the setup. On the one hand, even with a 
precise experimental setup, there are still small errors in the levelling, resulting in a gravitational force acting 
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against the alignment. On the other hand, uneven distribution of adhesive between the wafers leads to tilting 
between the glass surfaces that affects the homogenous distribution of capillary forces. This effect has not 
yet been observed in the research carried out on micro components. Due to the smaller geometric dimensions, 
the error influence would be small relative to the force equilibrium. 

 

 
Figure 8: Dependence of the positioning error on the AC-frequency 

6. Conclusion and outlook 

Aligning components sequentially with high accuracy is time-consuming, expensive and requires special 
machine technology. In the past, there have been several approaches to address these problems. One of them 
is electrostatic self-assembly. We adopted this concept to develop assembly strategies for optical devices. 
This paper introduces a novel concept for full-wafer alignment with electrostatic self-assembly. The 
predicted application is the high-precision parallel assembly of optical devices. 

The focus of this paper was to demonstrate the suitability of electrostatic self-assembly for large parts. 
Therefore, we combined the individual steps for a structure design in a consistent methodology. Using this 
methodology, we developed a structure design for the full-wafer alignment. In a new constructed 
experimental setup, we did several tests for the validation of the concept. During the test, we positioned a 
125 mm glass wafer with a success rate of 100%. The experimental results prove that the electrostatic self-
assembly, which was previously only used on millimetre-sized MEMS, can be successfully transferred to 
higher scales. 

Two larger test series were carried out for this paper. In the first series, we achieved a positioning error d of 
0.4 µm with 750 VAC, using a 105 mm alignment structure and 50 Hz alternating current. In the second 
series, we achieved a positioning error d of 1.5 µm with 25 Hz and 350 VAC. One additional finding is that 
on large scales, small deviations in the angle between the components have a significant influence on the 
positioning error and can lead to an uneven distribution of forces. To gather more data about the process, the 
distance between the glass surfaces must be measured in situ. Further development of the structure design 
also offers excellent potential. Specially designed pad arrangements can lead to better force distribution in a 
specific direction or block movement in specific directions. We plan to enhance the structure design with a 
corresponding simulation. 
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Abstract 
The demand for efficient and digital systems for supporting the decision making during the design of a 
product is a key issue in manufacturing companies. Decisions made during the development and design of a 
product have a strong impact on the costs and delivery times of a product. Hence, a digital system which 
supports the engineer during and after the development process with information about the manufacturability 
of the product can reduce the production costs and times. In order to be able to evaluate the manufacturing 
capabilities at manufacturing process and machine level, there is a need to represent them in a digital way. 
Digital knowledge bases like taxonomies and ontologies provide the possibility for a representation of 
manufacturing resources. The state of the art shows different approaches for the use of ontologies in the 
domain of subtractive manufacturing processes as well as additive manufacturing (AM) processes. The goal 
of this work is the semantical representation of manufacturing technology capabilities with focus on AM-
machines and processes. In this paper we introduce taxonomies of Manufacturing Features and 
Manufacturing Restrictions which were developed in accordance with current standards. To enrich the 
taxonomies with information, it was enhanced by relations between different manufacturing related entities 
in a knowledge graph. If manufacturing processes and machines can be digitally mapped, described and 
linked to the geometric information of a product together with information on the current performance of the 
company/network, bottlenecks and delivery delays during the manufacturing of parts can be avoided. 

Keywords 
Knowledge Representation; Taxonomy; Knowledge Graph; Ontology; Additive Manufacturing 

1. Introduction 

The ongoing demand on companies to reduce manufacturing costs and delivery times of products requires 
the development of new approaches and methods [1], [2], [3]. Decisions made during the design process of 
products have significant impact on costs as well as production and delivery times [4]. Incomplete 
information about the availability and capabilities of manufacturing technology resources in the factory can 
lead to design changes which can then cause delayed delivery times and increased cost [5], [6]. The use of 
information on available resources and capabilities in the company during the design phase of a product can 
prevent these problems [7]. Especially for the development of components with batch size one (engineer-to-
order products), the development costs play a significant role. For small batch sizes innovative 
manufacturing processes such as additive manufacturing (AM) play an increasingly important role. In order 
to be able to evaluate the manufacturing possibilities of a factory automatically at the process and machine 
level, it is necessary to digitally represent the capabilities of manufacturing processes and manufacturing 
machines. Hence, these properties and capabilities must be described semantically and in a machine-readable 
manner. Furthermore, in addition to the requirements mentioned above, such a system must also be easy to 
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extend, be used for the description of as many manufacturing processes as possible, and be used specifically 
for the description of component properties as well as machine capabilities. In this work, we represent the 
knowledge and information about the properties of a certain manufacturing process or the capabilities of a 
certain manufacturing machine digitally and semantically in an ontology. 
There are various methods described in the literature for semantically representing 
knowledge [8], [9], [10], [11]. Those methods differ in quantity of richness of information and relationships. 
The semantic staircase model compares and sorts these models depending on their semantic richness [8]. In 
ascending order, the following models are on the semantic staircase: glossaries, taxonomies, thesauruses, 
topic maps, and ontologies. According to Blumauer and Pellegrini, ontologies are considered to be the 
richest. [8] 
Gruber describes ontologies as follows: „An ontology is a formal, explicit specification of a shared 
conceptualization” [12]. This means that an ontology is used to describe the common understanding of 
reality. Furthermore, an ontology can be defined as the explicit formal definition of concepts in a particular 
setting and the relationships between them [13]. This formality allows knowledge to be represented in 
machine-readable form. [14], [15], [16] 
Ontologies in manufacturing engineering exist for both the subtractive and additive manufacturing domains. 
The current state of the art shows, that most approaches are aiming at automated process step planning. For 
example, in the domain of subtractive manufacturing processes, Ma et al. [11] represent in their work the 
fundamental Manufacturing Features for the turning process in a taxonomy in order to be able to use them 
subsequently for manufacturing planning. In the area of additive manufacturing, Sanfilippo et al. [17] present 
an ontology that contains the fundamental principles of additive manufacturing. In addition to domain-
specific ontologies, cross-domain knowledge representations for manufacturing processes are also presented 
by some authors (e.g. MASON [18] or MDSL [19]). Summarized the state of the art shows some gaps in the 
area of automated feasibility checks depending on capabilities of available additive manufacturing machines. 
The goal of this work is therefore to semantically describe additive manufacturing processes and the 
capabilities of manufacturing machines in an ontology in order to subsequently make a statement about the 
manufacturability of a component. A digital and semantic representation of manufacturing technologies and 
conditions in combination with evaluation algorithms, can be used to automatically evaluate a designed 3D 
model according to specifications of manufacturability and cost requirements. This approach is based on the 
idea that specific statements about the manufacturability on a certain machine can be made, by the 
combination of taxonomies for Manufacturing Features (MF) and Manufacturing Restrictions (MR) in an 
ontology. In future works, we will present a reasoner, which access the information represented in the 
ontology. 

2. Literature review 

The state of the art shows different existing approaches for this purpose, which will be reviewed in detail in 
the following sections. Current research can be divided into the broad domains of subtractive and additive 
manufacturing technologies. Furthermore, different goals can be pursued with the presented ontologies, for 
example, they can be used for process step planning, for the analysis of manufacturability or for the 
assignment of components with the corresponding manufacturing processes and/ or machines. 
The following publications can be attributed to the field of process step planning of subtractive 
manufacturing processes. In 2015, Rehage and Gausemeier [20] presented the ontology InVor. In this 
ontology, tools of CNC machines are represented and the possible NC functions are assigned to them. The 
authors also follow the approach of determining alternative CNC machines based on the NC codes of a 
component mapped in the ontology. A similar approach for process step planning for milled parts is pursued 
by the authors Eum et al. [21]. The content of their publication is a system based on ontologies, in order to 
determine and assign the process steps of the manufacturing of a component. For this purpose, selected 
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features for the milling process and their description by logical rules are explained in their paper. A 
publication on process planning of prismatic parts using a process model based on ontologies is presented 
by the authors Kang et al. [22] In this work, part features and manufacturing process steps which can be 
performed with a milling machine are described and then linked by appropriate rules. 
In order to represent the properties of manufacturing technologies in an ontology, a taxonomy of possible 
MFs can be created, which contains geometries that can be manufactured by using individual technologies. 
This approach is pursued by Ma et al. [11] in the field of rotation-symmetric components. In their work, they 
represent the basic MFs for the turning process in a taxonomy in order to subsequently enable the planning 
of manufacturing. Besides subtractive manufacturing processes, ontologies for process step planning of 
additive manufacturing are also part of recent scientific research. For example, Liang [23] presents in his 
paper a methodology for representing additive manufacturing using a knowledge base. The result of the 
presented research is an ontology (AM-OntoProc) which aims at supporting process planning of additive 
manufacturing. Another part of current research is the automated assignment of components to processes 
and machines that can produce this component. Publications exist here in the area of both subtractive and 
additive manufacturing processes. Mesmer and Olewnik [24] published in their work a methodology based 
on an ontology model for the assignment of components and the corresponding subtractive manufacturing 
processes. The concept of the methodology relies on the fact that a manufacturing process can be determined 
based on features and attributes of a product. The objective of the publication by Ming et al. [25] is to 
automate and thus facilitate the selection of tools in CNC milling machines. In their paper, a taxonomy is 
presented, which is extended by relations and properties. The authors Sarkara and Šormaz [26] present in 
their work an ontology that describes the properties of manufacturing processes and matches them with the 
capabilities/boundaries of manufacturing resources. In their work, subtractive manufacturing processes are 
considered and represented. Part features are assigned to the corresponding subtractive manufacturing 
processes, and then the part features and manufacturing process steps are linked to the corresponding 
machines using logical rules to enable step-by-step process planning. In 2015, the authors Eddy et al. [27] 
presented an ontology that works in combination with a rule base. The use of the rule base allows, on the 
one hand, support for decision making in process planning in additive manufacturing and, on the other hand, 
determination of the appropriate manufacturing processes for a component. Furthermore, Kim, Rosen et al. 
[28] present the structure of an ontology in their 2019 publication and show how rules for creating AM 
components can be digitally described. In this ontology, MFs are introduced, which allow the representation 
of design features and their restrictions caused by the respective AM process and thereby achieve a 
manufacturability check with the help of these features. Ko et al. [29] present the extension of this work in 
2021. The authors present a knowledge graph that supports engineers in the design of AM components. 
The described studies show that there is a huge interest in the topic of knowledge representation for 
manufacturing technologies. For the more specific approach of assigning capable manufacturing machines, 
some authors describe the capability of machines and processes by means of MFs and restriction properties 
of a part. For those studies, some research gaps can be outlined. First, a manufacturability analysis, as well 
as an analysis of machine resolution and accuracy restrictions of additive manufacturing parts in order to 
assign a part to a certain machine individual is not considered. Second, the taxonomies of MFs were not 
compiled according to current standards of manufacturing technology, in order to be able to guarantee a 
reliable assignment of the features to the machines. Third, the Manufacturing Restrictions, which describe 
the capabilities of a machine and define the properties of the MFs were also not selected based on current 
standards for additive manufacturing. Furthermore, those restrictions were not introduced in a taxonomy 
model to provide a framework for ensuring an easy expandability. 
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3. Methodology 

For the semantic description of knowledge of the capabilities of manufacturing processes and machines, a 
knowledge base is developed and presented in this paper. The capabilities of manufacturing processes are 
described by a semantic representation of manufacturable part geometries. These part geometries are further 
referred to as Manufacturing Features. In the presented method, the MFs are defined based on current 
manufacturing technology standards and then semantically represented in a taxonomy. The challenge here 
is to model the MFs in a way they represent a wide range of manufacturing processes. To describe the 
capabilities of a manufacturing process, the MFs are assigned to them in an ontology. For example, a turning 
process can only produce rotation-symmetric parts/features, whereas a milling process or an additive 
manufacturing process can also produce asymmetric features. Thus, a semantic description of 
manufacturable geometries of a process is provided. However, in order to be able to represent the capabilities 
of manufacturing machines in the same manner, it is not sufficient to assign only MFs. In reality, different 
machine individuals are able to execute the same manufacturing processes, but are not necessarily able to 
produce the same individuals of particular MFs. It is therefore necessary to define a set of restrictions that 
characterize both the capabilities of a machine and the geometric details of the MFs. These restrictions are 
called Manufacturing Restrictions (MR) in the following and are also defined according to current standards 
of manufacturing technology and represented in a taxonomy. In the section below, the structure of the 
ontology as well as the MFs and MRs are further described. 

3.1 Knowledge Base 

An ontology is used as the preferred knowledge base in this work, since this form of knowledge 
representation contains the most information. Furthermore, it is easily possible to extend the knowledge base 
e.g. with further MFs and MRs. The structure of the developed ontology is divided into two parts. The 
concepts of the manufacturing domain are represented in the Terminology Box (TBox). Here, the blueprints 
of the five main classes ManufacturingFeature, ManufacturingRestriction, ManufacturingProcess, 
ManufacturingMachine and Part are described with their corresponding subclasses and properties. The 
individuals of the classes are mapped in the Assertion Box (ABox). In addition to the part properties defined 
by the MFs and -Restrictions, the knowledge about the capabilities and limitations of particular machine 
individuals is also described here. 

 

Figure 1: Structure of the presented ontology for providing manufacturability analyses 

Figure 1 shows the TBox of the ontology. The shown structure of the ontology contains elements from the 
Ontology of units of Measure (om2) [30] in addition to self-defined classes and properties. At the center of 
the presented ontology is the class ManufacturingFeature, this class defines the class Part and is defined by 
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class STEPEntity. STEPEntity describes the entities of the STEP-schema [31], which provides a standard for 
the exchange of product manufacturing data. Furthermore, the class ManufacturingProcess is described in 
the ontology. This class can generate a ManufacturingFeature and is executed by the class 
ManufacturingMachine. In order to be able to make a statement about the manufacturability of a Part in 
terms of accuracy requirements, geometric requirements and surface quality requirements, the 
ManufacturingRestriction class is linked to both ManufacturingFeature (by the ObjectProperty 
om2:hasPhenomenon) and ManufacturingMachine (by the ObjectProperty canProducePhenomenon). In the 
ontology it is defined which ManufacturingFeature has which ManufacturingRestriction. The properties 
associated with the ManufacturingRestrictions of features and machines can be compared, by the use of a 
reasoner, to achieve an assignment of MFs and Machines. The manufacturing technology aspect behind the 
ManufacturingFeature and ManufacturingRestriction classes is described in the next two sections. 

3.2 Manufacturing Features 

Before taking the step of semantically representing various manufacturing processes, the capabilities of those 
processes must first be analyzed and defined in more detail. A wide range of standards [32], [33], [34], [35] 
were consulted for this purpose in order to achieve a unified model of manufacturing process representation. 
Moreover, the Manufacturing Features, defined according to current manufacturing technology standards, 
are then used to build up a taxonomy (see Figure 2). The represented information about manufacturable 
geometries can be used for describing the manufacturing process capabilities. 

 

Figure 2: Representation of the taxonomy for Manufacturing Features with selected illustrated geometries 

Based on the standard DIN 8589 [36], the MFs are defined in the following sections and specified in a 
taxonomy (see Figure 2). Since it is possible to produce almost all geometric shapes with additive 
manufacturing processes, subtractive manufacturing standards were used for modeling the MF taxonomy in 
order to obtain a more detailed description. The taxonomy of MFs can be used to define both, subtractive 
and additive manufacturing processes, by combining the MFs with the MRs that have been modelled on the 
basis of current additive manufacturing standards (see chapter 3.3). 
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In the presented taxonomy, a MF is divided into the three areas of geometric shapes: rotation-symmetric 
features (RotaryFeature), planar features (PlanarFeature) and other features (FreeFormFeature). The 
FreeFormFeatures here represent both rotation-symmetric features and planar features with a freely 
designed shape. This classification relies on the capabilities of different manufacturing processes. For 
example, all subclasses of RotaryFeature can be produced by a turning process. 
These features are further divided by a classification based on the location of the machining area. The 
subclasses of RotaryFeature are divided into inner (InnerRotaryFeature) and outer machining 
(OuterRotaryFeature), as well as thread machining (ThreadFeature) and face machining (inner and outer 
machining) (RotaryFacingFeature). PlanarFeature is also divided into inner and outer machining. An 
InnerPlanarFacingFeature can be defined by the base area of a rotation-symmetric hole, a pocket or a slot. 
OuterPlanarFacingFeature refers to all geometric elements that are located on the outer surface of a 
component. This feature can represent geometries such as walls and other planar contours. Since the 
FreeFormFeature class describes a mixture of planar free form contours (PlanarFreeFormFeature), 
rotation-symmetric free form contours (RotaryFreeFormFeature) and other free form contours 
(OtherFreeFormFeature), all geometric elements that embody complex geometries are covered in this class. 

3.3 Manufacturing Restrictions 

The layered build-up of parts by additive manufacturing processes makes it possible to produce almost any 
geometric shape. Hence, a semantic process description only using MFs is not possible. In addition to the 
geometric description of the MFs, the limitations of manufacturing machines must also be described 
semantically and represented in a taxonomy. Those limitations are called Manufacturing Restrictions in this 
work. For example, it depends on the process type whether and to what extent unsupported or overhanging 
structures can be manufactured. Furthermore, restrictions in the area of tolerances and surface qualities have 
to be included. 
Figure 3 shows the taxonomy of MRs. This taxonomy was developed by including standardized test 
characteristics for restricting geometrical properties as well as standardized technical aspects for the selection 
of suitable additive manufacturing processes. These were developed based on the guideline 
VDI 3405 sheet Nr. 3.2 [35], the standard DIN EN ISO/ASTM 52902 [33] and the standard 
DIN EN ISO/ASTM 52910 [34]. Furthermore, the elements of geometric tolerancing according to 
DIN EN ISO 1101 [32] were included in the taxonomy and described semantically. MRs can be different, 
with the same process, depending on the type of machine. In the presented taxonomy, the class of MRs is 
divided into the subclasses Accuracy, Resolution, Manufacturability and SurfaceStructure. The subclasses 
of these classes are described in Figure 3 with example drawings. In the following section, these subclasses 
will be further explained. 
The accuracy with which a machine can produce a MF can be a decisive limitation for the selection of the 
machine. These limitations are represented in the Accuracy class, which is divided into SizeTolerance, 
GeometricTolerancing and GeometricDimensioning. The last two subclasses are described in accordance 
with DIN EN ISO 1101 [32]. According to this standard, GeometricTolerancing describes, for example, the 
roundness of a cylinder or the flatness of a surface. Examples of GeometricDimensioning are the parallelism 
between two planes or the concentricity of two cylinders. Another point in the area of restriction Accuracy 
is SizeTolerance. This restriction describes how precisely a machine can reproduce a digital model or 
drawing, or how strong the deviations from the model or drawing are. 
The minimal manufacturable geometric structures are described by the MR of the maximum Resolution of 
a machine. Depending on the process and machine type, there is a minimum size of a feature, which can be 
created by the size of the tool or by the minimum layer width. Walls defined by a minimum WallThickness 
and pins defined by a minimum cylindrical PinDiameter can be assigned to the positive volume range of a 
part. In turn, the restrictions minimum HoleDiameter and minimum GapWidth are assigned to the area of 
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negative volume. The minimum EdgeRadius describes the minimum manufacturable radius of an inner or 
outer edge. 
The Manufacturability restrictions presented are mainly related to additive manufacturing, since this paper 
focuses on the semantic representation of AM-technologies. Some additive manufacturing processes make 
it possible to create cantilevered structures and overhangs by building removeable support structures. The 
restriction of the maximum overhang is described in the taxonomy by the class UnsupportedStructure. The 
minimum TiltAngle describes the minimum angle at which a structure can be situated in relation to the base 
plane. Above a certain tilt angle, a support structure is necessary in additive manufacturing to be able to 
produce a MF. Furthermore, the HorizontalHoleDiameter class describes the minimum producible diameter 
of a hole that is horizontal to the base surface. 

 

Figure 3: Representation of the taxonomy for Manufacturing Restrictions with selected illustrated geometries 

Depending on the manufacturing process and the machine used, different qualities of surface structure can 
be generated. Those restrictions are represented in the class SurfaceStructure. The SurfaceRoughness applies 
as a restriction for both subtractive and additive manufactured components. If a function is assigned to a 
certain surface, then a maximum tolerated surface roughness must be defined. However, if a machine cannot 
achieve this quality, this has a limiting effect on component production. In addition to SurfaceRoughness, 
there is a further restriction in the area of surface structure. Due to the layered structure of a component in 
additive manufacturing, a step effect occurs horizontally to the build direction. This effect depends on the 
minimum layer height of a manufacturing process and the tilt angle of a feature. For example, a powder-bed 
laser process has a lower minimal layer height than a wire-based process. In the taxonomy this restriction is 
represented in the class StairStepEffect. 
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4. Conclusion 

In this work we present a method to digitally and semantically represent geometric properties of components 
as well as the capabilities of additive manufacturing processes and machines. The basis of this method is an 
ontology that provides the structure for matching the required properties of components with the existing 
capabilities of machines. The representation of parts is done by geometric MFs in combination with limiting 
MRs. The described MFs combined with the MRs completely define and represent a part on an abstract level 
to achieve the goal of semantically modeling manufacturing processes. MRs are also used to describe the 
capabilities of manufacturing machines. The taxonomies presented in this paper contain the geometrical 
description of components (MFs) as well as machine and geometry dependent restrictions (Manufacturing 
Restrictions). The MF taxonomy is categorized according to the criteria of geometric shape (rotation-
symmetric, planar and other contoured). This taxonomy can be applied to represent additive as well as 
subtractive manufacturing processes. With the MR taxonomy, we present a taxonomy for the limiting 
restrictions for additive manufacturing. In future works, we will extend and apply the MR taxonomy to 
subtractive manufacturing. In addition to the expansion of new process types and machine types, changes 
due to innovations in the field of manufacturing technology result in new Manufacturing Features and -
Restrictions. Due to the structure of the taxonomies and the ontology, new restrictions and features can easily 
be added and extended. In the coming future the results of this paper are used to build a knowledge graph, 
which is used to plan the capacity utilization of a factory automatically, by assigning parts to a capable 
machine. Those automated assignments result from a comparison of the required MRs of a part and the 
existing restrictions of the machines in a factory. Furthermore, we will validate and evaluate the presented 
methodology with real world data. 
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Abstract 

Electricity generated by wind turbines (WT) is a pillar of the transition to renewable energy [1]. In order to 
economically utilize WTs, operating and maintenance costs, which account for 25% of total electricity 
generation costs in onshore WTs, are a focus of cost reduction activities [2]. A prescriptive maintenance 
approach can support in achieving this goal. Prescriptive maintenance is a maintenance approach, where 
asset condition data is collected and analyzed to recommend specific actions to prevent breakdowns and 
reduce downtimes. However, the processing and analysis of data is quite complex. Especially unstructured 
data (such as comments of service technicians in free text fields) is often left unused, as companies, mostly 
SMEs lack the capacity to carry out these analyses. In this work we propose an approach to utilize the 
information from service reports, maintenance reports as well as status records from SCADA systems for 
the development of a prescriptive maintenance approach to onshore WTs. To achieve this, an ontology was 
utilized in this approach to codify implicit knowledge of service technicians and aid in making unstructured 
data usable for further analysis. The ontology was used to link historical service and maintenance reports 
with status codes, thus enabling automated analysis. In interviews with WT topic experts and through further 
research, damage mechanisms and corresponding maintenance measures were identified and a measure 
catalogue was developed to support service and maintenance activities. The recognition of the root cause of 
problems allows for a prescriptive maintenance approach that recommends targeted actions to reduce 
downtimes and optimize maintenance activities, it also allows to effectively control the outcome of 
maintenance activities and optimize their execution. 

 

Keywords 

Prescriptive Maintenance; Ontology; Data Analytics 

1. Introduction 

Electricity generation from renewable energies continues to gain importance in Germany, surpassing 
electricity generation from fossil fuels for the first time in 2020 [3]. The largest share (41.7%) of electricity 
generation from renewable energies comes from onshore wind turbines (WTs) [4]. This highlights the key 
role of onshore WTs in achieving an environmentally friendly energy supply for Germany. One of the biggest 
challenges for operators of wind turbines (WTs) is the increasing cost pressure [5]. This is primarily caused 
by 2 factors: the expiration of the EEG (German: Erneuerbare Energien Gesetz; English: German renewable 
energy law) subsidies and increasing operating and maintenance costs (O&M costs) as the turbines age [6–
8]. While the annual O&M costs of a new turbine are still at 10 to 15% of the average total costs per kWh, 
this share rises to as much as 35% by the end of its service life. On average, the O&M costs thus make up 
about 25% of the total costs per kWh [2]. This makes O&M costs a powerful lever for reducing the power 
generation costs of onshore WTs. 
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Maintenance activities include upkeep, inspection, repair and improvement [9] and usually take place at 
fixed intervals according to predefined maintenance specifications. This is where a promising new approach 
to reducing maintenance costs comes into play: the condition-based maintenance strategy [10]. Such a 
strategy is aimed at optimizing maintenance activities for time and personnel utilization, depending on the 
system and life cycle phase [10]. The basis of such maintenance optimization is detailed knowledge 
regarding the condition of the WT. For this purpose, large operators of wind farms or manufacturers of WTs 
evaluate operating and structured data from the maintenance history, but small and medium enterprises 
(SMEs) do not always have the capacities for such an evaluation. Regardless, comments on the condition of 
the turbine are often not used at all. These comments are often contained in non-standardized form in service 
reports and are documented by service technicians in free text fields. The latter are used to record the 
experience of service technicians in the otherwise standardized service reports. However, especially against 
the background of the increasing importance of interconnectedness and information processing in the yield 
and maintenance cost optimization of WTs, these sources of information are becoming more and more 
important. The possession of data and the ability to use it as a base for decisions on process optimization 
brings decisive cost advantages in the highly competitive energy sector.  

This is exactly the lever, which the research project “ReStroK” targets. Together with partners from research 
and industry, the Institute for Industrial Management (FIR) at RWTH Aachen University is investigating the 
machine evaluation of both status data and maintenance histories, which have so far been used primarily for 
documentation purposes. The focus is on the avoidance of breakdowns due to progressive wear and tear of 
individual components by timely and effective maintenance of these components.  

In the context of ReStroK a procedure for converting the information contained in the free texts of service 
reports regarding the turbine condition into a usable form was developed. This was realized, based on a 
previously developed specialized ontology [11]. The focus of this paper is however the damage mechanisms 
in onshore WTs and corresponding maintenance measures. In interviews with WT topic experts and through 
further research, failure modes were linked with optimized maintenance measures, and a measure catalogue 
was developed to support service and maintenance activities. In a first step, the analysis focused on the pitch 
system as well as the converter. 

2. State of the art 

2.1 Prescriptive maintenance 

In the context of Industry 4.0, a distinction is made between different development stages. First, visualization 
and transparency are used to identify what is happening and why. Then prediction and finally self-
optimization is made possible through data analysis and digital connectivity [12]. According to Davenport, 
within these stages of development, there are several levels of competitive advantages that can be achieved 
through business intelligence and analytics (Figure 1). The highest being the use of analytics for optimization 
of business activities, such as maintenance [13]. 
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Figure 1: Business intelligence and analytics (Source: own representation based on Davenport [13]) 

Maintenance activities can be clustered in corrective (after fault occurrence) and preventive maintenance 
(prior to fault occurrence). Predictive maintenance approaches, a sub-set of preventive maintenance aim to 
carry out maintenance activities derived from data analytics and evaluation of significant system parameters 
[14]. However, predictive maintenance approaches are further differentiated. One such extension is the 
prescriptive maintenance approach. Whereas in a predictive maintenance approach only the condition of the 
object of maintenance is considered to carry out maintenance activities based on a forecast, a prescriptive 
maintenance approach considers the object of activities to be a guiding and controlling element for activities 
as well [15]. Such a maintenance approach would not just include the performance of maintenance activities 
prior to fault occurrence but also prescribe recommendations for specific actions to prevent breakdowns and 
reduce downtimes. A prescriptive maintenance approach, includes the collection of data of significant 
parameters, its analysis and evaluation and finally the utilization of these insights to prescribe activities to 
the object of the maintenance strategy. Based on data, measures are prescribed, evaluated for effectiveness 
on the object of maintenance activities and adapted when needed. This achieves the highest level of maturity 
and competitive advantages for a system, to be self-optimizing [13,16]. The basic data framework in such a 
prescriptive maintenance approach is shown in Figure 2. 

 
Figure 2: Data framework in a prescriptive maintenance approach (Source: own representation) 
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In order to implement a prescriptive maintenance approach with its inherent optimization characteristics, it 
is necessary to access and evaluate data of the object of activities [17]. Onshore WTs collect and transmit a 
variety of different data that can be used for prescriptive maintenance. These data are the master data of the 
WT, operating data sourced from Supervisory Control and Data Acquisition Systems (SCADA), which in 
part comprise hundreds of measuring channels, status and alarm messages as well as event and maintenance 
data, and data from the component-specific condition monitoring system (CMS) [18]. Previous approaches 
to optimize the maintenance of onshore WTs focus mainly on the analysis of data from the SCADA system 
and CMS. Comparatively little attention is paid to the maintenance data from service reports, which are at 
the center of the optimization approach developed in the context of “ReStroK”. 

The reasons for the nonuse of data are manifold. On the one hand, inadequate organizational structures may 
hinder the evaluation of already existing data, on the other hand, data may not be usable at all, since, for 
example, maintenance histories are often available in different formats such as paper or PDF. In addition, 
numerous different actors are involved in the various stages of a WT's lifecycle, further amplifying the 
problem of different data formats and data bases. In the context of prescriptive maintenance, the operating 
phase is of particular interest. This phase is characterized by a “service network” consisting of the operator, 
independent service providers (ISPs), OEMs and suppliers [19]. Especially OEMs and ISPs are often in 
direct competition with each other [20]. For this reason, there is usually little to no exchange of data and/or 
knowledge, which would be essential for targeted optimization of maintenance. As a result, hardly any 
technical system structures and standardized event classifications for the recording, storage and use of event 
data or information from service reports that are accepted throughout the industry exist. Conversations and 
interviews with OEMs and ISPs confirm, that software systems are mainly used for the documentation 
towards operators. Some specific concepts have already been developed and implemented together with 
expert committees, which, adapted to the needs of the wind energy industry, should enable cross-company 
work [10,21]. Examples of such standards are the internationally standardized reference designation system 
for power plants (RDS-PP), the state-event-root cause key for power generation units and the Global Service 
Protocol as a technical guideline of the Fördergesellschaft Windenergie (FGW). However, our research data 
shows, that from the OEMs and ISPs perspective the effort to implement the systems mentioned above is 
not always worthwhile. In addition, OEMs and ISPs often already have their own systems and the ability to 
perform in-house analysis. Accordingly, industry-wide cooperation and increased transparency is seen as a 
disadvantage for their own competitive position. This poses a major challenge for SMEs in particular, as 
they were often found not to have the appropriate capacities for in-house data analysis and maintenance 
optimization. 

Faulstich and Hahn however, point out the added value of an evaluation of event data [18]. Event data on 
the one hand includes the automatically generated status messages of the WT and on the other hand 
maintenance data from service reports. Status codes report status changes of the WT and can thus indicate 
necessary maintenance measures. The corresponding status codes already provide information about the 
affected systems. Yet, often there is no clear assignment of a faulty condition to a causal component. Rather, 
as confirmed by interviews with ISPs, it is a “black box” containing a number of different components that 
may have caused the fault. 

To overcome this challenge an ontology is needed. “An ontology is a formal, explicit specification of a 
shared conceptualization” [22]. In the specific use case for the service reports of onshore WTs, this means 
that the ontology is suitable as a link and common language between service technicians or maintenance 
reports and the SCADA system or status codes. Various approaches to ontologies can be found in the 
literature. For example, Zhou et al. developed an ontology based on Failure Mode and Effects and Criticality 
Analysis (FMECA) [23], Papadopoulos and Cipcigan developed an ontology that can be used for gearbox 
failure detection and diagnosis [24], and Ertek et al. performed an ontology-based analysis of the external 
circumstances and environmental conditions of WT accidents [25]. However, all these ontologies do not use 
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service reports. Therefore, within the project "ReStroK" a new ontology was developed based on the 
evaluation of service reports that establishes a connection between the formal turbine structure, status data 
and free texts and the experience knowledge of the service technicians [11]. This ontology represents an 
important basis for the prescription of maintenance activities of onshore WTs and the necessary 
identification of damage mechanisms as well as corresponding maintenance measures. 

3. Development of a prescriptive maintenance approach for onshore wind turbines 

The access to asset data, including unstructured data from service reports is a prerequisite for the realization 
of a prescriptive maintenance approach [17]. However, especially SMEs often do not have access to such 
data. Thus, an ontology can be used to make such data accessible and usable [11]. Based on this ontology a 
prescriptive approach was developed as a part of the “ReStroK” research project to realize a prescriptive 
maintenance strategy. The main steps in the developed approach are the definition of a scope, the set-up of 
prescriptive maintenance steering and control, utilizing a previously developed ontology and the 
development of the function tree as well as the measure catalogue. The structure of the developed 
prescriptive maintenance approach is shown below in Figure 3. 

 
Figure 3: Prescriptive maintenance approach framework (Source: own representation) 

3.1 Scope 

While the overall functionality of onshore WTs does not differ greatly between manufacturers, the same 
cannot be said for their structure and subsystems. However after an analysis of the maintenance history of 
the WTs under consideration it was found that roughly 80% of the failures could be traced back to the pitch 
and to the converter system. Considering the time and capacity restrictions of the research project it was 
decided to put the initial scope for this work on the pitch and converter system.  

3.2 Ontology to enable maintenance steering and control 

As shown in Figure 3, data is needed to initiate the correct maintenance activities and control their effect. 
Concurrently it is used to make adjustments when needed. Especially unstructured knowledge from 
maintenance and service reports offers valuable insights into the state of WTs as well as the effect of 
conducted maintenance activities. Strack, Lenart et. al. developed an ontology, specifically tailored to 
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WTs and to enable the automated evaluation of service reports regarding fault findings and the evaluation 
of effects [11]. The developed ontology enables the incorporation of the unstructured knowledge found in 
service and maintenance reports for maintenance activities. This is made possible by linking error codes and 
maintenance reports. In the process of developing the ontology, the relevant terms were identified using text 
processing. This resulted in a database of terms and term frequencies, which were filtered in the next step. 
Finally, the terms were clustered and relations were defined to formalize the ontology. By using this ontology 
for this project, it is possible to automatically evaluate existing maintenance and service reports for issues 
and potential future breakdowns and trigger maintenance activities. It also enables the subsequent evaluation 
of conducted maintenance and service activities by enabling an algorithm to scan reports (incl. free text 
fields) for key words which correspond to indicators for the success or failure of conducted activities. 

3.3 Function tree 

In literature, many characterizations of the term “prescriptive maintenance” and the structure of the 
corresponding activities are described, however the realization remains fuzzy. Only few sources go beyond 
simply pointing out the need for a “set of tasks” and these are not specific to onshore WTs [17,26]. So for 
this project a measure catalogue needed to be developed. 

In order to develop a measure catalogue, a function tree is required to properly link recognized errors (e.g. 
from error messages) with faults in specific components. A function tree also extends to the sensor layer and 
their connections as an error can become observable on a level other than the underlying root cause. This is 
caused by the sensor setup in a WT. Thus, the function tree also enables the analysis of error codes regarding 
the “triggering” component [11]. An example would be the following error message: Error pitch system 
[Angle error blade A/B/C]. This can be assigned to the position sensor or the pitch motor in the function 
tree, for example. For this work, a function tree was developed in expert interviews with domain experts 
(such as wind farm operators or WT service engineers). The initial focus of the development was put on GE 
turbines (making up the majority of WTs in the wind farms under consideration), however the function trees 
can be expanded to WTs by other manufacturers in the future. As described above, the focus for the function 
tree was put on the pitch and converter system. In this function tree these systems and their sub-systems were 
structured. An extract is shown in Figure 4. 

 
Figure 4: Function tree - pitch system and converter (Source: own representation) 
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3.4 Measure catalogue 

Based on the developed function tree, interviews with domain experts to determine and validate specific 
actions for specific breakdowns on a component level were conducted. An initial set of maintenance 
measures was collected utilizing literature research and expert interviews. This set of measures was 
discussed, validated and extended. These measures are collected in the measure catalogue structured as 
shown in Table 1. When a certain error is recognized, a list of measures, which typically resolve the identified 
error is suggested to the maintenance technician. 

Table 1: Excerpt from the developed measure catalogue (Source: own representation) 

Category Damage Mechanism Maintenance Measure 
Pitch system Faulty battery Change pitch battery 
Pitch system Position data outside tolerance Check position sensor 
Converter Faulty converter controller Check corresponding sensors, 

actuators and circuit board 
 
The measures are currently mostly specific to GE WTs, but with moderate translation effort these can be 
applied to turbines of other makers as well. In addition to the expansion, an algorithm needs to be developed 
to connect the ontology with the measure catalogue to enable the automation of the prescriptive maintenance 
approach. 

4. Summary and outlook 

Wind power is a pillar of the renewable energy mix. The O&M costs for onshore wind turbines are a major 
addressable cost driver. The use of a prescriptive maintenance approach is a possibility to drive O&M costs 
down. A prescriptive maintenance approach utilizes insights from data analytics to derive maintenance 
activities and considers the object of maintenance activities to be a guiding and controlling element. However 
it heavily relies on (unstructured) data to be effective. An ontology can be used to make vast amounts of 
unstructured data (such as data from service reports) usable for such an approach, thus enabling SMEs 
without an abundancy of resources to pursue such approach.  

This work demonstrated how this unstructured data can be used to carry out a prescriptive maintenance 
approach. First, based on an ontology, which enables automated analysis of event data of WTs, a function 
tree was developed to link errors with the underlying root-cause. Following this, measures to counter specific 
issues in specific components of WT systems and sub-systems were developed in close collaboration with 
domain experts. Then, these measures were collected in a measure catalogue, to provide maintenance and 
service technicians with the means to counter damage mechanisms with specific maintenance measures. The 
collection of measures and validation is ongoing. In a next step, the list of measures needs to be expanded, 
as the initial focus was only put on the pitch system and converter. Thus enabling a prescriptive maintenance 
approach, increasing maintenance effectiveness and lowering O&M costs. 

In the next step, this measure catalogue needs to be expanded to other WT systems and WT manufacturers. 
In a further step an algorithm to identify relevant events in historical service reports will be developed. This 
algorithm will also provide users with an appropriate interface to fully realize the potentials of the developed 
approach. Also, further research with focus on monetary effects of the prescriptive maintenance approach 
and the corresponding maintenance activities is recommended to improve transparency of the return on 
maintenance (similar to the return on invest). This will allow for an improved and more holistic maintenance 
understanding and will unlock the potentials of a modern maintenance organization. 
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Abstract 

The advent of artificial intelligence and machine learning is influencing the manufacturing industry 
profoundly, enabling unprecedented opportunities to improve manufacturing processes within the three 
dimensions time, quality and cost. With the introduction of digitization and industry 4.0, increasing amounts 
of data become available for processing and use in smart manufacturing systems. However, the various use 
cases for machine learning in manufacturing often require problem-specific datasets for training and 
evaluation of algorithms which are difficult to acquire, hindering both practitioners and academic researchers 
in this area. As the respective data frequently contains sensitive information, manufacturing companies rarely 
release datasets to the public. Further, the relevant attributes and features of available datasets are usually 
not evident, requiring time-consuming analysis to evaluate if a dataset fits a given problem. As a result, it 
can be challenging to develop and evaluate machine learning methods for manufacturing systems due to the 
lack of an overview of available datasets. This paper presents a comprehensive overview of 47 existing, 
publicly available datasets, mapped to various use cases in manufacturing with the goal of simplifying and 
stimulating research. The characteristics of the datasets are compared using a set of descriptive attributes to 
provide an outline and guidance for further research and application of machine learning in manufacturing. 
In addition, suitable performance metrics for the evaluation of classification use cases in manufacturing are 
presented. 
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1. Introduction and methodology 

Machine Learning (ML) techniques increasingly transcend from research to practical applications in various 
industries. One of the industry areas that received significant attention in this context is the manufacturing 
industry [1]. The growing interest in manufacturing-related ML applications is fueled by the digitization of 
manufacturing processes in the context of industry 4.0 and the Internet of Things (IoT) [2].  However, the 
introduction of ML in manufacturing faces several challenges, with one of the most important being the 
acquisition of datasets for the development, training and evaluation of ML algorithms in high quantity. A 
sufficient data basis is crucial for the development of ML algorithms and strongly influences the achievable 
performance of the system [1]. Not only the quantity, but also the quality of the available data is of 
importance. Issues such as missing values, class imbalance, varying sampling frequencies and data types as 
well as high dimensionality have to be handled by the developers through pre-processing the data before 
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training the algorithms [3]. Compared to other ML application fields such as autonomous driving, only few 
publicly available datasets exist for manufacturing. Companies often see process data as sensitive 
information that cannot be shared due to privacy concerns [4]. As a result, the majority of studies that show 
successful applications of ML in manufacturing use cases do not share their training and testing datasets 
publicly, preventing an effective comparison between approaches [1]. In conclusion, an overview of publicly 
available datasets for ML applications in manufacturing is required to assist researchers and practitioners in 
the development and evaluation of algorithms and to enable the comparison of ML approaches in research 
studies. Few of such reviews (e.g. [4]) exist and to the best of the authors knowledge, none exist that account 
for modalities such as images, which are increasingly used in manufacturing-related ML applications [5–7]. 
In this study, the search for datasets was conducted on open platforms that provide dataset and code hosting 
for research and public competition purposes. The platforms include in alphabetical order: GitHub [8], 
Kaggle [9], Mendeley Data [10],  NASA Prognostics Center of Excellence (PCoE) [11], OpenML [12], 
University of California Irvine (UCI) Machine Learning Repository [13]. In addition to the resulting file 
storage ressources of the datasets, a search regarding accompanying publications that first release, describe 
and/or use the datasets for research, was conducted. Using the resulting publications, snowballing was 
applied to identify additional datasets that are hosted on platforms such as the universities of the 
corresponding authors. In total, 47 datasets have been identified and analysed regarding the comparison 
parameters. In addition to the selection or creation of an appropriate dataset for model training, the 
performance evaluation is an integral part of the model development process. Especially for classification 
tasks, the selection of an appropriate evaluation metric requires a deep understanding of the pursued task and 
relevant requirements [14]. Thus, a search for studies that utilize the identified datasets was conducted using 
Scopus, yielding 127 publications. These publications were consequently analysed regarding the applied 
performance evaluation metrics. The remainder of the paper is structured as follows: Chapter 2 introduces 
the identified datasets, sorted by the respective use cases. In Chapter 3, the most widespread classification 
metrics used for the evaluation of ML applications in manufacturing-related research are explained and 
critically analysed. Lastly, the conclusion is presented in Chapter 4. 

2. Datasets and use cases in manufacturing 

With the ongoing digitization there is an increasing number of research efforts emerging that focus on 
manufacturing-related problems. The datasets listed in this paper are suitable to address a subset of these 
problems and may be used to train and test ML methods specifically designed for manufacturing.  

 
Figure 1: Process map highlighting the supporting areas that contain the use cases for all the presented datasets, 

adapted from [15]. 
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In order to facilitate and further stimulate future research in this area, we identify common use cases for ML 
applications in manufacturing and map them to relevant datasets with the aim of accelerating the search for 
a suitable dataset based on the respective use case. The use cases defined in this paper are assigned to the 
two supporting processes: maintenance and quality management, as illustrated in the process map in Figure 
1. The process map depicts the processes within the company boundaries that are necessary to meet customer 
demands. Each value adding activity requires support from indirectly value adding processes [15]. In terms 
of the core process production, the highlighted supporting processes embody two of the primary application 
areas of ML research in manufacturing nowadays and account for all the datasets listed in this paper [16].  

The tables containing the identified datasets for the respective use cases are structured as follows: The Name 
column provides a short identifier to the datasets as well as a short description of the individual setting. The 
identifier is adopted from the original dataset source if available, otherwise it is newly created. Since a subset 
of the presented datasets is contained in [4], we adopted the respective names if applicable. Further, the Type 
and Count of the available non-target variable features is shown. In case of images, the resolution of the 
images is displayed as the feature count. The Target Variable column describes whether there are labels 
available for supervised learning: “C (N)” indicates that classification labels for N classes are given, while 
“R” indicates a supervised regression task. In some cases, labels for both, classification and regression, are 
available. The Instances column indicates the number of samples, e.g., rows, a given dataset contains. 
Further, Official Train/Test Split specifies, whether the dataset publishers provide a designated train / test 
data split for evaluation. This is especially important for comparability in research studies, as the same test 
split must be used to be able to compare the performance of different approaches. A consequent † indicates, 
that the target labels for the official test split are not publicly available, but rather hidden behind an evaluation 
server, which guarantees a fair benchmarking of approaches. The column Data Source highlights whether 
the dataset was collected from a real process, or rather generated synthetically using a simulation. Lastly, 
Format shows the file formatting of the raw data. In some cases, multiple formats are given, e.g., images in 
PNG-format and corresponding labels in XML-format. In the references section, the corresponding URL to 
the dataset is given together with the publication where the dataset was first introduced, if available. The use 
cases for each supporting process are presented in the following.  

2.1 Maintenance (predictive maintenance and condition monitoring)  

Predictive maintenance and condition monitoring are two terminologies that are used interchangeably by 
some researchers, while others view condition monitoring as part of the broader concept of predictive 
maintenance [17–20]. For the purpose of this paper, we follow the latter approach and thus consider 
condition monitoring as being a part of predictive maintenance. The use case predictive maintenance 
involves the data-driven assessment of the health status of machine components and sees its major objective 
in predicting the Remaining Useful Lifetime (RUL) of these components in order to reduce maintenance 
cost while simultaneously preventing unplanned downtimes. In machining applications such as milling, 
turning, or drilling, this, for instance involves the monitoring of the cutting tool to assess the current wear 
state, followed by the prediction of the RUL. Another typical scenario can be seen in the monitoring and 
RUL prediction of bearings. In this paper, we consider the data-driven health assessment as being integral 
to condition monitoring while the prediction of the RUL constitutes the broader case of predictive 
maintenance. The corresponding datasets for predictive maintenance and condition monitoring are exhibited 
in Table 1 on the following page. 
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Table 1: Datasets for predictive maintenance and condition monitoring 

Name Year 
Features 

Target 
Variable Instances 

Official 
Train/Test 

Split 

Data 
Source Format 

Type Count 

Diesel Engine Faults Features [21] 
Fault detection based on pressure curves and 
vibration. 

2020 Signal 84 C (4) 3.500  Syn. MAT 

Degradation of a Cutting Blade [22] 
Wrapping machine process data over 12 months 
with a degrading cutting tool. 

2019 Signal 9 - 1.062.912  Real CSV 

CNC Mill Tool Wear [23] 
CNC process data of wax milling with worn/unworn 
tools. 

2018 Signal 48 C (3*2) 25.286  Real CSV 

Condition Monitoring of Hydraulic Systems [24] 
Test rig process data of multiple load cycles with 
various fault types and severity levels. 

2018 Signal 17 C (5*(2-4)) 2.205  Real Other 

Production Plant Data for Condition Monitoring [22] 
Anonymized process data of component run-to-
failure experiments.  

2018 Signal 26 - 228.414  Real CSV 

Versatile Production System [25] 
Popcorn production process data with multiple 
process steps. 

2018 Signal 5-85 - 80.000  Real CSV 

Degradation Measurement of Robot Arm Position 
Accuracy [26] 
Target- and actual values of robotic arm tool 
position, velocity and current for health assessment. 

2017 Signal 73 - 155.000  Real CSV 

APS Failure at Scania Trucks [27] 
Anonymized counters and histograms for air 
pressure system fault detection. 

2016 Signal 170 C (2) 76.000  Real CSV 

Maintenance of Naval Propulsion Plants [28] 
Gas turbine process data for component decay state 
prediction. 

2016 Signal 16 R 11.934  Syn. Other 

Plant Fault Detection [29] 
Anonymized process data for plant fault detection. 

2015 Signal 10 C (6) 8.938.370  Real CSV 

Asset Failure and Replacement [30] 
Anonymized data for asset fault detection. 

2014 Signal 1 C (2) 447.341 † 
 

Real CSV 

Maintenance Action Recommendation [31] 
Anonymized process and maintenance data of an 
industrial asset for maintenance action 
recommendation. 

2013 Signal 32 C (14) 2.097.152 † Real CSV 

Anemometer Fault Detection [32] 
Anemometer measurements for fault detection 

2011 Signal 16 
16-20 - 345.700 

208.800 † Real Other  

Gearbox Fault Detection [33] 
Test rig accelerometer data for fault detection. 

2009 Signal 3 - > 10 Mio.  Real CSV 

Li-Ion Battery Aging [34] 
Battery test rig data during charge and discharge 
cycles for degradation detection. 

2008 Signal 12 - 2.167  Real MAT 

Turbofan Engine Degradation Simulation [35] 
C-MAPSS simulation sensor data of various 
conditions and fault modes. 

2008 Signal 26 - 262.256  Syn. Other 

Bearing [36] 
Bearing test rig accelerometer data of run-to-failure 
experiments. 

2007 Signal 4-8 - 61.440  Real CSV 

Milling [37] 
Milling process- and external sensor data for tool 
wear detection. 

2007 Signal 13 R 1.503.000  Real MAT 

CWRU Bearing Data [38] 
Bearing test rig accelerometer data for fault 
detection. 

n.A. Signal 5 C (2) > 10 Mio.  Real MAT 
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2.2 Quality management 

The subprocess quality management embodies the use cases process monitoring, predictive quality, quality 
inspection and process parameter optimization. The respective use cases and corresponding datasets will be 
introduced in the following subsections.  

2.2.1 Process monitoring  

The analysis of sensor-based process data can yield valuable information for the purpose of process control 
and quality monitoring [39]. The idea of process monitoring is to understand the variation in a process and 
to assess its current state [40]. A widely used technique in this field is control charting which involves two 
distinct monitoring phases, i.e. phase I and phase II [41]. In phase I, control charts are used to retrospectively 
test whether the process was in control after the data have been sampled from the process. The result of this 
phase is a Normal Operating Condition (NOC) dataset in which the underlying process is assumed to be in-
control. With the help of the NOC dataset, control limits are established based on which a new observation 
of process data will be evaluated. This is the objective of phase II. Process monitoring has been an active 
research field throughout the last decades [42]. Especially within the process industry, the application of 
Multivariate Statistical Process Monitoring (MSPM) methods gained popularity [43,44]. In terms of discrete 
manufacturing, recent research focusses on the initiation of a paradigm shift from the conventional post-
process Statistical Process Control (SPC), i.e. inferring the process condition based on measurements taken 
from the manufactured product to the so called in-process SPC that aims at inferring the process condition 
based on actual process data [45]. In both fields of industry, the application of ML, especially Deep Learning 
(DL) is receiving more and more attention and provides promising results for future research in this field 
[46,47]. The corresponding datasets for process monitoring are exhibited in Table 2. 

Table 2: Datasets for process monitoring 

Name Year 
Features Target 

Variable 
Instances 

Official 
Train/Test 

Split 

Data 
Source 

Format 
Type Count 

High Storage System Anomaly Detection [48] 
Storage test rig process data for anomaly detection. 

2018 Signal 20 C (2) 91.000  Syn. CSV 

Genesis Pick-and-Place Demonstrator [49] 
Material sorting test rig process data for anomaly 
detection. 

2018 Signal 23 C (3) 32.440  Real CSV 

Tennessee Eastman Process Simulation Dataset [50] 
Simulated chemical process data for anomaly 
detection with different fault types. 

2017 Signal 51 
C (21) / 

R 
> 10 
Mio. 

 Syn. RData 

Robot Execution Failures [51] 
Force and torque measurements of an industrial 
robot with different erroneous operating conditions. 

1999 Signal 89 C (13) 463  Real Other 

Mechanical Analysis [52] 
Vibration measurements of electromechanical 
devices with different erroneous operating 
conditions. 

1990 Signal 7 C (6) 209  Real MAT 

CWRU Bearing Data [38] 
Bearing test rig accelerometer data for anomaly 
detection. 

n/a Signal 5 C (2) > 10 
Mio. 

 Real MAT 

2.2.2 Predictive quality and quality inspection 

The use case predictive quality incorporates the scenario where the prediction of the product quality is of 
primary concern. The accurate prediction of the product quality can be used to better control the 
manufacturing process [53]. The costs of delayed discovery of nonconformities in the product lifecycle 
increase exponentially the further the product moves down the value-chain [54]. Therefore, it becomes useful 
to predict if a product will fail specification tests in later stages of the process if the cycle times of a process 
chain are very long [55].  
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Table 3: Datasets for predictive quality and quality inspection. 

Name Year 
Features 

Target 
Variable Instances 

Official 
Train/Test 

Split 

Data 
Source Format 

Type Count 

Casting Product Quality Inspection [6] 
Grayscale images of pump impeller castings 
with and without defects. 

2020 Image 
300×300 
512×512 C (2) 7.348  Real JPG 

GC10-DET [56] 
Grayscale images of metal surfaces with 
various defect types and corresponding 
bounding box annotations. 

2020 Image Varying C (10) 3.570  Real JPG, 
XML 

Mechanic Component Images [7] 
Grayscale images of air conditioner pistons 
with various defect types. 

2020 Image 86×90 C (3) 285  Real PNG 

Multi-Stage Continuous Flow Process [57] 
Anonymized process data of a production 
line with quality measurements of part 
dimensions. 

2020 Signal 116 - 14.088  Real CSV 

Plastic Extrusion Defects [58]  
Process data of a plastic extrusion process. 

2020 Signal 470 - 226.536  Real CSV 

AITEX [59] 
Grayscale images of textile fabrics with 
various defect types and corresponding 
segmentation masks. 

2019 Image 4096×256 C (13) 245  Real PNG, 
Mask  

Deep PCB [60] 
Grayscale images of circuit boards with 
various defect types and corresponding 
bounding box annotations. 

2019 Image 640×640 C (7) 1.500  Real JPG, 
Mask 

Severstal Steel Defect Detection [61] 
Grayscale images of steel surfaces with 
various defect types and corresponding 
segmentation polygons. 

2019 Image 1600×256 C (5) 18.074 † Real JPG, 
CSV 

Turning Dataset for Chatter Diagnosis [62] 
Sensory data of a turning test rig and 
varying strengths of chatter. 

2019 Signal 8 C (4) >10 Mio.  Real MAT 

Magnetic Tile Defect [63] 
Grayscale images of magnetic tile surfaces 
with various defect types and corresponding 
segmentation masks. 

2018 Image 248×373 C (6) 1.344  Real JPG, 
PNG 

TIG Welding [5] 
Grayscale images of a welding process with 
various defect types. 

2018 Image 800×974 C (6) 33.254  Real PNG, 
JSON 

Mining Process [64] 
Process data of a mining process for 
impurity prediction in ore concentrate. 

2017 Signal 24 R 737.454  Real CSV 

Bosch Production Line Performance [65] 
Anonymized process data of production lines 
with and without defects. 

2016 Signal 4264 C (2) 2.368.43
5 † Real CSV 

WM811K Wafer Maps [66] 
Defect matrices of semiconductor wafers 
with various defect types. 

2014 
2D 

Defect 
Matrix 

Varying C (9) 811.457  Real MAT 

NEU Surface Defect Database [67] 
Grayscale images of metal surfaces with 
various defect types and corresponding 
bounding box annotations. 

2013 Image 200×200 C (6) 1.800  Real 
BMP, 
XML 

Steel Plate Faults [68] 
Geometric measurements of steel plates with 
various defect types. 

2010 Signal 27 C (7) 1.941  Real CSV 

HCI Industrial Optical Inspection [69] 
Synthetic grayscale images of textured 
surfaces with corresponding defect ellipses. 

2007 Image 512×512 C (2) 16.100  Syn. PNG, 
Other 
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In practice, the application of predictive quality requires the existence of sufficient quality data to find the 
dependencies between the generally more accessible process data on the basis of which the quality of the 
product shall be predicted in the future. This can be difficult especially in terms of low volume discrete 
production systems [70]. Typical applications of predictive quality can be seen in the prediction of the 
surface quality, surface roughness as well as deformations or chatter marks [71]. In this paper, quality 
inspection entails the assessment of the quality of a manufactured product at certain stages of the 
manufacturing process. In a recent review paper [72] the authors conducted a thorough investigation based 
on the last three decades of the state of the art in so called zero defect manufacturing. The authors subdivide 
quality inspection based on the respective manufacturing stage into three different phases, i.e. prior to, during 
or after the manufacturing of the product. In terms of this study, we summarize all three aforementioned 
phases under the term quality inspection. ML Methods such as Support Vector Machine (SVM), Artificial 
Neural Network (ANN), Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) are 
used in this field for signal- and image processing with the goal of assessing the quality of the manufactured 
parts [5]. The corresponding datasets are exhibited in Table 3 on the previous page. 

2.2.3 Process parameter optimization 

Process parameters are generally chosen based on human judgement and experience in combination with the 
use of handbooks that provide recommendations, which may lead to a loss of productivity and quality [73]. 
Consequently, the selection of the optimal process parameters such as cutting speed, depth of cut, etc. plays 
an important role in today’s highly competitive manufacturing industries and provides the opportunity to 
achieve high quality products with less cost and time constraints [74]. The field of application for process 
parameter optimization with the help of ML has received a lot of interest in recent research. In [75] the 
authors provide an extensive review for the application of ML for the optimization of process parameters. 
The main areas mentioned include milling, turning, gear hobbing and boring, finishing, welding and plastic 
injection molding. Next to supervised ML methods such as ANN or SVM, evolutionary optimization 
techniques such as Genetic Algorithms (GA), Particle Swarm Optimization (PSO) or Simulated Annealing 
(SA) have been used for process parameter optimization [76]. The corresponding datasets are exhibited in 
Table 4. 

Table 4: Datasets for process parameter optimization. 

Name Year 
Features 

Instances 
Official 

Train/Test 
Split 

Data 
Source Format 

Type Count 

Laser Welding [77] 
Process parameter recordings for correlation with weld quality 
indicators such as weld depth and geometrical dimensions. 

2020 Signal 13 361  Real XLS 

3D Printer [78] 
Process parameters of a 3D printer for correlation with print quality 
indicators such as roughness, tension and elongation. 

2018 Signal 12 50  Real CSV 

Tool Path Generation [79] 
Shape deviation measurements and corresponding simulated cutting 
conditions. 

2018 Signal 9 4.968  
Real, 
Syn. CSV 

Mercedes-Benz Greener Manufacturing [80] 
Car feature configurations to be correlated with the required test 
time of the configurations. 

2017 Signal 378 8.420 † Real CSV 

SECOM [81] 
Semiconductor process measurements and corresponding yields for 
determination of key factors to yield. 

2008 Signal 591 1.567  Real Other 
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3. Evaluation metrics 

Besides data selection, another integral part of the model development process in ML is the performance 
evaluation. The aim of the performance evaluation is to find a model that best represents the underlying data 
and also performs well on new data [1]. For this purpose, a model is evaluated on a separate held-out test set 
using appropriate performance metrics after the training process. The selection of an appropriate evaluation 
metric requires a deep understanding of the pursued task with all its characteristics [82]. Despite the many 
discussions in the field of performance metrics in science, misleading or inadequate metrics are often used 
[83]. The majority of the identified datasets in this paper are suitable for classification as well as regression 
tasks. Both types require task-specific metrics to evaluate the respective performance of the models. Due to 
the large number of available metrics and their susceptibility to changing framework conditions (e.g. 
imbalanced classes), the selection of classification metrics often turns out to be difficult. Haixiang et al. 
evaluated 517 papers concerned with imbalanced classification across multiple domains and found out that 
201 out of those (38%) were using accuracy as an evaluation metric [84]. In contrast, for regression, the 
relation and appropriateness of several evaluation metrics have been analysed thoroughly [85,86] and the 
difference between existing metrics is sufficiently clear. Moreover through the continuous character of the 
output (and measures), the selection of metrics is facilitated [14]. As a result, only classification metrics are 
further elaborated and critically discussed in the context of manufacturing in the following. Subsequently, 
the distribution of these is evaluated by analysing papers related to the datasets found.  

3.1 Classification metrics 

A common method for evaluating the performance of classifiers is the confusion matrix. It is applicable for 
problems where the output includes two or more classes. In the confusion matrix for binary classification 
problems, the classes are called positive and negative while the labels true and false indicate whether a 
prediction matches the true value or not. Most of the classification performance metrics can be derived 
directly (e.g. sensitivity, precision) or indirectly (e.g. Receiver Operating Characteristic (ROC), Precision-
Recall Curve (PRC)) from the confusion matrix [83]. Accuracy describes the portion of correctly predicted 
data points out of all data points. While it is often used as a single metric to evaluate classification problems, 
the pure focus on maximizing accuracy is viewed critically by some researchers [83,87]. The reason for this 
is that classification accuracy considers the same misclassification costs for false positive and false negative 
errors. For most real-world problems one type of classification error (i.e. type I, type II) is more expensive 
than another. This issue is especially important when dealing with imbalanced datasets which frequently 
appear in manufacturing use cases. Suppose a model predicts NOK parts (positive class) at a quality gate 
which represents a problem with two classes: class A (OK parts) is 95% of the dataset and class B (NOK 
parts) is the remaining 5%. By simply predicting class A for every sample, the model can reach an accuracy 
of 95%, which seems to be a good score, but it is not. To overcome this, Seliya et al. point out that a classifier 
should be evaluated not only by one, but a set of performance metrics. Through this approach, several 
performance aspects can be considered and differentiated conclusions can be drawn [88,89]. In the given 
example of quality control, the correct prediction of the minority class may be of higher importance since a 
faulty delivery to the customer is to be avoided at all costs which promotes the use of recall as the primary 
evalution metric. Though, precision cannot be ignored as a low precision may lead to high quality control 
costs due to a high number of tests. This highlights, that the selection of a relevant metric is highly dependend 
on the actual use case. A metric that takes both recall and precision into account is the F-score. It uses the 
harmonic mean in place of the arithmetic mean, thus punishing the extreme values more [82]. A special case 
of this metric is the Fβ-score, that allows the user to emphasize on either recall or precision [90]. Neither of 
the above mentioned metrics take into account the number of true negatives [91]. Specificity is used to 
determine the proportion of actual negative cases which got predicted correctly.  
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All metrics mentioned so far are single-threshold metrics, which means that they are defined for an individual 
score threshold (cut-off) of a classifier and cannot give an overview of the different performance levels at 
varying thresholds [90]. Through performance curves, the changing metrics at varying thresholds can be 
captured [90]. The most widespread curves are the ROC and the PRC. The ROC plot shows the trade-off 
between recall and specificity at varying thresholds [92] and an operating point, i.e. threshold, needs to be 
chosen according to the use case requirements. A single performance metric that can be derived from the 
ROC curve is the Area Under the ROC Curve (AUROC) score. An AUROC of 0.5 results from random 
choice while an AUROC of 1.0 shows a perfect classifier [93]. As with the ROC curve, the Area Under the 
PRC (AUPRC) is also used as a single metric. Differently to AUROC though, the baseline of AUPRC 
changes with class imbalance [90].  

3.2 Use of classification metrics in publications 

After presenting and discussing the state of the art in terms of classification metrics and the associated 
difficulties, the analysis of 49 different publications dealing with classification algorithms on the identified 
datasets is explained below. The selection is based on a backward search starting from the datasets found. 
Similar to the findings of Haixiang et al., accuracy is the most widely used metric in classification tasks. 
Almost 72% (35) of all analysed publications use accuracy as a performance metric, while for 39% of the 
publications, accuracy was the only metric used (see Figure 2). Furthermore, 45% of the publications only 
use one metric to evaluate their results. Although several authors highlight the widespread use of 
performance curves as an evaluation metric, this could not be fully confirmed in the analysis conducted. 
Altogether only eleven publications either used ROC, AUROC, PRC or AUPRC to evaluate their results. It 
should be noted that none of these used both ROC (AUROC) or PRC (AUPRC) and thus could not 
encompass all performance aspects. Only about 25% (12) of the publications studied used three or more 
metrics for evaluation. 

Figure 2: Analysis of publications regarding evaluation metrics (n = 49) 

4. Conclusion 

In this paper we provide a comprehensive overview and comparison of datasets suitable for the development 
of ML applications in the manufacturing sector as well as corresponding metrics for effective performance 
evaluation of classification problems. The identified use cases include predictive maintenance, condition 
monitoring, process monitoring, predictive quality, quality inspection and process parameter optimization. 
The analysis has the aim of stimulating research in this field as well as to promote the use of public datasets 
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for evaluation. This is required to compare the performance of different approaches objectively in research, 
which is often not possible due to the use of proprietary datasets that are not shared because of data privacy 
concerns. Further, manufacturing companies can employ the public datasets in the development of 
algorithms for their specific facilities and gain practical knowledge and experience in the process [4]. 
Additionally, we showed that a large part of the analysed studies solely use accuracy for performance 
evaluation of classification problems, which may not be expressive enough in all use cases. As an 
opportunity for future work, it would be of interest to identify or create datasets, corresponding tasks and 
metrics that can serve as a standard benchmark for certain use cases in manufacturing, comparable to other 
industry areas such as autonomous driving. 
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Abstract 

Software demonstrators enable the transfer of theoretical concepts into industrial practice and therefore are 

used in various research areas. Although the stages of the development of a software demonstrator are 

already described in literature, it lacks an examination of fundamental decisions and characteristics 

throughout the development process. Characteristics, such as transparency, hold across all research areas 

and industries. A specification and extension depends on the individual use case. This paper describes the 

necessary decisions regarding the framework of a software demonstrator for data analysis in the field of 

production logistics and the characteristics applicable before and during the actual implementation of the 

software demonstrator. Key decisions are for example the design of the software architecture or the choice 

of the programming language. The characteristics equal the requirements to a certain extent and relate 

directly to the users and to the application itself. Discussions with companies from a wide range of industries 

revealed underlying conflicts and diverse priorities in terms of the aspects of functionality. Especially the 

size of the company seems to play an important role regarding the expectations of a software demonstrator. 

Therefore, the integration of potential future users into the development process of a software demonstrator 

presents a major advantage. It reduces the number of cycling stages at the end of the development process 

and increases the willingness to use the software demonstrator after its completion. As the objectives behind 

software demonstrators can highly differ in the field of production logistics, concepts of demonstrators and 

software engineering and the related objectives were examined. A demonstrator for determining the order 

processing strategy serves as an example of how these different approaches interrelate. 

Keywords 

Software demonstrator; Decision making; Application-related characteristics; User-related characteristics; 

Order processing strategy  

1. Introduction 

Demonstrators point out the usefulness of concepts or new technologies. Functioning as testing and 

experience-generating tools, they help to remove the barriers between theory-based research and actual 

application in day-to-day industrial practice. Highlighting the potential of applications for a variety of 

industries, demonstrators often appear in showrooms or at industry fairs. In this case, the appearance as well 

as the transportability of the demonstrators play a major role. Increasing digitization leads to changes in the 

nature of demonstrators. There is a noticeable growth in all-software demonstrators and a trend towards 

combining traditional physical demonstrators with software demonstrators.  
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Software demonstrators offer the opportunity to automate the calculations of complex models and thus allow 

access to scientific solutions even for people unfamiliar with the subject. A popular example is a quality 

control system supported by machine vision [1]. Researchers discuss the use of intelligent systems for 

planning and controlling production processes for decades. For example, already in 1992 Yang et al. 

analyzed the similarity of components for the automated generation of process plans [2]. However, the 

transfer of similar procedures into industrial practice has just started to pick up speed in the last few years. 

Reasons for this are the increasing availability of data and the rising acceptance of these methods by 

companies. Nevertheless, a widespread use is still not visible. While companies appreciate the potential of 

intelligent systems for decision making in production planning and control [3], they also recognize the 

dependency of the quality of the decision on the quality and integrity of the used data [4]. The analysis of 

huge amounts of data presents a challenge, especially for small and medium-sized companies. In this area, 

software demonstrators can provide assistance to a certain extent. 

In the field of production logistics various software demonstrators have been developed so far. They range 

from presenting cause-effect relationships [5] to tools providing assistance to apply machine learning 

methods [6]. Regardless of the different interpretations and applications of software demonstrators in this 

field, they are all built upon data analysis. Recent studies indicate that there is still a shortage regarding 

skilled worker in this field [7]. Companies have the opportunity to compensate this through hiring external 

experts at high cost. However, the development of software demonstrators for research purposes cannot be 

outsourced. Instead, this requires a holistic approach including knowledge of theoretical models and 

scientific research methods. For an adequate support, an examination of the fundamental decisions and 

characteristics throughout the development process of a software demonstrator is missing. A description of 

these decisions and characteristics can help to improve the development process and allows focusing on the 

specifications and extensions for the individual use case.  

To incorporate different views on the term software demonstrator and to identify the criteria and influences 

a literature research based on the established scientific databases Scopus, Web of Science and Google 

Scholar [8] was carried out. Besides standard literature on software engineering [9, 10], different concepts 

of demonstrators and the related objective, such as proof of concept, were examined. To evaluate the results 

and derive conclusions, interviews with companies from a variety of industries were conducted. This 

included small companies with around ten employees to large multinational companies. Apart from 

manufacturing companies, logistics service providers, consulting firms and software developers were 

considered. In the following, a demonstrator for determining the order processing is described to provide an 

example for the application of the presented general framework. Figure 1 shows the simplified architecture 

of the software demonstrator for determining the order processing strategy. As an abstract description of the 

overall system the architecture contains the general functionalities, the modules as well as the methods and 

patterns. Thus, it acts as a bridge between the requirements and the actual programming [11].  

 

Figure 1: Simplified architecture of a software demonstrator using the determination of the order processing strategy 

as an example. 
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The subsequent section describes the development process of a software demonstrator and its challenges. 

This provides the framework for the analysis of the decisions and characteristics throughout the development 

process in section three. Furthermore, the characteristics are linked to the application and the users. Lastly, 

the conclusions of the paper are summarized and future research possibilities are outlined. 

2. Development Process of a Software Demonstrator 

The principles of a software development process have been examined widely in the literature. Already in 

1979, DeMarco described the five phases of software development [12]. Figure 2 shows these phases and 

highlights the challenges of the application to the development process of a software demonstrator for data 

analysis in the field of productions logistics. The challenges are derived from literature research, interviews 

with companies and experience from previous research projects. 

 

Figure 2: Main challenges for the application of the five phases of software development after DeMarco [12] during 

the development process of a software demonstrator 

The first step is the exact and complete definition of the methodology to be developed. Already during the 

definition of the functionalities developers face various challenges. An overall objective of software 

demonstrators is a broad applicability. This leads to a conflict between a detailed analysis and a fast analysis. 

In addition, easy access as well as high data security standards are required. This is especially important as 

industrial data are often confidential. These conflicts remain relevant during all phases of the software 

development process. When transferring theory-based research findings into a software demonstrator, the 

existing theoretical validated framework can be used as reference during the definition and design phase. As 

the users of a theoretical model and a software demonstrator can differ additional requirements needs to be 

taken into account. 

Actively involving the interest groups during all phases helps to prevent a deviation between expectations 

from the actual functionality of the software demonstrator, and thus minimizes the number of cycling stages 

resulting from non-occurrence. As an attempt to reduce the complexity, researchers further differentiated the 

definition phase. Balzert provides a good example by distinguishing between requirements in terms of 

functionality, performance, quality and framework conditions [13]. Models from the area of software 

development such as the waterfall model [14] or the spiral model [15] are early examples of the importance 

of a detailed analysis of the realization of the development processes. Such differentiations and descriptions 

are beneficial. Nevertheless, the identification of the future users is essential as differing needs can have a 

high impact on the software demonstrator [16].  
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In this context, it is important to understand the existing types of interest groups and evaluate the benefits of 

extending the system. Existing software demonstrators, such as the FRDISI [17] or the 4SECURail 

demonstrator [18], point out diverse interest groups for their respective areas and mainly base the general 

architecture of their demonstrators on these. This supports the assumption that a key factor behind the 

generation of the so-called usability and the associated user acceptance is the involvement of future users in 

the entire development process. The success of the incorporation of the results provided by the software 

demonstrator in a company highly depends on the acceptance of the employees regarding new technologies 

or processes. A human-centered design process helps to incorporate the user in an appropriate way. Besides 

other characteristics, a human-centered design process understands and actively involves the users and 

according to ISO 13407 [19]. Combining approaches of human-human and human-computer interaction 

research creates the basis for identifying the actual underlying criteria of such a process [20]. Trending topics 

such as artificial intelligence push this idea further [21]. Depending on the individual use case, additional 

approaches from fields like decision support systems [22] or simulation [23] can complement these criteria. 

The design of user interfaces directly relates to usability. In 1993, Nielsen defined practices for usability 

engineering [24]. For novel technologies and concepts, trustworthiness is one of the most critical aspects. 

Mathis et al. show how personalized interfaces create trustworthiness, persuasion and even affection towards 

automated transport vehicles [25]. Similarly, a study on mobile services adoption points out the importance 

of trust and the user's desire to be in control [26]. With increasing digitalization and the growing interest in 

topics like artificial intelligence, the requirements of users broaden and result in design principles for specific 

topics, such as Industry 4.0 components [27]. The rising level of expectations has a strong impact on the data 

requirements. Data should not only be available, but also transparent and able to process in real-time [28]. 

The usability of data also demands easy data inputs and modifications of the data base [26]. For example, 

well-known technologies such as radio frequency identification provide opportunities for real-time data 

processing and therefore enable dynamic decision making [29]. 

Regardless of the degree of involvement of future users, an evaluation of the usability before, during and 

after the implementation of a system is mandatory. Already in 1997, Lin et al. proposed an index to measure 

the usability of software interfaces [30]. They take a wide range of requirements into account such as the fit 

to the user’s expectations, the consistency, the flexibility, the learnability and the provided guidance. A 

variety of methods exists to conduct evaluations throughout the development process. As a way to eliminate 

obvious usability problems prior to an actual test, it is possible to carry out a cognitive walkthrough [31]. In 

terms of an actual test, Holzinger defines thinking out loud as one of the most valuable methods to identify 

shortcomings regarding usability [32]. Scholtz provides a good overview of evaluation methods [33]. 

3. Decisions and Characteristics 

Throughout the development process of a software demonstrator, multiple decisions are required. The 

decisions are mainly driven by the defined objectives, but also directly interrelate with the users and the 

application itself. In the following, possible influences and criteria are outlined. Figure 3 visualizes the key 

decisions and characteristics during the development process of a software demonstrator for data analysis in 

the field of production logistics. It shows the underlying conflicts and highlights the importance of a 

continuous analysis, validation, and verification. The characteristics partly equal the requirements. 

Characteristics can influence the development process, but their existence is not necessary in every case. 

Requirements are considered mandatory for the development process of a software demonstrator. For 

example, the project lead-time can be seen as an externally given specification and have a strong impact on 

the entire developing process. Therefore, it classifies as a characteristic and as a requirement. The pre-

existing infrastructure influences the development process of a software demonstrator, but the existence of 

an instructor prior to the development process is not necessary. Thus, it is only a characteristic.  
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Figure 3: Decisions and characteristics, ongoing processes and underlying conflicts during the development process 

of a software demonstrator 

In the following, the individual aspects are described in more detail and examples of connections based on 

a software demonstrator for determining the order processing strategy are given. It should be noted, that all 

decisions and characteristics are directly or indirectly connected. Defining the overall objective of a software 

demonstrator represents the beginning of the development process. The development requires a considerable 

amount of resources such as time, effort and money, and is a never-ending process in case the software 

demonstrator changes along with evolving companies over the years. To limit the effort the project lead-

time and the general functionalities should be specified prior to any decisions. In contrast to commercial 

software development projects, there is no contract detailing these aspects. Nevertheless, building a software 

demonstrator based on an existing theoretical model has a major advantage. The concept has usually already 

been validated, for example by simulation studies. Thus, the risk of a project failure is comparatively low. 

The overall objective is directly related to the general functionalities and the project lead-time. The definition 

of the overall objective leads to the obvious interest group, the users. Identifying additional interest groups 

and incorporating their requirements can lead to adjustments of the objective definition (figure 1, arrow 1). 

The objectives of all interest groups should withstand in the real world. In the case of programming software, 

a wide range of possible requirements exists and thus additional support is required to merge the 

requirements together. Nuseibeh and Easterbrook suggest a roadmap to specify the requirements of software 

products [34]. Moreover, further classifications of the requirements such as a distinction between functional 

and non-functional can be beneficial. Aurum and Wohlin provide a list with examples for different 

requirement classifications [35]. Risk management approaches suggest to confront the interest groups in case 

of non-occurrence and to rank all requirements. Disguising non-occurrence will simply postpone the problem 

and even intensify it [36]. Therefore, the first and probably most continuously present decision is the 

selection of the interest groups. This calls for an additional distinction between the users and the generally 

possible interest groups. For the majority of cases the interest groups equal the users. Nevertheless, people 

do not need to be direct users to influence the development process. This includes people related to the data 

collection and preprocessing as well as people whose work is influenced by the results of the demonstrator. 

Neglecting to align the demonstrator with data acquisition and preprocessing results in the need of additional 

data standardization, cleansing and format transformation. Although this is possible without programming 

skills, for example through software such as KNIME [37], these additional process steps affect the usability 

of the demonstrator negatively.  
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Apart from that, it is important to know about the data already collected but so far not used and the cost-

benefit ratio between the gathering of additional data and the quality of the results from the demonstrator. 

Involving the responsible parties eases the estimation of the necessary time and effort due to existing 

experience and even helps to reduce barriers regarding possible future extensions of the data collection. The 

interpretation of data requires a considerable amount of effort as well. Therefore, the results from the 

demonstrator need to be easy to evaluate and appropriate actions should be derivable without a high amount 

of effort and the consultation of experts [22]. A way to achieve this is the identification of tools, which 

comely exist in companies and possibly will be used for postprocessing the data of the demonstrator. This 

also raises the question who will maintain and potentially upgrade the system from a long-term perspective. 

Unless these tasks belong to the developer himself, more people need to be actively included in the 

development process (figure 1, arrow 2). Especially important in this context are a high level of detail in the 

documentation and the use of standards. On top of simplifying maintenance and extensions, standards 

provide the foundation for scalability [38]. Individual use cases imply different levels of detail and 

complexity. The main challenge is to enable a broad applicability and possibilities for detailed analysis, but 

at the same time provide a fast and efficient analysis [22]. 

The demonstrator should be applicable to both small and very large companies [23]. The number of people 

potentially connected to the demonstrator as well as the expectations tend to increase along with the company 

size. Small companies tend to focus on aspects such as reusability due to the usually more limited resources 

available for development. Using pre-defined elements can help to achieve a higher level of detail while 

meeting the defined project lead-time (figure 1, arrow 3). In addition, not needing to start modeling from 

scratch reduces the occurrence of errors [22]. On the other hand, fitting a new system to an existing 

infrastructure can result in a less efficient analysis. Aiming for a reusable and scalable system generates 

interest for more companies and therefore is a common objective for demonstrator developments [38]. 

Adaptability to different companies includes different industries as well as a variety of products and 

processes. Thus, modularity is one of the key aspects to achieve a scalable and reusable system [23]. In 

addition, a modular architecture is beneficial in case users want or are expected to make individual 

adjustments to the demonstrator. The challenge is to balance a universally applicable solution, a high level 

of detail and easy to follow calculation. Unless the demonstrator is considered as a sort of black box, a 

common ground regarding terms and data flow structure is essential [39]. After determining the interest 

groups, the general architecture is designed with regards to the identified requirements (figure 1, arrow 4). 

The next step is the selection of the programming language. Consideration the programming skills of the 

developer, the users and if possible the long-term system manager helps to reduce the project lead-time as 

well as the maintenance and modification effort. On the downside, it heavily restricts the programming 

language (figure 1, arrow 5). As a result, a programming language or evaluation method that is actually more 

suitable for the application may be rejected due to a lack of experience. For example, R is a common software 

for statistical data analysis, but requires a considerable amount of knowledge [40]. In addition, the question 

of how to balance easy access and data security arises. Web-based solutions ease the linkage to other systems 

and enable a wide user base. Nevertheless, in the case of processing confidential data, companies commonly 

favor non web-based solutions. Data and users are also key aspects in the verification and validation. Only 

a high level of data quality and the correct usage lead to the desired result. A verification is especially 

important in the case of modular systems as it ensures the correctness of both the individual modules and the 

overall system. Just like models, demonstrators represent abstractions of real-world problems or systems. 

They support decision making by helping to estimate the outcome prior to an actual implementing [41]. 

Therefore, the validation by a real industrial application is mandatory to control the level of abstraction [22]. 

In case of the software demonstrator for determining the order processing strategy the central challenge was 

to connect the various requirements resulting from the fact that the order processing strategy interacts with 

upstream strategic aspects and at the same time with downstream production planning and control tasks. As 
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a result, not only different companies and their diverse production processes but also numerous divisions 

within this companies had to be involved in the development process. One way of achieving this was to set 

up a working group for the companies to exchange views and experience amongst each other. In addition, 

several companies were visited to generate a common understanding of their production processes and the 

associated procedures. 

4. Conclusions and Outlook 

Transferring theory-based research findings into the day-to-day industrial practice is challenging. Software 

demonstrators can help to speed up this process by linking theory-based research to the real world problems 

of companies. Nevertheless, they are only temporary solutions. Companies might use a software 

demonstrator as a starting point for their own customized developments. Researchers can upgrade the 

software demonstrator as they gain new insights or connect it to other demonstrators to take a step towards 

a smart factory. Existing literature often neglects the decisions and characteristics during the development 

of a software demonstrator or focuses on a very specific case of implementation. Interviewing companies 

from a variety of industries revealed a rising level of expectations for software demonstrators in the field of 

productions logistics aligned with the company size. Large companies tend to have more people involved in 

the development process and more pre-existing infrastructure. In this case, the decision, which requirements 

should be prioritized, and which requirements should not be taken into account, is essential. Employees in 

small and medium-sized companies usually have less time available to take an active part in the development 

process. This shifts the focus to deciding when users are actually needed and to what extent testing with 

fictitious data or freely available data from other areas is sufficient. Incorporating different sized companies 

from various industries in the development process ensures a broad applicability. Thus, a software 

demonstrator should be designed to fit shifting objectives. Even though the decisions and characteristics are 

influenced by the company size, it does not change their strong interrelations and the underlying conflicts. 

Only a continuous analysis, verification and validation alongside a clear position between the conflicting 

objectives can lead to the development of a suitable software demonstrator. As the development process of 

a software demonstrator differs from a classical software engineering process, further research is required. 

Analyzing the reusability of pre-defined software elements could help to standardize the development 

process. For example, examining the wide range of existing projects containing software demonstrators 

could help to highlight similarities and at the same time specify the decisions and characteristics tendencies 

for different research areas.  
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Abstract 

In this paper, a new solution for the facility layout problem is presented. The approach was integrated into a 
planning software. The aim of the MeFaP research project was mainly the development of a user-friendly 
decision support regarding the facility layout problem for small and medium-sized companies. Therefore, a 
realistic modelling of the planning problem was focused on. Thus, a path planning with area allocation was 
integrated, for example. The metaheuristic Tabu Search was selected as a solution approach. To ensure an 
efficient optimisation, the optimisation is performed in two steps, once without and then with route planning. 
The experiments were performed with the objectives material flow distance, temperature and cleanliness, 
which are briefly described. The results of the experiments were compared with current solution approaches. 

Keywords 

multi-objective facility layout problem; factory planning; multi-criteria optimization; metaheuristic; tabu 
search; planning software 

1. Introduction 

In the research project MeFaP, an optimization approach for quantitative, multi-criteria facility layout 
planning was developed [1–3]. More precisely for the facility layout problem (FLP), which is defined as the 
arrangement of facilities in a factory site, to achieve the best possible fulfilment of objectives while taking 
restrictive constraints into account. The project aimed to provide an user-friendly decision support for non-
professional users. Furthermore, quantitative layout evaluation formulas, which were developed in the 
preliminary project QuaMFaB [4], were examined regarding their applicability for a multi-objective facility 
layout problem. Since currently used optimization approaches are mostly limited regarding their objective 
function. Often only one objective is optimized, the material flow distance respectively material handling 
costs (cf. [5]). A comprehensive survey of current approaches is given by DRIRA ET AL., HOSSINI-NASAB ET 
AL. as well as SHARMA AND SINGHAL [6,5,7]. In facility layout planning, however, other objectives 
respectively objective fields, such as changeability, communication flow or occupational health and safety 
standards (like temperature and cleanliness), are in many cases also relevant for planning (cf. [9,8]). For this 
reason, a multi-criteria solution approach was developed to enable holistic optimization of facility layouts. 
Due to the structure of the evaluation formulas, a discrete layout presentation was necessary (cf. [4]). This 
means that the factory floor is covered by a grid of square cells with equal size, which is variable and can be 
adapted by the user, to model specific planning projects. The facilities are also covered with the grid. In this 
way, different information can be assigned to individual cells of the factory floor or facilities. For example, 
the availability of a medium such as electricity or the lighting intensity of daylight can be assigned to a cell 
of the factory floor. A corresponding demand can be assigned to the cells of a facility. By positioning a 
facility on the grid, the superimposed cells are linked together. The layout is evaluated by comparing the 
demand of the facility cell and the supply of the factory floor cell. Due to the discrete representation, the 
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FLP is modelled as a quadratic set covering problem (QSP). The facilities are characterized by a regular 
shape and a fixed aspect ratio. In addition, the facilities have fixed pick-up and drop-off points as well as 
spatial orientation. Overlapping of facilities is not allowed. The optimization problem is also characterized 
as an open field layout. During the optimization, the position of the facilities and the necessary path structure 
for the layout is arranged.   
According to prevailing opinion in the literature, a continuous problem formulation is better suited to find 
an optimal solution for the FLP than a discrete problem formulation [6,10]. Due to the grid-based problem 
formulation, facilities could not be represented with their exact size, and have to be adapted to the cell size 
of the grid. This usually leads to an (slight) enlargement of the facilities. Because of the insufficient detailing, 
it might not be possible to consider exact pick-up and drop-off points [6]. Thereby a path planning is also 
shown as not possible. As the main disadvantage of a discrete problem formulation, it is argued that the 
"real" optimal respectively continuous position of the facilities cannot be found because of the limited 
solution space [12,11].  
This argumentation ignores the fact that the level of detail depends on the definition of the cell sizes. As 
smaller the cells are, as greater the detailing is. Furthermore, it is neglected, that the often-used fixed size 
and shape of facilities is based on the assumption, that this information is known a priori. In the research 
project, all assumptions were verified with manufacturing companies. According to the predominant opinion 
of the companies, a fixed representation of facilities is sufficient in the phase of block layout planning. 
Because the final design of the facilities is done in the subsequent realization planning. Accordingly, an 
approximate positioning of pick-up and drop-off points is also sufficient, since these points are also finalized 
in a later planning step. BOCK AND HOBERG provide a realistic layout planning with a discrete approach, 
where paths are considered [13].  
Within the project, a decision was made against a continuous problem formulation. In existing continuous 
approaches, pick-up and drop-off points as well as paths are taken into account [5,11]. However, the paths 
usually pass along the outer edges of the facilities or a rectangular path routing is assumed, whereby paths 
in some cases even cross trough other facilities [14,12]. The necessary path area is often not considered in 
the layout [16,15]. Consequently, an optimal positioning of the facilities is achieved, but this is not realizable 
without considering the path area. Therefore, current approaches are often not suitable for realistic layout 
planning. KLAUSNITZER ET AL. provide a continuous approach, in which path areas are planned [14].  
In the project, a decision support system should be developed that suggests companies the most optimal, but 
also realistic layout variants. As mentioned before, the discrete layout representation was necessary to 
integrate the previously developed evaluation formulas. This can be realized with the chosen approach. 

2. Optimization Approach 

This paper presents an optimization approach based on the metaheuristic tabu search. In the following, the 
implementation of tabu search, as well as the associated procedures for neighbourhood search, are presented. 
Furthermore, the objectives are explained. First, the problem formulation is explained in more detail. In the 
description of the optimisation approach, the developed software is also referenced. For example, user input 
will be described. Figure 1 shows the basic process of optimization. 

2.1 Implementation of the problem representation 

For discrete problem formulation, the factory surface is covered by a grid of square cells of equal size. The 
size of the cells can be defined by the user in integer steps. The shape of the factory floor can be modelled 
by hiding cells. In this way, non-regular shapes can also be represented.  
Restrictions can be assigned to each cell of the factory floor. These include ceiling height, floor load, ceiling 
load. Additionally, information regarding media can be assigned to the cells. Media do not represent 
restrictions during the optimization but can be used as an objective. The number of media can be defined by 
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the user (e.g. the availability of water, electricity, or compressed air). Furthermore, restrictive areas can be 
defined for different types of facilities or departments (e.g. production, assembly, warehouse). If one or more 
restricted areas have been defined for a facility type, it is only possible to position the associated facilities in 
this area. If no restrictive area is defined, facilities can be positioned anywhere, even in restrictive areas of 
other facility types. Additionally, it is possible to position fixed path cells.  

 
Figure 1: abstract optimisation process 

The position of the facilities in the layout is defined by their upper left corner. Facilities can be rotated in 
four steps (0°, 90°, 180°, 270°). Furthermore, it is possible to mirror facilities on the vertical axis. Rotation 
and mirroring affect the position of pick-up and drop-off points in the layout. The definition of pick-up and 
drop-off points is also done by the user within the setup. When positioning is not performed, pick-up and 
drop-off points are placed in the upper left corner at a rotation of 0°. The position of facilities in the factory 
floor can be fixed by the user. For example, machines with special fundaments could be considered in 
planning without changing their position. The fixing was a requirement of the consulting companies. 

2.2 Metaheuristic 

Tabu Search (TS) is a local search technique developed by GLOVER [17]. The method is based on the tabu 
setting of transformation steps. A transformation step is the repositioning of a facility in the layout. With an 
iteration of the tabu search, a repositioning is done for each facility. This means that as many new layouts 
are created as there are facilities. In an iteration, the same neighbourhood search method is performed for all 
facilities. This is a partial search in the neighbourhood. The best transformation step is accepted as new 
solution, set as tabu, and added to a tabu list. If a transformation step subsequently leads to the best solution 
in the neighbourhood again, it is not selected, but the next best neighbour is selected. The length of the tabu 
list (TL) controls how long a solution remains tabu. When the tabu list is full, the oldest entry is deleted. The 
tabu list avoids circling around a local optimum. If a tabu neighbour is better than the best-known solution, 
the tabu mechanism is bypassed; this is a so-called aspiration criterion. 

2.3 Initialization 

Two initialization methods were implemented. An adaptation of the Schmigalla method and a random based 
positioning. During the initialization, only feasible layouts are generated. Accordingly, all restrictions are 
strictly respected. If it is not possible to position a facility during initialization, the layout is deleted, and the 
method is executed again. The user can select the initialization method. Various experiments have shown 
that the random-based method is more likely to generate a valid initial layout when a high degree of space 
utilization is given.  

metaheuristic

initialization: parameter configuration

initialization: Schmigalla method 

neighbourhood search: swap, shift

path planning: A*-algorithm

layout evaluation: QuaMFaB

comparison of the layout variants

update best layout

layout configuration

e. g. media availability

input data

material flow matrix

result illustration

optimized layout

output data

layout evaluation
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In the adaptation of the Schmigalla method, first, the order of the facilities is determined based on their 
material flow relations. Then the first facility is positioned in the middle of the factory floor. Subsequently, 
it will be tried to arrange the next facility to the left, right, above or below the previously positioned facility. 
The direction is selected randomly. This process is repeated until all facilities are positioned.  
At the beginning of the random-based initialisation, the facilities are sorted in descending order according 
to their surface area. Based on this sequence, the facilities are placed at a random position. Rotation and 
mirror are also randomly selected. Since the largest facilities are positioned first, it is reliable to find a 
feasible solution even with a high space utilization ratio. 

2.4 Neighbourhood search methods 

Two neighbourhood search (NHS) methods were implemented. The selection of which neighbourhood 
search method is used in the optimization can be controlled by the user. For this purpose, a distribution can 
be set, which must sum up to 100%. During the optimization, a random number between 0 and 1 is chosen, 
the NHS is selected by comparing it with the distribution.   
The first method is an adaptation of the Local Reallocation Search (LRS) by BOCK UND HOBERG [13], 
which tries to reposition a randomly selected facility at a random position nearby. The rotation and mirroring 
of the facility are also determined randomly. If a check confirms that all restrictions are met, the facility is 
positioned, and the method is left. If restrictions are violated, a new random position, rotation and mirroring 
are chosen and checked again. This procedure repeats until an a priori set iteration maximum is reached 
(LRSIteration). By default, this is set to 100 iterations, however, it can be changed by the user. If the iteration 
maximum is reached, a new facility is randomly selected, and the process starts again. The maximum 
permissible distance to the original position is used as a control parameter of the LRS (LRSStepSize). By 
default, the value is set to 10 cells and can also be changed by the user. Good results are achieved if the value 
reflects approximately the edge length of a medium-sized facility related to the data set.  
In the Open Area Search (OAS), a facility is randomly selected first. Then the size of all open areas in the 
layout is calculated in which the selected facility could fit in. The selection of the open area can be performed 
in two different ways. In the first variant, the determined open areas are sorted in descending order of size. 
This is an attempt to prevent large open areas from being occupied by small facilities. In the second variant, 
the open areas are sorted in ascending order concerning the distance to the current position of the facility. 
After sorting, the method checks if the facility could be positioned with respect to the restrictions. If this is 
the case, the facility is repositioned, and the method is left. If restrictions would be violated, the next open 
area from the list is checked. If no suitable open area is available, a new facility is randomly selected, and 
the process starts again. Figure 2 shows the application of the OAS concerning facility f = 3, with the size-
oriented sorting variant. In this example, open area3 would be selected first for the check. 

 
Figure 2: Example of possible open areas for facility f = 3 

2.5 Path planning 

Two methods were used to calculate the transport path length, the A* algorithm and the Euclidean distance. 
The A* algorithm is a well-known and frequently used shortest path algorithm first published by HART ET 
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AL. [18]. Compared to other shortest path algorithms, it requires less computing power and memory. The 
A* algorithm always finds the shortest path between two points. In the present case, this concerns the pick-
up and drop-off points of the facilities between which a material flow is necessary. Free cells, fixed path 
cells and local path cells are available for path planning. Local path cells are cells that have already been 
used by a path between other facilities. These are accordingly planned in the layout. The use of various cell 
types has different "costs". The default values of the route costs are: fixed route cells = 1, local route 
cells = 1.5 and free cells = 3. Accordingly, the A* algorithm would take a diversion of 3 cells to use fixed 
route cells instead of free cells. It always determines the shortest respectively the cheapest path. In this way, 
it is avoided that multiple parallel paths are created in the layout. Path costs can also be modified by a user.
  
The Euclidean distance is the direct connection between two points. If the Euclidean distance is used to 
calculate the transport path lengths, local path cells are not planned in the layout. The calculation of the 
method is many times faster than the A* algorithm. 

2.6 Two-stage optimization 

In order to reduce the computing times, a two-stage optimisation was implemented. The functionality of the 
applied heuristics is not affected. The acceleration is mainly based on the selection of the path planning 
approach. In the first optimisation stage, the Euclidean distance is used to calculate the transport path lengths. 
In the second stage, the A* algorithm is used. In this way, about 10 to 15 times more layout variants can be 
evaluated at the same time. The control parameters of the optimisation stages can again be set by the user. 
These should be selected in such a way that the first stage takes up a much larger share of the total computing 
time. During the experiments, a ratio of 20:1 was chosen.  
Between the stages, the layout must be re-initialised to enable path planning with the A* algorithm. This is 
because, in the first stage, the pick-up and drop-off positions of the facilities can be blocked by other facilities 
or the external walls of the factory. This is not possible when using the A* algorithm, because otherwise no 
path can be found. The intermediate initialisation of the layout is based on the Local Reallocation Search, 
trying to place the facilities at the same position as before. In contrast to the behaviour with the 
Neighbourhood Search, the positioning is not random, instead, it moves outwards step by step from the 
original position. Rotation and mirroring are also not randomly but systematically varied. 

2.7 Layout evaluation 

The evaluation of the layout variants is based on the evaluation formulas designed in the preliminary project 
[4]. These were adapted or improved in the current project [1]. Scaling of the objectives is not necessary. 
The result values of all evaluation formulas are percentage values with a value range of {0, 100}. This results 
from the comparison of layout variants. An intermediate evaluation result of a current layout variant is 
compared with the best-known intermediate evaluation result of the respective objective. The best-known 
evaluation result is constantly updated during the optimisation process if there is a better solution. This 
modelling ensures direct comparability or transferability. The modelling also allows the combination of 
objectives that have to be minimised and maximised. However, a weighting factor ω is applied to the 
combination. It can also be configured by the user. In the following, only the evaluation formulas relevant 
for the paper are presented. 

𝑓𝑓: facility  
𝑚𝑚: material flow between a pair of facilities   
𝑣𝑣: layout variant 

Material flow distance 

 𝑀𝑀𝑀𝑀𝑣𝑣 = �𝑀𝑀𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚𝑚𝑚
𝑀𝑀𝑀𝑀𝑀𝑀𝑣𝑣

� ∙ 100% (1) 
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𝑀𝑀𝑀𝑀𝑣𝑣:   objective function of the material flow distance for variant 𝑣𝑣  
𝑀𝑀𝑀𝑀𝑀𝑀𝑣𝑣:   material flow distance of variant 𝑣𝑣 in metres  
𝑀𝑀𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚𝑚𝑚:  minimum material flow distance of all variants 

 𝑀𝑀𝑀𝑀𝑀𝑀𝑣𝑣 = ∑ (𝑀𝑀𝑀𝑀𝑀𝑀𝑚𝑚𝑀𝑀
𝑚𝑚=1 ∙ 𝑀𝑀𝑚𝑚) (2) 

𝑀𝑀m:   distance of material flow 𝑚𝑚 in metres  
𝑀𝑀𝑀𝑀𝑀𝑀𝑚𝑚:   transport intensity of material flow 𝑚𝑚 

Temperature  
The objective temperature is an objective function which must be maximised. Thus, influencing facilities 
should be positioned separately from each other. For this purpose, a temperature factor 𝑇𝑇𝑇𝑇𝑓𝑓 is assigned to 
each facility. The factor is freely selectable but must follow a predefined scheme: positive values represent 
temperature emission, zero means neutrality and negative values indicate temperature sensitivity. The more 
the values of two facilities differ, the greater is the distance requirement (4). Dependencies must be indicated 
with a sign change.  

 𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇𝑣𝑣 = � 𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇𝑀𝑀𝑣𝑣
𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇𝑀𝑀𝑚𝑚𝑚𝑚𝑚𝑚

� ⋅ 100% (3) 

𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇𝑣𝑣:  objective function of the temperature-sensitivity in variant 𝑣𝑣  
𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇𝑀𝑀𝑣𝑣: temperature-sensitive distance of variant 𝑣𝑣  
𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇𝑀𝑀𝑚𝑚𝑚𝑚𝑚𝑚: variant 𝑣𝑣 with the maximum temperature-sensitive distance 

 𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇𝑀𝑀𝑣𝑣 = 1
2
∙ ∑ ∑ ��𝑇𝑇𝑇𝑇𝑓𝑓 − 𝑇𝑇𝑇𝑇𝑓𝑓′� ∙ ��𝑥𝑥𝐶𝐶𝑇𝑇𝑚𝑚𝑓𝑓 − 𝑥𝑥𝐶𝐶𝑇𝑇𝑚𝑚𝑓𝑓′�

2
+ �𝑦𝑦𝐶𝐶𝑇𝑇𝑚𝑚𝑓𝑓 − 𝑦𝑦𝐶𝐶𝑇𝑇𝑚𝑚𝑓𝑓′�

2
�𝑀𝑀′

𝑓𝑓′=1
𝑀𝑀
𝑓𝑓=1  (4) 

𝑥𝑥𝐶𝐶𝑇𝑇𝑚𝑚𝑓𝑓 ,𝑦𝑦𝐶𝐶𝑇𝑇𝑚𝑚𝑓𝑓: centroid-coordinate of facility 𝑓𝑓  𝑇𝑇𝑇𝑇𝑓𝑓: temperature factor of facility 𝑓𝑓  
𝑥𝑥𝐶𝐶𝑇𝑇𝑚𝑚𝑓𝑓′ ,𝑦𝑦𝐶𝐶𝑇𝑇𝑚𝑚𝑓𝑓′ : centroid-coordinate of facility 𝑓𝑓‘ 𝑇𝑇𝑇𝑇𝑓𝑓′: temperature factor of facility 𝑓𝑓′ 

Cleanliness  
The functionality of the objective function is similar to the objective function of temperature. Accordingly, 
the cleanliness factor 𝐶𝐶𝑇𝑇𝑓𝑓 represents the same dependencies as the temperature factor 𝑇𝑇𝑇𝑇𝑓𝑓. 

 𝐶𝐶𝐶𝐶𝑇𝑇𝐶𝐶𝐶𝐶𝑣𝑣 = � 𝐶𝐶𝐶𝐶𝑇𝑇𝑚𝑚𝑚𝑚𝑀𝑀𝑣𝑣
𝐶𝐶𝐶𝐶𝑇𝑇𝑚𝑚𝑚𝑚𝑀𝑀𝑚𝑚𝑚𝑚𝑚𝑚

� ∙ 100% (5) 

𝐶𝐶𝐶𝐶𝑇𝑇𝐶𝐶𝐶𝐶𝑣𝑣: objective function of the cleanliness-sensitivity in variant 𝑣𝑣  
𝐶𝐶𝐶𝐶𝑇𝑇𝐶𝐶𝐶𝐶𝑀𝑀𝑣𝑣: cleanliness-sensitive distance in variant 𝑣𝑣   
𝐶𝐶𝐶𝐶𝑇𝑇𝐶𝐶𝐶𝐶𝑀𝑀𝑚𝑚𝑚𝑚𝑚𝑚: variant 𝑣𝑣 with the maximum cleanliness-sensitive distance 

 𝐶𝐶𝐶𝐶𝑇𝑇𝐶𝐶𝐶𝐶𝑀𝑀𝑣𝑣 = 1
2
∙ ∑ ∑ ��𝐶𝐶𝑇𝑇𝑓𝑓 − 𝐶𝐶𝑇𝑇𝑓𝑓′� ∙ ��𝑥𝑥𝐶𝐶𝑇𝑇𝑚𝑚𝑓𝑓 − 𝑥𝑥𝐶𝐶𝑇𝑇𝑚𝑚𝑓𝑓′�

2
+ �𝑦𝑦𝐶𝐶𝑇𝑇𝑚𝑚𝑓𝑓 − 𝑦𝑦𝐶𝐶𝑇𝑇𝑚𝑚𝑓𝑓′�

2
�𝑀𝑀′

𝑓𝑓′=1
𝑀𝑀
𝑓𝑓=1  (6) 

𝑥𝑥𝐶𝐶𝑇𝑇𝑚𝑚𝑓𝑓 ,𝑦𝑦𝐶𝐶𝑇𝑇𝑚𝑚𝑓𝑓: centroid-coordinate of facility 𝑓𝑓  𝐶𝐶𝑇𝑇𝑓𝑓:  cleanliness factor of facility 𝑓𝑓  
𝑥𝑥𝐶𝐶𝑇𝑇𝑚𝑚𝑓𝑓′ ,𝑦𝑦𝐶𝐶𝑇𝑇𝑚𝑚𝑓𝑓′ :  centroid-coordinate of facility 𝑓𝑓′ 𝐶𝐶𝑇𝑇𝑓𝑓′: cleanliness factor of facility 𝑓𝑓′ 

3. Case Study 

For the experiments, an in the literature frequently used data set was analysed [20,21,19,12]. It was first 
introduced by IMAM AND MIR [22]. The data set contains 20 facilities. The material flow relationships were 
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adopted without any adjustments. For the objectives temperature and cleanliness the data set was extended 
by randomised attributes (see Table 1). The cell size was set to 5 metres, which corresponds to a transport 
route with two-way traffic and an additional pedestrian path. The shape of the factory floor area is square 
and has an edge length of 75 metres. Accordingly, the grid has 15x15 cells. The pick-up and drop-off points 
were placed in the upper left corner of the facilities. Except for the facilities that have an edge length of more 
than three cells. In these, pick-up and drop-off points were placed in the middle of one side. For the control 
parameters of the optimisation a sensitivity analysis was performed. The resulting control parameters are 
shown in Table 2. The two-stage optimisation required an average of about 2 hours of computing time. 

Table 1: Extended facility data 

facility 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
𝑇𝑇𝑇𝑇𝑓𝑓  1 -1 0 0 0 1 1 1 1 1 0 1 -1 -1 0 -1 0 0 -1 -1 
𝐶𝐶𝑇𝑇𝑓𝑓  0 1 1 1 0 -1 0 0 0 0 1 -1 0 0 -1 0 -1 1 -1 -1 

 

Table 2: Parameter setting 

control parameter first stage second stage 
TL – length of tabu list 10 7 
TSIteration  2.000 - 10.000 100 
NHS-distribution 0.8 LRS; 0.2 OAS 0.8 LRS; 0.2 OAS 
LRSStepSize  5 5 
LRSIteration  100 100 
rotation of facilities enabled enabled 
mirroring of facilities enabled enabled 

 

First, an independent optimisation was performed for each objective. Then multi-criteria optimisations were 
executed. If two objectives were used, the weighting factors were set to 0.5 each, i.e. equal weighting. For 
the optimisation of all three objectives the weighting factors were chosen as follows: material 
flow ωMF = 0.4, temperature ωT = 0.3, cleanliness ωC = 0.3. The results of the experiments are shown in 
Table 3. Figure 3 a) shows the resulting layout regarding the mono-criteria optimisation of the material flow 
distance. For the mono-criteria optimisations the best result was achieved concerning the respective 
objective. In the multi-criteria optimisations, as previously expected, a deterioration of the results occurs, 
because of the contradictory objectives. When analysing the objectives, it is important to remember that the 
material flow distance (𝑀𝑀𝑀𝑀𝑣𝑣) must be minimised, and the temperature (Tempv) and cleanliness (Cleanv) 
maximised. However, the results demonstrate that multi-criteria optimisation leads to an acceptable trade-
off between different objectives. Thus, the aimed holistic approach for layout optimisation was achieved. 

Table 3: Experimental results 

 𝑀𝑀𝑀𝑀𝑣𝑣=𝑏𝑏𝑇𝑇𝑏𝑏𝑏𝑏 (metres) 𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇𝑣𝑣=𝑏𝑏𝑇𝑇𝑏𝑏𝑏𝑏 𝐶𝐶𝐶𝐶𝑇𝑇𝐶𝐶𝐶𝐶𝑣𝑣=𝑏𝑏𝑇𝑇𝑏𝑏𝑏𝑏  
ωMF = 1 12,860 5,654 5,282 
ωT = 1 32,210 10,845 8,222 
ωC = 1 35,170 8,975 9,932 
ωMF = 0.5, ωT = 0.5 16,160 8,083 6,929 
ωMF = 0.5, ωC = 0.5 16,200 7,595 6,760 
ωT = 0.5, ωC = 0.5 35,950 10,753 9,451 
ωMF = 0.4, ωT = 0.3, ωC = 0.3 17,830 8,838 7,320 

 

The results regarding the material flow distance were compared with other solution approaches [20,21,19]. 
The presented solution approach leads to similar good results (see Table 4). However, as the other solutions 
were optimised without a path structure and with pick-up and drop-off points in the centre of the facilities, 

530



the layouts had to be readjusted. A manual attempt was made to reproduce the arrangement of the facilities, 
considering path structure and discrete layout representation. For example, Figure 3 b) shows the adjustment 
concerning the result of GONÇALVES [21]. The adjustment to the path structure is expected to lead to a 
deterioration of the objectives. Therefore, the comparison must be examined critically. 

a)  b)  

Figure 3: a) best result of MeFaP (ωMF = 1), b) transmitted layout from GONÇALVES [21] 

Table 4: Comparison of results with other solution approaches regarding material flow distance (MF) 

ωMF = 1 MeFaP [20] [21] [19] 
MFv=best (metres) 12,860 21,510 16,420 19,320 

4. Facility layout planning software 

The previously described solution approaches were implemented with python. Additionally, a user interface 
was developed (Figure 4). With the resulting software, companies are able to optimise layouts independently.  

 
Figure 4: Example of the graphical user interface 

531



The input data (e.g. facility data, media, material flow relationships) can be prepared in an Excel file and 
imported into the software. In future, it will be even possible to automatically capture facility data [23]. 
Factory floor space, restrictions and media availability can be planned in the software. Besides optimisation, 
manual planning and evaluation is also possible. In this way, existing layouts can be analysed. In addition, 
optimised layouts can be modified by a user and re-evaluated. The software is available as a free download 
(mefap.iph-hannover.de). The code is open source (gitlab.com/iph-group/lo_aif_mefap_2017/mefap). 

5. Conclusion 

In this paper a new solution approach and software for the facility layout problem was presented. The focus 
of the research project was not the development of a solution approach that is as powerful as possible, but 
rather to provide an easy decision support for companies. As is often the case with decision support 
applications for real problems, subsequent changes may be necessary, for example, to create a layout that is 
natural to the human eye. However, this does not mean that restrictions are not considered during the 
optimisation. The implemented heuristic approach is nevertheless suitable to create good layouts. The 
comparability with existing solution approaches could be proven. However, future improvements are 
possible. For example, additional solution approaches can be implemented in the software. The required 
computing time should be reduced by more efficient coding. The user-friendliness of the software may be 
improved continuously in cooperation with companies.  
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Abstract 

Increasingly fast development cycles and individualized products pose major challenges for today's smart 
production systems in times of industry 4.0. The systems must be flexible and continuously adapt to changing 
conditions while still guaranteeing high throughputs and robustness against external disruptions. Deep rein-
forcement learning (RL) algorithms, which already reached impressive success with Google DeepMind's 
AlphaGo, are increasingly transferred to production systems to meet related requirements. Unlike supervised 
and unsupervised machine learning techniques, deep RL algorithms learn based on recently collected sensor- 
and process-data in direct interaction with the environment and are able to perform decisions in real-time. 
As such, deep RL algorithms seem promising given their potential to provide decision support in complex 
environments, as production systems, and simultaneously adapt to changing circumstances. 

While different use-cases for deep RL emerged, a structured overview and integration of findings on their 
application are missing. To address this gap, this contribution provides a systematic literature review of 
existing deep RL applications in the field of production planning and control as well as production logistics. 
From a performance perspective, it became evident that deep RL can beat heuristics significantly in their 
overall performance and provides superior solutions to various industrial use-cases. Nevertheless, safety and 
reliability concerns must be overcome before the widespread use of deep RL is possible which presumes 
more intensive testing of deep RL in real world applications besides the already ongoing intensive simula-
tions. 

Keywords 

Deep Reinforcement Learning; Machine Learning; Production Planning; Production Control; Systematic 
Literature Review 

1. Introduction 

Today's production has to cope with significantly increased complexities due to accelerating innovation cy-
cles and increasingly individualized customer demands. Fully customized products and on-demand produc-
tion impose high challenges on the associated production systems. In particular, production planning and 
control must be able to deal with uncertainties and constantly changing production environments [1]. Fail-
ures must be compensated quickly to enable on-time deliveries and optimize the production performance. 
Besides, production logistics must be able to perform the planned actions and meet the same requirements 
to ensure high robustness and reduce downtimes [2]. 

One opportunity to fulfill the demanding requirements and to keep up with product development is the ap-
plication of machine learning in production systems such as (semi-)supervised, unsupervised, or reinforce-
ment learning (RL). In contrast to (semi-)supervised and unsupervised learning, RL does not require a pre-
labeled set of data and any human supervision. It is characterized in particular by its trial-and-error learning 
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approach in direct interaction with the environment [3] and enables real-time online decision-making and an 
adaptive system design [4]. Especially with the success of DeepMind´s AlphaZero [5], neural network based 
RL received special attention which has resulted in a large number of publications in various fields and 
emphasized its capabilities in complex systems. However, even though [6] already emphasized the potential 
of general machine learning in production to improve quality and increase performances and availabilities, 
no focused review on research outcomes was conducted for the deployment of deep RL in production in 
recent years. In contrast, the fields of CPS [7] or general economics [8] among others have outlined research 
findings in a bundled manner and elaborated the advantages as well as major issues yet to be solved. 

We intend to provide a systematic literature review of ongoing deep RL research in production planning, 
control, and logistics. This includes the identification of simulated and real-world implementations as well 
as current implementation challenges. We also want to derive possible future research directions and provide 
incentives to leverage the deployment of deep RL in applications that can benefit from its flexibility and 
adaptability. For this purpose, we intend to answer the following research questions in production planning, 
control and logistics:  

− RQ1: What deep RL applications exist in the field of production planning, control and logistics? 
− RQ2: What are existing implementation challenges of deep RL? 
− RQ3: What are future research fields that need to be addressed to overcome these challenges and 

          support implementations of deep RL in production systems? 

To answer these research questions, we first give a short introduction to deep RL in Section 2, followed by 
the applied review methodology in Section 3. Section 4 presents the results of our review analysis (RQ1). 
Section 5 addresses RQ2 by outlining existing challenges and RQ3 by giving incentives for potential future 
research. Finally, a conclusion is given in Section 6. 

2. State-of-the-art 

RL is based on the agent-environment interaction loop as illustrated in Figure 1 and can be described as a 
sequential decision-making process. The agent performs an action and receives in turn a reward for this 
action and the current environmental state. With each loop and the gathered experience, the agent can adapt 
its behavior policy accordingly [3].  

Figure 1: Agent-environment interaction loop [3] 

Conventional RL methods often employ a Q-table for mapping the policy, in which recommendations for 
given states and the resulting actions can be retrieved. However, in high dimensional problem spaces, this 
leads to the curse of dimensionality and declining performances [9]. To circumvent this limitation, a neural 
network can be employed to map the policy. First demonstrated in 2013, such a deep RL algorithm outper-
formed human benchmarks in performances within the Atari environment [10]. Apart from the neural net-
work, it is essential to distinguish between model-free and model-based algorithms. Model-based algorithms 
learn a general model of their environment and can make predictions about the next possible state. Model-
free algorithms, on the other hand, do not learn a model of their environment, but iteratively gather experi-
ence and exploit their policy to evaluate executable actions [3].  Model-free algorithms can further be clas-
sified into value-based algorithms that require a discretization of the action space but have a better sample 
efficiency like the DQN, policy-based algorithms like a PPO that learn the policy directly and don´t need to 
evaluate actions based on Q-values like the DQN, and hybrid algorithms that try to combine both previously 
mentioned methods benefits [11].   
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A further characteristic of deep RL is its suitability for an application in decentralized and distributed multi-
agent systems. Especially in the field of smart manufacturing and Industry 4.0, distributed systems can lev-
erage the adaptability of a system and enable more robust responses against uncertainties and unforeseen 
events [12]. This makes RL being a promising technique to improve the performance of modern production 
systems. 

3. Research methology 

Before conducting the analysis, it is essential to establish a systematic review procedure to ensure a repre-
sentative coverage of results for deep RL applications in production systems. In the further course, we follow 
the guidelines proposed by [13] and [14] and focus on the taxonomy as outlined in Table 1.  

Table 1: Taxonomy framework 

 Characteristic  Categories 
    Focus  Research outcomes Research methods Theories Applications 
 Goal  Integration Criticism Central issues 
 Perspective  Neutral representation Espousal of position 
 Coverage  Exhaustive Ex. and selective Representative Central/pivotal 
 Organization  Historical Conceptual Methodological 
 Audience  Specialized scholars General scholars Practitioners General public 
 

During the review process, we focus on research outcomes and applications of deep RL in production sys-
tems. Thereby we try to give integrative insights but also maintain a neutral position to highlight central 
issues that may block an implementation but also serve as research opportunities. Within our review scope, 
we provide a representative coverage of our chosen topic that addresses practitioners and general scholars.  

For further refinement, we defined the keywords as listed in Table 2. Besides an artificial intelligence subset, 
a second subset describes the production domain, and a third the respective discipline. 

Table 2: Defined keyword combinations  

Deep RL subset  Domain subset  Discipline subset 
     Deep reinforcement learning OR 

AND 

 Production OR 

AND 

 Planning OR 
 Manufacturing OR  Control OR 

Reinforcement 
learning AND 

Artificial intelligence OR  Assembly OR   Scheduling OR 
Deep learning OR  Automation   Dispatching OR 
Machine learning   Logistics 

 

During the review, we screened the retrieved literature from Web of Science, IEEE Xplore, and ScienceDi-
rect (Title, abstracts and keywords, similar to [15]) according to pre-defined inclusion and exclusion criteria. 
We only considered English-language papers published after 2010, as deep RL and particular achievements 
in this field were achieved after the publication of [10] in 2013. In addition, only papers that received a peer 
review were included to ensure a high review quality. We included papers that focus on the impact of deep 
RL in production planning, control, and logistics. Purely technical papers or papers that focus on the devel-
opment of algorithms were excluded. A summary of the review process is given in Figure 2. Remarkably, a 
large number of publications was excluded after the full-text review, since RL was considered as a machine 
learning technique, but did not utilize a neural network for the task completion. 
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Figure 2: Review process 

The distribution of publications over the years is illustrated in Figure 3. It is noticeable that no papers were 
published until 2017, but since 2018 there has been a significant increase, which underlines the ongoing 
focus on deep RL applications in current production research. On the other hand, the distribution among 
journals with more than one publication in Figure 4 indicates the high quality and relevance of published 
papers that appeared in highly recognized outlets. 

 

 

 

Figures 3/4: Yearly publications and outlet contributions (2021 up to February) 

4. Review analysis 

During the in-depth analysis of the reviewed papers, production planning, as the discipline with the most 
publications (21), is considered first. Afterwards, due to the high overlap, production control (11) and logis-
tics (6) are addressed in detail.  

4.1 Production planning 

In the field of production planning and especially scheduling, most of the reviewed papers were driven by 
the need to find more robust solutions that can deal with planning uncertainties and unforeseen incidents. 
Conventional algorithms have difficulties to cope with the dynamic production environment and often rely 
on human intervention or experience [16]. 

To deal with uncertainties, [17] increased a chemical plant's profitability by applying a policy-based algo-
rithm for chemical production scheduling, outperforming the otherwise commonly employed MILP algo-
rithm. Similarly, conventional algorithms in this field often have difficulties in dealing with down-times, 
delays, and rush orders, whereas deep RL algorithms demonstrate increased robustness. This is also evident 
in [18], who leveraged production scheduling to cope with highly spontaneous orders in the medical mask 
production during times of Covid-19. Additionally, fitted with a long-short term network, the algorithm 
responded more flexibly to inputs and operated faster with a reduced tardiness. Another set of papers focused 
on job-shop scheduling and reduced the makespan compared to FIFO, LPT/SPT, or other heuristics 
[19][20][16] or optimized tardiness levels, profits, and utilization rates [21]. To be more adaptive to differing 
problem granularities, [22] decomposed the general objective into a local and a global optimization and 
training problem.  

In general, it is noticeable that 70% of the papers in the field of production scheduling utilized value-based 
algorithms that require a discretization of the action space. However, this is often feasible and can correspond 
to the selection of defined operations to reduce process time [23], or the selection to allocate a product to a 
specific machine [24]. On the other hand, a variety of inputs can be processed as demonstrated in [25] and 
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[26], who take Gantt diagrams for rescheduling processes as inputs. This not only led to a reduced tardiness, 
but also increased the flexibility of the system in handling diminishing shop-floor predictabilities.  

Due to the great flexibility of the algorithm's reward function, it can be flexibly adapted and trained for other 
production optimization problems. To provide a brief application overview, the following Table 3 consoli-
dates the reviewed papers within the scope of production scheduling. Even though it becomes evident that 
almost all of the proposed solutions outperformed conventional algorithms, they were all evaluated in sim-
ulations. 

Table 3: Deep RL applications in production scheduling 

Schedulings process 
Superiority to  
conv. methods Objective Source 

Chemical prod. scheduling Superior Maximize profits [17] 
Cloud manufacturing Superior Maximize utilization [27] 

Dynamic scheduling - Minimize completion time [28] 
Superior Minimize makespan [29] 

Flow shop scheduling Superior Reduce tardiness [18] 

Job-shop scheduling  
Superior Minimize makespan [30] 
Superior Minimize makespan [19] 

Job-shop scheduling 

- Minimize makespan [22] 
- Minimize processing time [31] 

Superior Minimize utilization and profits [21] 
Superior Minimize makespan [20] 
Superior Minimize makespan [16] 

Lot scheduling Superior Min. waiting, impr. cost-rates [24] 
Mold scheduling Superior Minimize processing time [23] 
Multichip production Superior Minimize makespan [32] 
Packaging line scheduling Superior Min. comp. time, energy cons. [33] 
Paint job scheduling Superior Minimize change-over costs [34] 
Parallel, re-entrant prod. Comparable High short-term return [35]  

Rescheduling Lower tardiness Reduce tardiness [25] 
Lower tardiness Reduce tardiness [26] 

Single machine scheduling Superior Minimize makespan, lateness [36] 
 

4.2 Production control 

In production control, a key challenge is to compensate for sharp fluctuations in demand and breakdowns 
that occur at short notice to dispatch products to their respective target machines. Depending on the current 
state of production, orders have to be allocated to eligible machines according to their capacity, buffer levels, 
and further factors, while optimizing both local and global objectives [37]. To cope with the existing uncer-
tainties, conventional methods require high computational efforts to adapt to process variations [38] or rely 
on single methods that do not operate optimally in each situation [39]. The static sequencing rule problem 
was addressed by [40] and [39], based on a situational sequencing rule selection. According to the current 
occupancies, machine status and others, the deep RL algorithm selected the best dispatching heuristic for the 
current production (such as FIFO) and significantly improved tardiness in most cases. Further approaches of 
adaptive job-shop scheduling were particularly investigated within the highly volatile and technically de-
manding wafer fabrication. By implementing deep RL driven dispatching rules, superior performances were 
reached compared to a variety of conventional methods, resulting in minimized time constraint violations 
and maintained WIP levels [41], increased machine utilization and reduced lead times [42], as well as sim-
ultaneously minimized utilization, throughput and waiting times [43]. Another approach to reduce WIP lev-
els was proposed by [44] in production flow control. Compared to a maximum throughput method, the av-
erage WIP level could thereby be reduced by 43% with a minimal decrease in throughput (-0.2%). Further 
applications are listed in Table 4 and include a short-term decision-making process in mineral processing [4] 
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which increased cumulative cash flow by 15%, a multi-agent dispatching to optimize delivery performance 
within the semi-conductor industry [45], and a general transfer learning supported deep RL approach in job 
shop processes [46]. As in scheduling, most approaches (7 out of 11) outperformed conventional algorithms, 
but were again solely implemented in simulations. 

Table 4: Deep RL applications in production dispatching 

Dispatching process 
Superiority to  
conv. methods Objective Source 

General job-shop disp. 

Comparable Global and local optimization [38] 
Comparable Minimize mean tardiness [39] 

Superior Minimize total tardiness [40] 
Superior Minimize mean lateness/tardiness [46] 

Short-term mineral flow Superior Optimize profits, min. target deviations [4] 

Semiconductor Comparable Optimize delivery performance [45] 
Comparable Global and local optimization [37] 

Wafer fabrication 
Superior Optimize util., TH/waiting times [43] 
Superior Optimize util., lead times [42] 
Superior Min. time constr. violations, WIP [41] 

WIP bounding Reduces WIP Opt. through-put and WIP trade-off [44] 
 

4.3 Production logistics 

In [47], a real-time intralogistics solution was proposed to handle uncertainties with autonomous mobile 
robots (AMR). Based on the states of the individual agents, they could negotiate orders and virtually raised 
bids which outperformed conventional methods in terms of logistics efficiency. In a similar scenario the 
deep RL algorithm determined optimal target machines for the automated guided vehicles (AGV) based on 
job information, queue sizes, and station status which reduced lead times compared to conventional methods 
[48]. For the orchestration of AGVs [49] implemented a mixed rule approach. Compared to single heuristics, 
the makespan and delay ratio were thus reduced by approximately 10%. Besides automated vehicles, [50] 
proposed a deep RL algorithm for the 3-grid sorting system control to fasten up product dispatching and 
enable multiple sorting objectives. Other applications were a collaborative robot conveyor belt processing 
to fill surrounding trays [51] and a syringe filling or virtual commissioning process, among others, which 
outperformed human benchmarks [52].  While all compared approaches were again able to improve bench-
mark performances, 5 out of 6 were evaluated in simulated environments. 

Table 5: Deep RL applications in production logistics 

Dispatching process 
Superiority to  
conv. methods Objective Source 

AGV control Superior Min. makespan and delay ratios [49] 
Superior Optimize lead-times [48] 

AMR control Superior On-time order completion [47] 
Robot batching - Reach target weights and opt. filling [51] 
Syringe filling process Above human Min. interruptions and bad decisions [52] 
Three-grid sorting system - Optimize in-/outflow control [50] 

5. Implementation challenges and potential research opportunities 

Despite the superior performance of deep RL, we identified the algorithm and parameter selection and opti-
mization as well as the simulation to reality transfer as major challenges that have to be overcome to fully 
leverage its potential in production systems.  
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Beginning with the optimization, there is no guarantee for an optimal solution [17] and it is necessary to 
consider local as well as global optimization measures, to prevent sub-optimal solutions and decreased per-
formances [37, 38, 45]. Besides, the choice of the algorithm, the network parameters, and further adjustment 
possibilities must be clarified before implementation. Regarding the algorithm selection, 22 out of 26 value-
based implementations utilized a DQN, which was often inferior to enhanced versions such as a dueling or 
double DQN [53] and may negatively impact the performance in the particular use-case.  Further challenges 
arise from obtaining the desired reliability and safety of the proposed solution. In production, seamless op-
eration without incidents and maximum predictability of the system must be constantly ensured. This can 
only be realized by transferring the results from the simulations to reality and through subsequent intensive 
in-process validations. However, such a transfer to a real production system was often considered critical or 
required great efforts, resulting in only a few conducted real-world testings and appropriate conclusions for 
reality are rather hard to derive. 

One way to address the above mentioned challenges in future research is, first, to test and optimize similar 
algorithms in parallel, which can be implemented without much efforts and contribute to a more based per-
formance testimonial. Second, the choice of the neural network parameters can be intensively adjusted be-
forehand to exploit the algorithm's potential and increase its overall performance as in [22]. Further exten-
sions such as long-short term memory or prioritized experience replay can be implemented and provide 
enhanced attributes for the proposed solution. Furthermore, future research should focus on an increased 
simulation to reality transfer. This can be accelerated significantly by multi-variable simulations which con-
sider real-world uncertainties to minimize the existing implementation barriers. This also concerns the for-
mulation of realistic objectives and reward functions, which do not only consider closed systems, but rather 
the interaction of the different actors.  

To reduce general task complexities, further research can focus on a hierarchical RL frameworks, similar to 
the proposed rule selection framework in [39]. This circumvents the need for a single solution and distributes 
the varying objectives on distributed agents which are selected scenario-dependent according to pre-defined 
process criteria. Moreover, advanced edge functionalities can be implemented through cooperative learning 
and multi-agent architectures as discussed by [42] and [47]. Thus, the policy would not depend on the expe-
rience of a single agent, but would benefit from the totality of accumulated experience. The generation of a 
fleet intelligence would raise additional efficiencies and synergies in large and complex production systems 
and reduce the drawbacks of single-agent systems. 

6. Conclusion 

The purpose of this paper was to review existing applications of deep RL in production systems and to 
outline challenges and potential fields of future research. Based on a taxonomy framework, aggregated pa-
pers from three databases were narrowed to a final set of 38 papers and classified according to pre-defined 
criteria. It became apparent that deep RL has a broad application base in production scheduling, dispatching, 
and logistics, outperforming conventional algorithms in most cases and proving its ability to adapt to a wide 
variety of scenarios and handling production uncertainties. This not only optimized lead times, tardiness or 
WIP levels, but also reduced existing drawbacks of conventional methods such as high computation costs, 
limited adaptation capabilities, or high dependencies on human-based decisions. Nevertheless, only a few 
applications were assessed in reality, which makes further validation mandatory. More complex simulations 
that incorporate further uncertainties need to be conducted to reduce existing transfer barriers. Besides, ad-
ditional consideration of optimization alternatives, such as more performant deep RL algorithms and exten-
sions, should be considered to assess the full potential. Further research in collaborative and hierarchical 
multi-agent architectures and fleet intelligence approaches might also accelerate the deployment of deep RL 
and make it a reliable and robust optimization method for future distributed production systems. 
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Abstract 

In recent years, the framework conditions on the Chinese market for machine and equipment manufacturing 
have changed significantly. By now, products are expected to be customized and at the same time offered at 
low prices with fast delivery times. Thereby, customer-specific production processes are becoming 
increasingly important in manufacturing. In addition, German small and medium-sized companies are 
confronted with a progressively turbulent business environment. For example, Chinese customers expect 
that orders can still be changed after they had been placed. Hence, companies must be able to identify short-
term changes and individual requirements at an early stage. In order to withstand the competitive pressure, 
alternative courses of action must be created by generating new process variants quickly and reliably. To 
address this challenge, an approach for the automated generation and realization of processes based on an 
integrated enterprise model for supporting agile shop floor management as part of an agile process 
management system is being developed in the German-Chinese joint research project “MAP” and proposed 
in this paper. Starting with an introduction into the subject matter, the development gap is demonstrated and 
an approach as well as an early prototype is presented, followed by an outlook on further development in the 
research project. 

 

Keywords 

Automated process generation; Shop floor management system; Customer-specific production; Agility 

1. Industrial demand 

Today, many industrial companies are able to control a high number of variants and mass customization on 
the basis of pre-configured module structures [1]. However, customers also demand individual adaptations 
to standard product variants [2] [3]. Furthermore, due to an ever-increasing dynamic, product development 
cycles are becoming shorter. These and further factors have changed the framework in production 
significantly. Consequently, the complexity of production is steadily increasing [4]. 

Furthermore, globalization has considerably increased the importance of global trade [5]. For many decades, 
German companies have been active in the Chinese market. The number of German small and medium-sized 
companies (SMEs) in the Chinese business environment has also been growing [6]. Nevertheless, when 
entering a foreign market, especially the dynamic Chinese market, German companies have to adapt to the 
local environment and understand the local business culture [5]. That means, for example, when requesting 
for a quotation, Chinese customers expect suppliers to reply with an individual offer including a price and 
delivery time estimation in only a few days’ time [7] [8]. In addition to lengthy negotiations concerning 
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specifications, manufacturers also have to manage short-term changes to orders even though they had already 
been placed [9] [10] [11]. The mentioned challenges do not only apply to the Chinese market. HUANG, for 
example, outlines similar challenges for the U.S. market [7]. For a company to establish itself in these 
dynamic markets, it needs to monitor, identify and adapt to long-term trends as well as short-term changes 
quickly and in a targeted, well-founded manner. In this paper, following LUCZAK [12], agility is understood 
as the ability of a company to optimize according to different operating points in order to ensure an easy and 
quick change between these operating points when the scenarios occur. This ability is becoming increasingly 
important in process management [13] [14] [15]. To address this, an agile process management system is 
being developed within the framework of the German-Chinese joint research project "Machine Learning for 
Agile Process Management in Machine and Equipment Manufacturing" (MAP), which is funded by the 
German Federal Ministry of Education and Research (BMBF) and implemented by the Project Management 
Agency Karlsruhe (PTKA). 

With the budatec GmbH (one of the application partners of the MAP project consortium and hereafter to be 
named budatec), an agile process management system is being developed for SMEs. It consists of two main 
interrelated components: On the one hand, a corporate environment monitoring system [16] for identifying 
influences at an early stage and on the other hand, an agile shop floor management system for fast and 
systematic reactions. In this paper, an approach and an early prototype is presented for the latter. For this 
purpose the application case is first described. Followed by the state of the art, where the need for research 
is identified. Then, in section 4, the automated generation of customer-specific production processes is 
shown. Based on this, the application is presented. This paper concludes with a summary and an outlook on 
the next steps. 

2. Application case 

Budatec is a leading developer and manufacturer of innovative machines and equipment for the 
semiconductor and solar industry. The main business areas are thermal systems and products related to 
electronics manufacturing. Based in Germany, the small-sized company’s key strength lies in the ability to 
adapt its standardized products to a customer’s individual requirements. Up to 80 percent of the company’s 
products are standardized products with customer-individual adaptations and form the focus of this paper, 
while fully customized plants make up the remaining 20 percent. Approximately 50 percent of the 
application partner’s machines are already destined for worldwide export. Having gained experience in 
Asian countries such as Japan and the Philippines, the next objective is to enter the Chinese market. 

As mentioned above, due to the specifics of the Chinese market, the market entry offers both opportunities 
and risks [11] [17]. One of the major challenges is the time pressure in the bidding process (short-term offer). 
In order to reply to a customer request with a realistic price and delivery time estimation concerning a 
standard product with customized adaptation design, various factors must be included in the calculation [7] 
[8]. Hence, historical data of previous projects need to be collected, stored and utilized to calculate new 
offers. Furthermore, the company’s situation in terms of, for example, liquidity needs to be monitored and 
simulated for the considered time period, so that decisions such as the purchase or in-house production of 
components can be made and the optimal offer can be designed for the customer. Another source of 
competitive pressure lies in the actual price level and the lead time. Therefore, orders with customer-
individual adaptations need to be processed as standard orders (processing as standard orders), which 
presupposes that the time for order processing and production planning must be minimized. If the offer 
reaches the customer quickly enough and the rough estimations correspond to the customer’s expectations, 
the company subsequently needs to go through several negotiation iterations (lengthy negotiation). Within 
these iterations, the specifications are being developed and the details of the offer are being negotiated. 
Hence, work plans, workflows and master data must be kept up to date with the negotiations. It is evident 
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that the more transparent the production process of the specific product is, the lower are the risks of 
miscalculation and the better is the bargaining position of the company towards the customer. The same 
principle applies to changes that the customer requests after the order had already been placed (subsequent 
changes). In this case, the master data must still be adjusted shortly before or even shortly after the start of 
production. Classic work plan generation approaches reach their limits. Furthermore, the transparent 
identification and documentation of customer-requested deviations is necessary in order to enable fast and 
systematic processing of changes in the production process and is less prone to error than, for example, 
verbal assignment from the project manager to the worker on the shop floor. Finally, the commissioning of 
the product is often done by local partners at the customer’s site (local commissioner), which makes the 
requirements for continuous documentation of the production process and a role-based view of the 
documentation even more significant. 

In contrast to large companies, which make an effective distinction between the functions on the enterprise 
control level, manufacturing control level and the manufacturing level according to the automation pyramid 
[18], a small company as budatec needs to integrate certain functions. First and foremost, the company’s key 
strength lies in its flexibility and customer orientation. In order to process customer-specific adaptions 
quickly, the order must be viewed in an integrated way. Hence, the systems for order management, customer 
relation management and shop floor management must be integrated as well. Added to this, the product 
variance of standard products is much lower compared to large companies, which lowers the need for specific 
information systems. Moreover, the assembly of a vacuum soldering system requires a high level of expertise 
and manual work, which makes many existing solutions for the automated generation of work plans for 
production facilities obsolete for budatec. Consequently, there is a need for an alternative shop floor 
management system. 

The requirements derived from the challenges described above are summarized in Figure 1 and comply with 
the requirements for digital and intelligent shop floor management identified by RAUCH [19]. In order to 
react quickly and databased to short-term offers, for example, the effort for the generation of a task model 
for that specific order must be kept to a minimum. Additionally, in order to access existing data from previous 
orders and their corresponding model as a calculation basis, the maintenance effort must be kept low and the 
individual work steps must be documented in the first place. A further prerequisite is the access to 
heterogeneous data sources. The changeability of the generated model plays a major role when dealing with 
customer-requested changes during negotiations and occasionally also after the order had been placed.  

 
Figure 1: Requirements for the development of an agile shop floor management system, derived from the challenges 

of entering the Chinese market as a German SME 
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3. State of the art 

Traditional manufacturing information technology (IT) is characterized by a hierarchical structure along the 
automation pyramid. This is in contrast to the service-oriented approach (SOA) which is intended to support 
SMEs. As mentioned in Chapter 2, it should be noted that the common components in the automation 
pyramid, such as the Manufacturing Execution System (MES), Enterprise Resource Planning System (ERP) 
and Product Lifecycle Management System (PLM), are not available in most SMEs. By outsourcing the IT 
infrastructure, SMEs can react more flexibly to changing market situations or customer demands [20]. In 
order to assist SMEs further, a concept is being developed that describes customer-specific manufacturing 
processes in an automated way. Considering the requirements shown in Figure 1, previous research related 
to automatic model generation was reviewed and compared. 

All existing approaches use models, which describe the actual work process and the required resources, as a 
basis. These models must be able to be generated or adapted quickly and easily for new customer requests. 
To achieve this, the goal is to be able to compare resource capabilities automatically [21]. In order to be able 
to describe the capabilities in a standardized way, CUIPER uses the VDI 2680 [22] and JÄRVENPÄÄ taxonomy 
in comparison [21]. BACKHAUS describes a task model in his work which is used to ensure derivation and 
modelling of capabilities and their mapping to resource instructions and communication interfaces [23]. This 
approach ensures a good adaptation of the generated models. Other approaches for adjusting the model are 
described among others by HUCKABY and HUCKABY AND CHRISTENSEN [24] [25]. LAU goes one step further 
and uses an automatic comparison of capabilities to achieve a faster adaptation and generation of the models 
[26]. All approaches integrate a large amount of different information and documents. LAU and JÄRVENPÄÄ 
go the furthest in this respect, using this information for automatic capability matching [26] [21]. In order to 
realize a rescheduling or a documentation of the individual work steps, it must be possible to write 
information back into the model. LAU uses this circumstance to achieve an even utilization of machines [27]. 

  
Figure 2: Comparison of existing approaches with the derived requirements 

As can be seen in Figure 2, all of the approaches named above require a medium to high level of effort to 
create a task model. In addition, most of the steps are still manual. In CUIPER, for example, the graphically 
modeled description models are manually supplemented with the descriptions of the required assembly 
processes and the allocation of the corresponding resources [22]. Adjusting the model is possible with all of 
the approaches presented, but is mainly done manually as well. Changes can be implemented, however, 
bringing in external data sources is considered only rudimentarily by most approaches. Thus, HUCKABY ET 
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AL. and HUCKABY & CHRISTENSEN [24] [25] use the basic, general, atomic action considering the technical 
constraints and parameters. The feeding of process information back into the model is addressed by only a 
few approaches. The approach presented in this paper will build on the findings of the discussed scientific 
work. Its originality lies in the capability of taking into account order-specific product information and 
thereby enabling the automated generation of production processes for customer-specific adaptions to 
standard product variants. 

4. The automated generation of customer-specific production processes 

In contrast to the existing approaches for the production of product variants described above, the model-
based process generation concept presented in this chapter must enable production plans to be enriched with 
order-specific product information – especially about the customer-individual design adaptations. In this 
way, order-specific production processes can be implemented. This additional information can be stored in 
plans and design drawings described in the following paragraphs. 

The model-based approach builds on existing solutions. The Unified Service Description Language (USDL) 
[28] and the dynamic model generation, which is based on the modules of the Modular Shop floor IT [29], 
are worth mentioning. In the course of Industry 4.0, the linking of machines and IT as well as the amount of 
generated data is increasing strongly. Services are the foundation for the linking. Based on inter-connectable 
process modules created with the Integrated Enterprise Modelling Method (IEM) [30], a first dynamic 
generated process model was developed to describe and control a production process. This enables a 
flexible reconfiguration for customized products and variants as well as a faster setup of new production 
processes [31]. The enterprise modelling tool MO²GO [32] was used to create the described modules, which 
includes an information model and the actual process description [32]. The modules were developed 
according to the service concept. 

As shown in Figure 3, the model-based approach consists of the following components, which are further 
explained below: 

• Business process model, which contains the business and productions processes for the standard 
product variants of a company 

• Process modules, which describe work sequences for the production of standard product variants 
that consist of individual work steps 

• Plans and constructing drawings, which support the worker in production processes 
• Order management, which contains the information of customer orders 
• Model generation system, which generates a specific process model for an individual customer 

order based on the customer’s requirements (standard product variant with customer-individual 
adaptions) 

• Specific process model for the customer order, which contains descriptions of all work steps and 
the associated documents to support the worker in the production process for the individual order 
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Figure 3 Concept of the model-based approach 

Business process model 

The business process model describes the entire value chain of the company. These workflows include 
purchasing, warehouse management, human resources and the actual production. It should be noted that the 
individual areas can differ in their level of detail. All processes that remain the same over a long time period 
and do not exhibit a high degree of variance can be detailed very precisely. In order to be able to follow a 
modular approach in automatic generation, the level of detail of the production must be selected accordingly. 
This means that only individual work sequences and not every single work step of the production are 
modelled within the generic business process model. In Figure 4, the upper halves of the process modules 
(illustrated as large puzzle pieces) describe the generic procedure for building a soldering oven. The detailed 
work sequences are represented by the small puzzle pieces in the lower half of the figure and will be referred 
to as “process modules” in the following. 

 
Figure 4: Concept for a generic model using the example of the production of a soldering oven 
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The exact description of the work sequences takes place in the individual process modules, illustrated as 
small puzzle pieces in Figure 4. Here, the necessary individual work steps are described with all aspects 
required for this specific task. Therefore, supporting information in the form of work instructions, plans or 
documentations are needed. Based on the specific customer configurations, the required documents must be 
adapted accordingly. If, for example, completely new production technologies are to be used for a work step, 
the documents must be manually checked and possibly adapted. The documents can be stored in a wide 
variety of locations and IT systems. Furthermore, supporting tools and necessary employees can be modelled 
in the modules. 
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Order management 

The order management system handles the management of existing, past and new incoming orders. Such a 
system is present in most SMEs and requires a user interface. Once a new order is added to the order 
management system, the order information must be transferred to the downstream model generation system. 
The data to be transferred is, for example, the project number, the customer's name and the delivery date as 
well as the customer-individual requirements for the design adaption of the product. 

Model generation system for an order-specific production model 

The model generation system is triggered by the incoming order data and compiles the specific product 
model accordingly. For this purpose, the generic model from Figure 4 is taken and compared with the 
customer-specific product configuration and documents. Depending on the configuration, the general work 
sequences are now replaced with the specific work steps, and the specific production model for the customer 
order is generated. According to the customer order, the specific process model for the customer order can 
be composed of, for example, the housing type 1 with individual adjustments for increased stability (due to 
the increased risk of earthquakes in the customer’s region), the laser type 2 and no fan. The process model 
created in this way is based on existing product variants but personalized by the customer-specific 
adjustments. The modelled individual work step descriptions contain all the necessary information to 
manufacture the product. In addition, the worker on the shop floor is able to save his work progress, any 
problems that arises or suggestions for improvement in the model for future considerations. 

The requirements summarized in Figure 2 are expected to be fulfilled by the presented approach, which is 
currently under development. By the modular structure of the model, the effort to generate a customized 
model as well as the model maintenance and adaptation of existing model parts can be reduced to a minimum. 
This allows for quick creations of customer offers as well as for fast and coordinated reactions to short-term 
changes. Furthermore, new technologies can be easily mapped in the model and it is not necessary to adapt 
each individual model, but only the corresponding model parts. Hence, a high changeability of the model is 
ensured, which is especially valuable for the implementation of subsequent changes. Likewise, various data 
sources can be connected to support the worker with the necessary information, for example construction 
drawings. The model also offers the possibility to store work step related information. This makes it possible 
to document each individual work step. These two factors contribute to the agile implementation and tracking 
of short- and long-term changes to customer orders. 

5. Application 

The demonstrator currently consists of an early prototype in the form of a mock-up, which was initially 
validated with budatec. The model, whose automated creation is presented above, serves as the data basis. 
Figure 5a shows a general overview of all customer projects. With this, the responsible employees can 
quickly read the most relevant information related to an order, such as the project number, delivery date and 
the product to be manufactured as well as the work progress. For a better overview, completed projects are 
highlighted in green, whereas orange and red markings represent problematic projects. 
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Figure 5 Mock-up of the early prototype based on a customer-specific process model 

After having selected a specific project, the view shown in Figure 5b is displayed to the user. In the upper 
part of the screen, the order number and the product to be manufactured for this order are displayed. Detailed 
work instruction and design drawings can be displayed below via different tabs. On the right, the work 
progress and the following work steps are illustrated. In the lower area, the worker can evaluate the current 
work step and store additional information. In order to determine the exact duration of a work step, the 
worker must define the start and the end of production as well as any interruptions. The entered information 
is returned to the specific production model for the customer order. Afterwards, this information can be 
evaluated and used as a planning basis for creating new customer offers quickly and reliably in the future. 

6. Summary and outlook 

To establish itself in a turbulent business environment, an SME must be able to create alternative courses of 
actions quickly and in a target manner. However, short-term changes before and after order entry lead to 
significant difficulties in shop floor management. This paper derives the requirements for an agile shop floor 
management system from the challenges of an SME in the Chinese market and presents an approach for 
model-based process generation to reach these requirements. On the basis of the presented mock-up, the 
relevant information to be displayed on the user interface needs to be identified in the next MAP project 
phase as well as the corresponding data sources. Subsequently, the data needs to be imported into the process 
model and the user interface itself must be designed in a way that it serves as a role-based assistance system 
for the project manager, warehouse manager, worker and commissioner. Further considerations of the 
application partner include the usage of augmented reality (AR) glasses for a better and seamless display of 
information. Lastly, the system is planned to be validated based on a demonstrator at the application partner’s 
site. In order to react quickly, short- and long-term changes (including for example travel restrictions, trade 
barriers and port shutdowns) must be identified at an early stage. For this purpose, further research will be 
needed in the framework of the MAP project in order to develop a methodology for classifying and 
evaluating influence factors as a basis for a corporate environment monitoring system. 
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Abstract 

Manufacturing companies, such as plant manufacturers and factory equipment suppliers, have been able to 
expand their traditional business model with services in recent decades, particularly around their core 
product. Thus, the transactional business model evolved into today's project business, where for example 
engineering services and after-sales services were additionally provided. Through the advancing integration 
of producers, customers and machines into cyber-physical systems, known as Industrie 4.0, it is now also 
possible to offer the core product as a service. This development is described with the help of various 
concepts such as service transformation, product-service system and servitization. Many of these concepts 
are interdependent and ambiguous. A clear scientific treatment of the concepts and especially a comparison 
of the concepts is therefore currently not possible. 

Therefore, the purpose of this paper is to develop a systematization in the form of a morphology that 
describes the various concepts that constitute servitization of the core service product in the engineering 
industry. In doing so, the systematization is based on the four dimensions: customer, value proposition, 
revenue mechanics and value chain. 

Keywords 

Industrie 4.0, business model, mechanical engineering industry; servitization 

1. Introduction 

Manufacturing companies are confronted with increasingly shrinking margins and stagnating revenues. Due 
to globalization, this effect will continue to increase as a result of growing competition. For this reason, 
companies in the industrial goods sectors, such as mechanical and plant engineering, have long since 
refrained from competing with new rivals on price. Previous means of differentiation were a consistently 
high level of technological innovation, which led to ever-shorter product life cycles and a high level of 
investment. However, since even in the field of technological leadership, innovation cannot provide lasting 
protection against technologically equal competition that draws one back into price competition, companies 
are looking for sustainable solutions. One such solution is the development of service-oriented business 
models with a radical customer focus with the aim of achieving a competitive position that cannot be attacked 
through lasting customer loyalty [1]. For instance, understanding the customer cannot be imitated. Services 
have therefore been used for many years to create an increasingly individualized offer to the customer [2]. 
Both complementary services and the core product itself are offered as services. Companies under various 
names, which are partly similar but also differ in detail, provide a multitude of such offers. Research has not 
yet been able to provide a uniform model that systematizes these service-oriented business models. In this 
paper, we, therefore, want to examine the characteristics of service orientation using the example of 
mechanical and plant engineering in a first step. The aim of the paper is to develop a morphology of service-
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oriented business models. This morphology should serve to develop an understanding of the manifold 
characteristics of service-oriented business models. 

2. Business model and service transformation in mechanical and plant engineering 

Machinery and plant engineering is an important economic sector for many industrialized economies. In 
terms of turnover, machinery and plant engineering is the second most important industry in Germany and 
by far the largest industry in terms of the number of employees [3]. For many decades now, machinery and 
plant manufacturers have not only been pure suppliers or producers of physical products. Although 
products still form the core of the range of offerings, they are supplemented by services. Examples of such 
services are engineering, implementation and ramp-up of the machine or plant as an upstream service as 
well as maintenance, service and upgrades as a downstream service. This addition to the actual service 
increased the depth of added value and customer loyalty. This development also changed the earnings 
mechanics of many machine and plant manufacturers. Today, they earn less from the sale of machines, 
profit is rather generated over the lifetime of the machines [4]. This opens up new opportunities for 
machine and plant manufacturers to generate revenue beyond product sales and to further differentiate 
themselves. In addition, falling product margins and stagnating sales in the core business can be countered 
in this way. 

The consistent continuation of this development with a simultaneous conceptual revolution in the sense of 
a business model has been finding its way into machine and plant construction for a few years now. The 
core product is no longer supplemented by services, but the product itself is sold as a service. In this way, 
the production of services or the creation of value is separated from the physical goods and only the former 
is sold to customers. Therefore, there is no transfer of ownership (transaction) of the machine or plant, but 
the service provided by the machine is paid for. An example is the company Schneider Electric, where 
production facilities that actually represent a high initial capital outlay are monetized with a pay-per-use 
model based on actual consumption. Other examples include the plant manufacturer SMS Group, which 
offers both entire plants and the associated equipment as an as-a-service business model. This has been 
accelerated by the emergence of cyber-physical systems and the networking of production facilities, 
known as Industrie 4.0. It is only through this digitalization and networking that automatic measurement 
and billing of the service provided is possible and allows these business models to emerge on a broad 
scale.  

Machine and plant manufacturers are currently offering this new service as a complement to their classic 
product range. A sale of the original product as pure service is not yet taking place. The change from a 
producer to a service provider is also called service transformation. The service transformation is primarily 
about the development of new service-oriented business models that are unique and difficult to imitate and 
thus generate a competitive advantage [5]. This transformation process is proving increasingly difficult and 
time-consuming for machinery and plant manufacturers. One reason for this is that the service 
transformation requires high initial investments. Secondly, there is no immediate return on investment and 
a break-even point cannot be foreseen. Consequently, a successful service transformation is not on the 
horizon. The situation in which companies find themselves in this transformation process is called the 
service paradox. 

A common cause why providers are confronted with the service paradox is that currently companies do not 
actively pursue systematic development of business models to achieve a self-defined goal; instead, 
business model development often takes place on the initiative of the customer [6]. This guarantees a 
corresponding demand on the market, but questions about profitability are only asked during the 
development of the business model or after the market launch. 

The reason why there is no systematic business model development is that there is no uniform 
understanding of service-oriented business models. For example, the naming of the service offering varies 
greatly from provider to provider. Services are advertised using ambiguous and interdependent terms. On 
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the other hand, the services offered differ when the concrete business model is analyzed in more detail. 
Thus, under the offered service, as described, supplementary services, as well as the core product itself, are 
offered as a service. These in turn differ in the details of what is offered and how a service contract is 
structured.  

These challenges make it difficult for companies to gain an overview and thus develop an approach that 
ensures efficient and effective use of investments so that they can successfully go through the service 
transformation process. 

3. Theoretical Background 

The development of Industrie 4.0 as an increasingly digitalized and interconnected manufacturing industry 
has also increased the importance of business models. The innovation of business models describes a 
holistic change within the company, where various previously separate business areas work together on a 
business model. For example, the range of services, the way in which services are provided or the way in 
which payments are processed change. All these changes also require a coordinated transformation so that 
formerly separate business areas must network and work together. Despite the increasing importance of 
business models, there is no universally valid definition in the literature. Nevertheless, the common 
definitions all point in one direction. For example, a business model describes the way a company creates 
value for its customers and earns money in the process. Similar definitions can be found in Osterwalder 
[7], Gassmann [8] or Nagl [9].  

A business model is usually described with the help of a methodology. Common methodologies are similar 
and differ mainly in the level of detail. For example, Osterwalder uses nine levels in the so-called Business 
Model Canvas to describe a business model, while Gassmann's Business Model Navigator reduces these to 
four elements. These elements include the value proposition (1). This describes all the benefits of a 
company (products and services) that are of use to customers (2) and satisfy their needs. The customer 
describes all customer segments to which the business model is addressed. The value chain (3) describes 
all processes and activities carried out by companies to realize the value proposition. This includes all 
resources and capabilities used along the value chain. The revenue mechanics (4) describes how the 
company generates revenue by fulfilling the value proposition and the costs that are incurred. The focus 
here is on how the company generates value. 

A characteristic of digital business models that arise in the context of Industrie 4.0 is that they have a high 
degree of service orientation. Service transformation refers to the development of a company from a pure 
product manufacturer to a service provider [5]. The partial term transformation expresses that the process 
of change or transition is the focus of consideration [10]. Especially, in English literature, service 
transformation is also referred to as servitization [1], service infusion [11] or service transition [12]. 

The most important current research topic is the description and development of a procedure for the 
transformation of a manufacturing company. The number of publications on this topic has risen steadily in 
recent years [13].  
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4. Methodological approach 

To obtain a comprehensive knowledge base before the actual systematization, the current state of science on 
business models, business model innovation and service transformation is analyzed. In addition, the status 
of the German mechanical and plant engineering sector will be examined in more detail. The focus is on the 
technologies that are being used and current challenges that must be overcome by the companies. The 
conceptual definition of further steps for the development of a systematization of service-oriented business 
models in mechanical and plant engineering is shown in Figure 1. 

 
Figure 1 Conceptual approach to systematization 

Research on business model elements and characteristics 
 
In the first step, based on the findings from the literature, the business model elements are defined, which  
are relevant for the elaboration of this work. In addition, it is defined which conditions the business model 

560



must fulfill to be called a business model innovation. Subsequently, the literature will be researched to 
determine which different characteristics exist for the individual elements of the business model. 
 
Research on technologies and services in mechanical and plant engineering 
 
The basis for business model innovations in mechanical and plant engineering is, among other things, new 
technologies in connection with Industrie 4.0. In this work step, we will examine which technologies are 
currently offered in the mechanical and plant engineering industry and what potentials they offer for new 
business models. In addition, which types of services are generally offered in the mechanical and plant 
engineering sector, as these are core components of service-oriented business models. 
 
Creation of a framework 
 
With the help of the results from the first two work steps, a framework for describing service-oriented 
business models will be created. Descriptive characteristics that are easy to understand and measure are 
selected for the framework. The description characteristics are used with the determined forms of expression 
as a profile for the collection of practical examples. The uniform format makes it easier to evaluate and 
compare the recorded business models. 
 
Capturing existing business models 
 
Existing business models are mainly examined via an Internet search and missing information is gathered, 
where possible, via telephone conversations with experts. The focus of the investigation is on companies 
operating in the German mechanical and plant engineering market. This also includes international 
companies that have their headquarters outside Germany. If characteristics of the descriptive features can be 
found that are not yet presented in the framework, they are added. 
 
Analysis and comparison of the business models 
 
The recorded business models are then analyzed. An assessment is made as to whether they are business 
model innovations. New manifestations of the descriptive characteristics are collected and added to the 
previous collection. Afterward, the business models are clustered based on similarity characteristics. 
 
Development of the systematization 
 
The business models recorded are then analyzed. It is evaluated whether they are business model innovations. 
New manifestations of the descriptive characteristics are collected and added to the previous collection. 
Afterward, the business models are clustered based on similarity characteristics. 
 
Validation of the results 
 
In the final step, the systematization is validated with the help of expert interviews. During the validation, 
the model is presented to experts from the mechanical and plant engineering sector and the applicability 
and completeness of the model are checked. 

5. Development of the Morphology 

Through the many publications in research, the term business model has evolved over the years and many 
different definitions and models have emerged. Gassmann and Frankenberger's magic triangle describes the 
business model with four dimensions, customer value proposition, value chain and revenue mechanics. In 
summary, a business model is defined by who the customers are, what is sold, how it is made, and how 
revenue is realized [8]. The triangle shows that the cornerstones are interrelated and interdependent. 
According to Gassmann and Frankenberger, only when at least two of the four elements are changed, 
business models are innovations. For the further elaboration of the work, the magic triangle with the four 
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elements was taken as a basis. In the next steps, the different forms of the four business model elements will 
be collected and compiled by researching literature and collecting practical examples. A strong focus is 
placed on innovative technologies that are currently being used in mechanical and plant engineering. This is 
because trends and technologies related to Industrie 4.0 are drivers for the development of service-oriented 
business model innovations. In addition, the different types of industrial services in mechanical and plant 
engineering are compiled and integrated into the systematization because in service-oriented business 
models in the manufacturing industry, classic services are usually the basis of the service offered. To capture 
service-oriented business models from practice and to describe their characteristics, a framework is 
developed in the form of a profile. The profile consists of descriptive characteristics and their forms compiled 
so far. The practical examples from literature and internet sources contain basic information about the 
business models. However, they are not comprehensive enough to serve all description features. Information 
about the exact revenue mechanics or profound cooperation frameworks is kept confidential by the 
companies and usually not available from public sources. The core of the profile consists of five selected 
descriptive characteristics with their respective forms of expression. The characteristics industrial services, 
benefit potentials, Industrie 4.0 technology, key partners and revenue sources were selected to check whether 
the collected expressions are comprehensive or whether further points from the practical examples need to 
be added. In addition, the assumption is made that the business model can be described comprehensibly and 
extensively with the characteristics mentioned. Based on the characteristics, the business models are later 
compared with each other and similarities are identified. After the creation of the profile, the next step is to 
collect practical examples of service-oriented business models in mechanical and plant engineering. The 
survey method used was against the written-postal survey, because in this classic quantitative survey the 
questionnaire is sent to the target group and the respondents can answer the questions in writing. With this 
type of data collection, one often gets a low response rate, which affects the validity of the results. Instead, 
practical examples were included that are described in detail in the literature, such as studies by research 
institutes and the website of companies from the mechanical and plant engineering sector was analyzed. 
Based on the available data, the fact sheet is filled in for each example. With this method, a large amount of 
data is obtained which can be compared through the uniform profile. Since one person collects the data, the 
descriptive characteristics, including forms of expression, are uniformly understood and there is little room 
for misunderstanding. The study focuses on machinery and plant manufacturers operating in Germany but 
not necessarily having their headquarters in Germany. With the assumption that companies with high sales 
have more financial means and resources to further develop their business models or to develop new ones, 
only companies with annual sales of at least 100 million euros are included in the study. In selecting the 
companies whose business models will be examined in more detail, one of the sources used is the European 
company database "Amadeus". Amadeus is a free database from Bureau van Dijk Electronic Publishing, 
Europe's leading provider of electronic company information. Information such as country of origin, 
turnover and number of employees are taken from the database if available. Otherwise, this data is taken 
from the company homepage. A total of 50 service-oriented business models from 45 different companies 
are recorded. After the service-oriented business models have been recorded using the profile, they are 
compared with each other based on the descriptive features and characteristics. The focus is on the 
identification of further characteristics of the features and commonalities of the business models. The 
frequency of the characteristics is counted for the practical examples, whereby multiple answers are possible. 
Based on the similarity characteristics, the business models are then clustered. The clusters correspond to 
use cases for service-oriented business models in mechanical and plant engineering., After the analysis of 
the recorded practical examples, the insights gained are added to the results from previous work steps. The 
description features used for service-oriented business models in mechanical and plant engineering with all 
forms of expression can be seen in full as a systematization in Figure 2. 
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Figure 2 Systematization of service-oriented business models in mechanical and plant engineering 

6. Summary and Outlook 

In this paper, we have developed a morphology of service-oriented business models based on previous 
research. To this end, we first examined the subject of study, mechanical and plant engineering, as one of 
the most important and strongest job-creating sectors. The service paradox was identified as the biggest 
problem here. Companies caught in the transformation process from a provider of physical products to a 
provider of services are often unable to utilize the full potential of service-oriented business models.  
Based on current research in the area of service-oriented business models and transformation, a current 
state of science and research in the area of service-oriented business models was presented. This showed 
that despite intensive research in the area of the transformation process, a large number of terms has been 
established to describe the topic. However, there was no uniform systematization and delimitation of the 
terms in theory. Therefore,  we  designed an approach in chapter 4 to develop a morphology with the help 
of the examination of selected practical examples. This development was then carried out in detail in 
chapter 5. 

The benefit of this paper is, on the one hand, an initial compilation of the characteristics of service-oriented 
business models. In this way, companies can quickly gain an overview of the possibilities offered by 
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service-oriented business models. For the further scientific treatment of service-oriented business models, 
the results of this paper offer a basis for a holistic and systematized approach to the topic. 

Further research needs arise from practice. The compilation developed here is only a first step in a later 
process of economic assessment and selection or development of a service-oriented business model. Also, 
further research in similar industries like process or automotive industry makes sense, since industry 
specific research on business models is relatively scarce by now. 
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Abstract 

The COVID-19 pandemic has shown companies that their on-premise infrastructures often reach their limits 
with a large number of remote accesses. The transition to cloud-based solutions could represent a more 
efficient alternative. However, many German companies, especially small and medium-sized enterprises 
(SME), are still hesitant to take this big step of transferring applications to the cloud. For this reason, this 
paper examines the question of whether existing migration approaches in the analysis phase fit the specific 
requirements of SMEs. Using a literature review methodology, we first identify and analyze determinant 
factors for cloud adoption in SMEs. On this basis, we analyze existing methods in the analysis phase for 
migrations from on-premise software to cloud solutions. We investigate whether these factors are considered 
in the analysis phase of the approaches and conclude their suitability for SMEs. Of the migration approaches 
we examined, none included all the factors we identified as relevant to SMEs. Fewer have considered all 
factors fully and in detail. We present the results of the literature search process in tabular form and conclude 
this paper with a discussion and synthesis of the literature as well as an outlook on further research fields. 

 

Keywords 

Systematic Literature Review; Cloud; Cloud-Computing, Infrastructure; Small And Medium-Sized 
Enterprises; SME; On-Premise; Manufacturing Companies; Business-Services 

1. Introduction 

Cloud computing (CC) offers great potential for small and medium-sized enterprises (SMEs), in terms of 
collaboration within the company and work efficiency [1], but also regarding the business domain, it can 
enable the realization of new products and business models [2] and unlike classical models of data 
processing, can meet the increasing demands on computing readiness and storage capacity [2]. It is assumed 
that SMEs benefit even more from cloud adoption than their larger counterparts [3], even though it must be 
mentioned that the decision in favor of CC requires a case-by-case consideration. The advantages for SMEs 
seem to contradict the fact that SMEs lack far behind larger companies in the adoption of CC [4,5].  

This is a competitive disadvantage for SMEs without access to CC, which is exacerbated by the current 
pandemic situation. For example, insufficient bandwidth over the Internet connection for a large number of 
external accesses to the company’s IT systems, as well as reduced data throughput rates due to VPN 
connections, reduced employee efficiency. Recent research has shown that adequate use of digital 
technologies enables better response to the COVID-19 outbreak [6,7]. Against the context of the pandemic 
situation, the question implied above becomes more pressing as to why the adoption of CC is not higher in 
SMEs. Rashmi et al. [4] mention various reasons for which SMEs actively decide against a cloud solution, 
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such as data protection and security concerns, and internet stability. Another possible reason is that 
migrations to the cloud cause major challenges for SMEs, for example, they find some practices that are 
fitting for large companies not applicable and have difficulty hiring employees with appropriate skills [8]. 
For this reason, this paper evaluates existing approaches of cloud migrations in terms of their suitability for 
SMEs. It is intended to show whether the special determinate factors of cloud adoption in SMEs are 
considered in the analysis phase of cloud migration methods and to identify possible gaps. When selecting 
an approach for cloud migration, procedures that prove unsuitable for SMEs can be excluded accordingly. 
By identifying suitable migration approaches, SMEs are enabled to take advantage of the benefits of CC. 
These potential advantages can, for example, include a reduction in capital lockup, location-independent 
access, lower barriers to market entry, and access to technologies that were previously only available to large 
companies [2]. 

Existing research has already highlighted the determining factors for and impacts of the adoption of CC by 
SMEs. Furthermore, methods for migration were classified and compared using a characterization 
framework [5]. Although there have been review papers produced, we could not retrieve a secondary study 
that consolidates and evaluates the research on migration approaches with respect to the specific needs of 
SMEs in the analysis phase. 

The objective of this work is to present a systematic review of literature (SLR) of existing cloud migration 
approaches, specifically in the analysis phase, and compare their suitability for SMEs. We focus on the 
business domain (e.g., ‘office IT’, office applications) and are therefore able to limit the variety of use-cases 
linked to cloud migration in general. Furthermore, we are able to take edge computing out of our scope as 
edge-cloud-architectures are more common in a production domain. Topics concerning ‘edge-computing’ 
will be regarded as ‘on-premise’ in this paper. 

2. Theoretical background 

2.1 Cloud computing 

According to Repschläger et al. [6], CC represents ‘an accumulation of services, applications, and resources 
that are offered to the user flexible and scalable via the internet without requiring a long-term capital 
commitment and IT-specific expertise’. The National Institute of Standards and Technology (NIST) further 
distinguishes between five characteristics (on-demand self-service, broad network access, resource pooling, 
rapid elasticity, and measured service) and three service models (software as a service (SaaS), Platform as a 
Service (PaaS) and Infrastructure as a Service (IaaS)) [7]. From an organizational and corporate perspective, 
a distinction can be made between the deployment models ‘private cloud’, ‘public cloud’, ‘hybrid cloud’ and 
a few mixed forms [8].  

2.2 Cloud migration process 

A cloud migration process (CMP) is an activity or a set of activities for transferring existing enterprises’ 
digital assets, services, IT resources or applications to a cloud. Generally, according to the three mentioned 
service models, there are three types of CMP – SaaS, PaaS, and IaaS migration processes. During the SaaS 
migration process, on-premise applications are basically replaced through a cloud-based software or service. 
The PaaS migration covers the process of the exchange of on-premise software operating and deployment 
environments to the one in a cloud. PaaS enables the creation of own applications in the cloud. The IaaS 
migration describes transfers of an enterprise’s complete infrastructure into a cloud, including storage and 
network capabilities. Enterprises then use applications, servers, storage, and network resources as a service 
via internet connections instead of on-premise network connections [9]. IaaS migration is the most suitable 
opportunity for moving applications to the cloud when there is no time to adjust or redevelop the applications 
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for a cloud. On a very general level, a cloud migration process can be divided into five phases (see 
Figure 1) [4]. 

 
Figure 1: General five-phase model for a cloud migration process [4] 

2.3 Challenges of migration to cloud-based business applications for SME 

Especially small companies struggle with the selection of cloud-based solutions. Research suggests, the 
smaller the company, the more difficult it is for decision-makers to select the most suitable technology [10]. 
The risk of accidentally exposing sensitive data during the migration process is one important reason why 
business-critical systems are often operated on-premise [11]. SMEs also try to avoid vendor lock-in [12–19]. 
For this reason, it is not easy to find solutions with an appropriate balance between customization and 
standardization. On the other hand, cloud service providers see the necessity to provide their potential 
customers with a better understanding of technical and legal issues [2]. This lack of knowledge makes the 
assessment of service providers even more challenging from an SME’s perspective. Further risks that can be 
identified are a high integration effort due to a lack of standards and possible misuse of data if the selection 
criteria are inadequate [2]. 

According to a survey of SMEs in Indonesia, effective cloud migration strategies and approaches can 
minimize the actual and perceived risks [20]. However, these may differ significantly from the actual 
deciding factors. To address the question of the suitability of existing migration approaches for SMEs, we 
examine the determining criteria for the adoption of CC in SMEs in chapter 4.2 [11]. However, these may 
differ significantly from the actual deciding factors. To address the question of the suitability of existing 
migration approaches for SMEs, we examine the determining criteria for the adoption of CC in SMEs in a 
later chapter. 

3. Research methodology for a systematic literature review 

In this paper, existing process models for cloud migrations are presented, and their suitability for small and 
medium-sized enterprises is investigated by applying the systematic literature review (SLR) method. An 
SLR is conducted to identify, evaluate and interpret available research relevant to a specific research question 
[21]. The selection of this method in question is based on its suitability to find gaps in existing research. We 
followed the procedure in [22,21], including the main phases of planning, conducting, and documenting in 
order to aggregate empirical evidence. The stages have been summarized and abbreviated to fit the scope of 
this work. Figure 2 displays our methodical approach. In the following chapters, we briefly describe our 
approaches during the planning, conducting, and documenting phase. 

Feasibility study

Requirement Analysis
& Planning

Migration

Testing &
Deployment

Monitoring &
Maintenance
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Figure 2: Our methodical approach for the SLR 

3.1 Planning  

In the planning phase, we identified our research questions, which are based on the objective of this work 
and not changed during the research process. Our identified research questions (RQ) are: 

(1) Which migration approaches do exist?  
(2) What factors determine the decision for or against a cloud solution in SMEs?  
(3) Are the determining factors for SMEs addressed in the migration approaches?   

Additionally, we define a review protocol in this phase. The protocol contains a precise plan for the 
conduction phase as well as detailed information on literature selection. 

3.2  Conducting phase 

The goal of the conduction phase is to find published papers (archival journals, conference proceedings, or 
technical reports) from the contents of predetermined electronic databases that can be used to answer the 
research questions. We used the following databases for our literature search: ACM Digital Library 
(dl.acm.org), Google scholar (scholar.google.com), IEEExplore (ieeexplore.ieee.org), Inspec 
(www.iee.org/Publish/INSPEC/), and ScienceDirect (www.sciencedirect.com). 

We constructed strings for searching electronic databases to answer our structured research questions. 
Synonyms and alternative spellings were identified, and the question elements were linked with the boolean 
operators’ OR’ for synonyms and ‘AND’ for creating search strings. Table 1 displays the research question 
(RQ) and the applied search terms. For the search terms, we combined one term from each search category 
to form a search string. Categories were also skipped, which is represented by an epsilon (ε) within the listing 
of the search terms. 

Table 1: Research questions and respective search terms 

RQ Research question Search terms 
1 What migration approaches do exist? Category 1.1: 

method, approach, plan, 
technique, way, scheme, ε 

Category 1.2: 
transition, change, 
switch, migration 

Category 1.3: 
cloud infrastructures, cloud, 
on-premises to cloud 

2 What factors determine the decision 
for or against a cloud solution in 
SMEs? 

Category 2.1: 
small and medium-
sized enterprises, 
SME, companies,  

Category 2.2: 
determinants, 
challenges, 
benefits, ε 

Category 2.3: 
transition, 
change, switch, 
migration 

Category 2.4: 
cloud, cloud 
infrastructures, 
on-premises to cloud 

3 Are the determining factors for SMEs 
addressed in the migration 
approaches?  

Mainly evaluation of search results, 
therefore no search terms applicable 

The first selection of sources was based on a review of their title and abstract. To ensure relevance, we 
restricted the search to papers that were published in German and English after the year 2000. The second 
review of all selected studies was based on more detailed inclusion and exclusion criteria displayed in 
Table 2, to decide whether it can help to answer the predefined research questions. 

Planning phase

Conduction phase

Documentation phase  Write and 
validate review

 Construct search strings
 Select primary studies
 Extract and synthesize data

 Identify research questions
 Define review protocol
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Table 2: Inclusion and exclusion criteria for the first literature review 

Inclusion criteria Exclusion criteria 
The topic of a research question is the central consideration 
area of the work. 

The study does not cover on-premises to cloud migrations but 
other forms of migration such as migrations between different 
cloud solutions. 

The work considers cloud migration in general or SaaS 
migrations. 

The study is only published in languages other than English and 
German. 

The study is available in full text. Studies published before 2000. 

After this step, 25 studies remained, and their citations and references were examined, as seen in Table 3. 

Table 3: Results of our second literature view 

Database RQ 1 (13 studies) RQ 2 (12 studies) 
ACM Digital Library (dl.acm.org) [23]  
Google scholar (scholar.google.com) [9] [24] [25] [26] [27] [28] [12] [14] [13] [29] [30] [19] 
IEEExplore (ieeexplore.ieee.org) [31] [32] [33] [34] [35] 
Springer Link (link.springer.com) [36] [18] [15] [17] 
ScienceDirect (www.sciencedirect.com) [40] [37] [16] 

4. Results 

4.1 Migration approaches 

As Zhao and Zhou [36] have already pointed out, there exist various academic research and industrial 
applications on legacy system migration to the cloud. Our research identified 13 relevant studies, which we 
further narrowed down to primary literature. Finally, eight novel frameworks, strategies, approaches, and 
methods for migrating to the cloud remained. 

Table 4 displays existing novel migration approaches and answers our RQ1: What migration approaches do 
exist? 

Table 4: Identified migration approaches in the primary literature 

Index Author(s) Title Year Reference 
1 Ahmed, Monjur; Singh, Navjot A Framework for Strategic Cloud Migration 2019 [23] 

2 Banerjee, Joydipto Moving to the cloud: Workload migration techniques and 
approaches 

2012 [25] 

3 Khan, Nabeel; Al-Yasiri, Adil Framework for Cloud Computing Adoption: A Roadmap 
for SMEs to Cloud Migration 

2015 [24] 

4 Nussbaumer, Nicolas; Liu, 
Xiaodong 

Cloud Migration for SMEs in a Service Oriented Approach 2013 [27] 

5 Pamami, Pooja; Jain, Aman; 
Sharma, Navneet 

Cloud Migration Metamodel: A framework for legacy to 
cloud migration 

2019 [33] 

6 Peddigari, Bala Prasad Unified Cloud Migration Framework — Using factory 
based approach 

2011 [32] 

7 Santikarama, Irma; Arman, Arry 
Akhmad 

Designing enterprise architecture framework for non-cloud 
to cloud migration using TOGAF, CCRM, and CRMM 

2016 [31] 

8 Saripalli, Prasad; Pingali, Gopal MADMAC: Multiple Attribute Decision Methodology for 
Adoption of Clouds 

2011 [26] 
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4.2 Determinants of cloud computing adoption in SMEs 

During the literature review, 12 papers were identified that present factors that determine the decision for or 
against a cloud solution in SMEs. However, factors and their influence differ from paper to paper. To identify 
the major influencing factors, we conducted a comparison of the named factors. We checked for each factor 
if it was mentioned, how detailed it was described, and what importance the authors of the paper attached to 
it. Importance (0 – not mentioned, 1 – low, 2 – medium, 3 – high) of respective factors was added up 
throughout the identified papers. As a result, we identified 15 major influencing factors. These factors do 
not necessarily conclude a direct advantage of CC over on-premises software. They represent what is 
important for SMEs when considering a migration to the cloud. The results are presented in Table 5. 

Table 5: Influencing factors on the decision concerning the decision of implementing cloud solutions in SMEs 
(in the order of descending importance) 

Factor  Literature Score Description 

Data security 
concerns 

[13] [14] [17] [15] [18] 
[35] [37] [16] [12] 

21 Many SMEs are afraid of losing the data or of handing it over to a third party. 
However, interviewees stated that sometimes cloud services have higher data 
security and, in those cases, are even better than on-premise services. 

Cost reduction  [13] [14] [17] [15] [18] 
[30] [37] [16]  

21 Companies look forward to cutting their IT-related expenses through the use 
of cloud services because the development and maintenance of on-premise 
infrastructure, networks, and software may be very costly. 

Reduced set-up 
time 

[13] [17] [15] [29] [18] 
[30] [16]  

17 Fast set-up times of services in the cloud or the opportunity to start using a 
service instantly is a great advantage for companies. 

Dependency on 
provider 

[13] [14] [17] [15] [18] 
[19] [16] [12] 

16 High dependency on the provider of cloud services discourages companies 
from using the cloud services. 

Scalability [13] [14] [17] [29] [18] 
[30] [12] 

16 The possibility to increase cloud resources, storage, or functions is seen 
positively by enterprises. 

Flexibility in 
regard to location 
and devices 

[13] [14] [17] [15] [18] 
[16] [12] 

15 Cloud services allow remote collaboration as well as the use of different 
devices and operating systems and, in such a manner, encourage companies 
to use cloud services. 

Flexibility in 
regard to used 
services/apps 

[13] [14] [17] [15] [29] 
[18] [16] 

14 The majority of papers state that the possibility to add or remove functions 
depending on the enterprise’s needs persuades SMEs to choose cloud 
services. 

Focus on the main 
business 

[13] [14] [17] [15] [29] 
[30]  

13 Through outsourcing of IT operations, enterprises can focus on their main 
business and activities. 

Easiness of use [13] [14] [17] [29] [18] 
[30] [12] 

13 Better user experience and user interface are reasons for enterprises to choose 
cloud services. 

Dependency on 
the internet and its 
quality 

[13] [17] [15] [18] [16] 
[12] 

13 Enterprises hesitate to migrate fully to the cloud because of possible problems 
with access to the data or inability to work in case of a poor internet 
connection. 

Transparency in 
regard to service 

[13] [14] [17] [15] [19]  10 If it is not clear how a cloud service works, what are its privacy policies, who 
has access to the data, and where the servers are located, enterprises will 
hesitate to choose the service. 

Organizational 
size and structure 

[13] [14] [17] [37] 10 The smaller the company and the flatter its hierarchy structure, the easier and 
more likely it is to migrate to cloud services. 

Technical 
knowledge / unde-
rstanding of CC 

[13] [14] [35] [37]  9 Deeper technical knowledge of CC has a positive impact on the decision to 
use cloud services. 

Competitive 
pressure 

[13] [14] [17] [35] [37]  9 Competing organizations adopting cloud and increasing adoption trends 
across industry sectors influence the decision to use cloud services. 

Easy possibility to 
test services/apps 
before purchase 

[13] [17] [29]  8 Cloud services allow to try new services before their actual purchase and thus 
encourage enterprises to use cloud services. 
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4.3 Synthesis of the literature of existing methods and approaches for migration 

Although the literature examined explicitly addresses SMEs, in part because of the search terms chosen, 
none considers all of the factors identified. Depending on the objective of the literature analyzed, only very 
few of the factors were even considered in the critical analysis phase. Moreover, very few authors made a 
distinction with regard to IaaS, PaaS, and SaaS. Table 6 summarizes the results regarding research 
question 3: ‘Are the determining factors for SMEs addressed in the migration approaches?’. In order to 
evaluate to what extend do the identified address the influencing factors, the following evaluation logic was 
used: 4 – if an approach provides a detailed guide on how to address a factor; 3 – if an approach proposes a 
concept to address a factor; 2 – if an approach describes general opportunities to address a factor; 1 – if a 
factor was mentioned in the approach.  

Table 6: Analysis of the identified migration approaches regarding the identified influencing factors 
(0: not at all, 1: partly, 2: mainly, 3: mostly, 4: fully) 

Factor [23] [25] [24] [27] [33] [32] [31] [26] 
Data security concerns 2 2 1 4 0 1 2 4 

Cost reduction  1 1 4 4 2 2 2 4 

Reduced set-up time 0 0 1 3 0 1 0 3 

Dependency on provider 3 2 2 0 1 0 2 1 

Scalability 1 1 1 4 0 2 0 2 

Flexibility regarding location and devices 1 0 2 2 1 2 3 2 

Flexibility regarding used services/apps 0 0 3 4 1 2 2 3 

Focus on the main business 0 2 1 0 0 0 0 1 

Easiness of use 4 0 1 4 0 0 0 4 

Dependency on internet and its quality 1 0 1 4 1 0 2 4 

Transparency in regard to service 0 0 1 0 0 0 0 0 

Organizational size and structure 4 2 0 1 4 0 4 2 

Technical knowledge/understanding of CC 3 2 1 2 2 0 2 0 

Competitive pressure 0 0 0 0 0 0 1 0 

Easy possibility to test services/apps before purchase 0 3 3 0 0 0 0 0 

The table shows that no migration approach considers all factors. There are at least two factors not considered 
(0) in all approaches. The migration approach with the highest coverage, considers 6 out of 15 factors 
completely and in detail (4). Most of the analyzed literature did not consider a fair amount of the identified 
factors and were either too strategic or only addressing specific factors. In addition, the analysis phase can 
identify potential that could be realized through a change in processes or service utilization. The factors 
targeting this are insufficiently considered in the literature analyzed. In conclusion, the identified methods 
and approaches did not meet and fit the requirements of SMEs.  

5. Discussion, conclusion, and outlook 

This paper presented the results of SLR of research on CC and SMEs from 2000 to 2021. We reviewed a 
total of 25 scientific studies to identify cloud migration approaches in scientific papers, analyze what factors 
determine the decision for or against a cloud solution in SMEs, and subsequently investigate if the factors 
are addressed in the migration approaches. As presented in chapter 4.3, the identified migration approaches 
do not consider important factors and may therefore not be applied by SMEs. 

In conclusion, this systematic literature review underlines the importance of continued research in this area 
to enable SMEs to utilize the potential of cloud-based services fully. In order to move away from existing 
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on-premise-based infrastructures, this paper shows that a variety of factors must be taken into consideration. 
A suitable and holistic approach that particularly considers the possibilities of SaaS for SMEs could not be 
identified. From the authors' point of view, there is a need to give greater consideration to the resulting 
advantages and develop suitable process models that take into account all the relevant influencing factors. 
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Abstract 

Morocco is establishing itself as a key industrial location and logistical hub for the African continent. The 
Competence Center on Automation (CCoA), funded by the Federal Ministry for Economic Cooperation and 
Development, BMZ has the vision to increase economic growth and to create new jobs through knowledge 
transfer on automation and digitalization technology in key industrial sectors. This paper shows the approach 
and the results of an analysis based on quantitative and qualitative interviews. The goal of this research is to 
analyze the degree on automation and digitalization in the selected Moroccan industries. It is based on 
quantitative and qualitative interviews. The target group of the pilot phase includes automotive and food 
industry, universities, vocational schools and political stakeholders. The results show several differences 
regarding technology use and training between the automotive and food industry, as well as between local 
and international companies in Morocco. These results will be used to develop a digitalization roadmap, 
tailor made for the Moroccan industry, to make the country even more competitive and to establish 
international joint ventures on the long term. 

 

Keywords 

Automation, Digitalization; Global Manufacturing, International Business, Knowledge Transfer 

 

1. Motivation 

The successful transformation from a developing country to an industrialized nation requires international 
business activities [1]. To remain an industrialized nation, it is also necessary to work on relationships at the 
global level. A good way to put relationship work into practice is joint success through knowledge transfer. 
Another long-term step to ensure common success are industrial clusters, joint cooperations and legally joint 
ventures. Building long-term, sustainable relationships and creating high-quality jobs in Morocco is the goal 
of the Competence Center on Automation (CCoA). Automation and digitalization will play a major role in 
the global manufacturing industry in the future [2]. Furthermore, the strategic orientation of international 
production networks is fundamental, for which knowledge of the interdependencies between network and 
factory level is essential [3]. Dynamic production networks can be a solution for managing current and future 
challenges such as high volatility in demand and the trend towards customized products [4]. Facing these 
challenges requires a transformation with the intelligent use of automation and digitalization solutions to so 
called cyber-physical systems which represent the core of smart factories [5]. This, in turn, demands high-
quality training and further education for specialists and managers. 
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2. Related work 

The challenges of implementing latest automation and digitalization applications in Tunisian small and 
medium-sized enterprises (SMEs) were analyzed in the work of Ben Hadj Hassine 2021 [6]. Therefore, an 
exploratory qualitative approach using a questionnaires and individual interviews was chosen. Difficult for 
SMEs to keep the pace and stay competitive. Lack of skills to drive digital transformation, lack of strategic 
vision. Companies also have great difficulty funding new technologies and their rollout. As a result, the 
author recommends governmental action e.g., investments into digital infrastructure and into human capital 
by upskilling the workforce [6]. The research group around Anass et al. 2021 analyzed the relationship and 
application of the two concepts Lean and Industry 4.0 in the Moroccan context [7]. A survey was developed 
and conducted for this purpose focusing on the automotive, aerospace and chemicals sector. The researchers 
found that the concepts they analyzed are complementary to each other and can therefore be introduced 
simultaneously in companies. Furthermore, both concepts are considered important by industry. 

The work of Faysse 2015 analysed the agricultural policy Green Morocco Plan, initiated in 2008 by the 
Moroccan Department of Agriculture and Marine Fisheries, based on policy document reviews and 
implemented instruments [8]. The goal of the Green Morocco Plan was to ensure economic growth within 
the next 10 - 15 years in the agriculture sector [8]. According to the author, the policy only succeeded 
moderately in developing and transforming rural areas to increase the agricultural production and thus also 
the individual income in these areas. The opportunities and challenges of digitalization in the Moroccan 
agriculture sector were discusses by Jabir & Falih 2020 [9]. For this purpose, latest technologies were 
identified and their applicability around the region Beni-Mellal Khenifra analyzed, e.g., Wireless Sensor 
Networks applied in different climates, energy harvesting technology, decision support software. To ensure 
success in the digital transformation and boost economic growth in agriculture and food industry the authors 
recommend good governance and policy. 

3. Competence Center on Automation (CCoA) 

The CCoA is intended to serve as a platform for transferring knowledge in the field of automation and 
digitalization in an applied manner using new approaches to action-oriented learning. For example, to realize 
the potential of university-industry-collaborations, a new educational strategy is needed that combines 
existing concepts and didactic approaches [10]. For the further training of specialists and executives, real-
world projects can as well be used according to inquiry-based learning approaches [11]. 

The focus of the CCoA is during its pilot phase laid on two key industries, automotive and food, to develop 
differentiated and demand-oriented solutions. The automotive industry plays an important economic role not 
only for Morocco, but for the entire North African region [12]. Therefore, investments are made not only by 
the individual states and companies but also by the Africa Bank of development, European Union, World 
Bank and others. In addition to the high efforts of the Moroccan government by establishing several free 
trade zones such as Tangier Automotive City and Kenitra Atlantic Free Zone, there has also been a high 
level of investment from abroad [13]. In the last 5 years, many investments have been made by foreign 
automotive companies, including French, Spanish, Japanese and US corporations. On the one hand, the 
Moroccan market is used as a cost-effective production location to supply automotive systems and -parts to 
plants spread around the world. On the other hand, the African and especially the Moroccan sales market is 
gaining more and more interest. 

Furthermore, the food sector including agriculture and beverage is economically very important and 
generates revenues over USD 12,8 billion [14]. According to FENAGRI [14], Morocco’s export in the food 
sector is increasing especially for granulated sugar, fresh fruits, and fresh tomatoes. 

Industries such as consumer electronics and energy are also gaining high interest in Morocco but are not 
focused in this pilot phase of the CCoA.  
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Innovative and comprehensive education and training seminars are planned within the project scope. Hence, 
seminars for experienced professionals and managers are planned, as well as trainings for students and 
graduates in learning factories [15]. Further, industrial train-the-trainer seminars for system integrators are 
also scheduled. 

 

4. Methodology 

Quantitative and qualitative elements are applied to identify the status quo and the need for automation and 
digitalization in Morocco. For the quantitative analysis, a comprehensive online questionnaire was 
developed. To take local conditions and requirements into account, the work was carried out by an 
interdisciplinary team of experts from Morocco and Germany. In addition to expertise in the engineering, 
natural- and social sciences, domain knowledge was contributed by local experts from Tangier in the 
automotive industries and from Casablanca in the food sector. The questionnaire was developed by the team 
in several workshops and review loops with industry experts. The online survey was set up and conducted 
using QuestionPro, a web-based software for market research and experience management. Current 
guidelines for the design, development and implementation of online surveys [16] have been taken into 
account. To ensure that as many participants as possible took part, the study was conducted bilingually in 
English and French. After the successful three-day test phase, the online survey started on 8th February 2021 
and ended on 8th March 2021. To obtain a comprehensive picture in Morocco, three target groups were 
addressed, industry, universities, and vocational schools. Over all three online surveys, a cumulative total of 
101 questionnaires were completed in full. The average completion time was 13 minutes. The dropout rate 
across all three surveys was 43,48 %. 

In the following sections, the focus is on the industry questionnaire. The scope of this questionnaire included 
46 questions. The limitations of this publication do not allow a detailed presentation of the entire survey; 
hence several interesting questions are discussed in detail here. Further information on the survey can be 
found on https://competence-automation.ma/.        

 

5. Results & Discussion 

The survey participants include experienced managers from industry networks of various local industry 
associations, personal contacts of local experts and the network of the German AHK (Foreign Chamber of 
Commerce) in Morocco. Figure 1 shows the industry distribution of the survey participants. The automotive 
sector accounts for the largest share of participants with 49 %. This high proportion in the automotive sector 
is partly due to the strong commitment of the industry association to the CCoA project. The automotive 
sector includes OEMs, system- and parts suppliers as well as service providers. Furthermore, with 20 % 
participation, the food sector represents the second largest group of participants. Within the CCoA project, 
agriculture and beverage are also subsumed under the food industry. The other industrial sectors individually 
do not account for more than 6%, as can be seen in Figure 1.  

In addition to the industry distribution, the participant's function in the organization was also asked. More 
than 80 % of the participants hold management or executive positions. The revenue distribution of the 
participating companies presents a differentiated image. 25.9 % of the companies have revenues of 
$1 million or less per year. 20 small businesses with between 1 and 10 employees participated and represent 
about one-third of the industry participants. 36.5 % of the companies have revenues between $1 million and 
$50 million per year. 44 participating companies have more than 250 employees. A detailed analysis of the 
survey revealed that more than half of the participants were from international companies or Moroccan 
companies with foreign sites. 44 % of the participating companies are located only in Morocco. The survey 
therefore includes both SMEs and large companies. 
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Figure 1: Industry distribution of the survey participants 

In order to determine the status quo in the automation and digitalization field in Morocco, the As-Is Analysis 
team considered it very appropriate to ask the participants about the impact of global challenges on their 
organization. The following question was therefore asked for the industry's self-assessment: 

 How would you rate the impact of the following challenges on your organization? 

The results to this question are shown in Figure 2. 49 participants of the surveyed companies considered the 
impact of economic growth high till very high. Connectivity and Knowledge culture are also seen as 
important topics in the future, as 48 respectively 43 participants think it will have a high till very high impact. 
After analyzing the raw data, unexpectedly, the pollution challenge for the automotive industry is not as 
great in direct comparison to the food industry. This may be due to the less complex political conditions in 
the free trade zones. However, this must be investigated in further interviews with experts. Looking at the 
answers in more detail, the shortage of specialists is a greater challenge for the food industry than for the 
automotive industry. This will have a variety of reasons; from the point of view of local experts, the 
automotive industry finds it easier to attract skilled workers, as these often offer higher salaries, an 
international environment and thus a higher level of attractiveness. 

 
Figure 2: Impact of global challenges on the participating organizations 

Furthermore, the following self-assessment question was asked of the survey participants: 

 What is your experience with the following technologies? 
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Most of the surveyed participants are well experienced in electrical machines, industrial networks as well as 
network and communication. Many participants regularly use these technologies or even develop it further 
(see Figure 3). On the other hand, technologies like Blockchain, Process Mining, IoT (Internet of Things), 
RFID (Radio-Frequency Identification) and PLC (Programmable Logic Controller) are for half of the 
participants less known. Respectively they have not heard of these technologies or have heard of them but 
do not know more about them. Based on the self-assessment and detailed analysis of the raw data, it can be 
concluded that the food sector has less experience with the latest technologies.  

 
Figure 3: Self-assessment on experience with key technologies 

Another key question on the status quo is covering the order management process: 

 Is your order management process fully digital? 

Cumulatively across all sectors, around half of the companies have already eliminated the need for paper 
orders and are handling them digitally. A closer look at the raw data reveals a large gap between the two 
industries, automotive and food, as shown in Figure 4. Over 63 % of companies in the automotive sector 
have implemented digital order management. However, only 31 % of companies in the food sector have 
implemented such a system. 

 
Figure 4: Order management paper based vs. digital. 
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Furthermore, questions were asked about the automation of quality control tasks. The automotive industry 
is fulfilling 28 % of quality control tasks manual, 69 % semi-automated and 3 % fully automated. In contrast, 
the food industry in Morocco is fulfilling 57 % of quality control tasks manual and just 43 % semi-automated. 
Once again, the automotive industry has made technological progress compared to the food industry and is 
already using fully automated quality control solutions in addition to semi-automated ones.    

The use of professional Enterprise Resource Planning (ERP) systems is also dominated by the automotive 
industry (over 83 %) compared to the food industry (32 %). This is partly due to the fact that the automotive 
sector has a significantly higher share of multinationals in Morocco. These corporations often roll out this 
type of information and communication systems in a centrally driven manner. Thus, the decision and often 
the financing of these software solutions is made from industrialized nations.  

The area of in-house training and continuing education of employees also shows a higher use of digital 
solutions, such as the use of E-learning platforms, by multinationals. The majority of international companies 
offer their employees E-Learning platforms. In contrast, only one-third of Moroccan companies offer E-
Learning platforms for their staff. Again, Moroccan companies seem to be lacking in the handling and 
demonstration of the latest educational technologies as well as the financing of these. 

6. Summary & Outlook 

This publication provides an insight into the status quo in the field of automation and digitalization in the 
Moroccan automotive and food industry. Furthermore, the procedure of the quantitative and qualitative 
analysis was explained first. The results illustrate that, in contrast to the food industry, the maturity level of 
the automotive industry differs significantly with regard to automation and digitalization solutions. This is 
exemplified by the use of digital solutions in order processing or the use of ERP systems. Furthermore, 
figures showed that there is also a larger gap between Moroccan and international companies in terms of the 
use of new digitalization technologies but also the training of these. However, in general, there is a high level 
of interest in automation and digitalization solutions in Morocco. This was shown by the high level of 
participation in the survey and the subsequent feedback.   

In a first step, the German-Moroccan commitment supported by the BMZ has already led to a higher 
sensitivity of the industry for automation and digitalization solutions. Furthermore, a high demand for 
professional education and training on new technologies could be identified. In the long term, the 
Competence Center on Automation will make a major contribution in the field of education and training and 
serve as a focal point to encourage bilateral industrial cooperation. 
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Abstract 

Industrial manufacturing is confronted with increased cost pressure due to international competition. The 
use of automation solutions can help to optimally exploit existing potentials and react to market competitors. 
In particular, increased productivity and shorter cycle times lead to reduced costs and increased capabilities. 
New manufacturing technologies can also help to achieve an advantage over market competitors. In recent 
years, additive manufacturing technologies in particular have gained in importance. 

Laser Powder Bed Fusion (L-PBF) is an additive manufacturing (AM) technology that enables the 
production of highly complex and individualized metal components. A significant disadvantage of L-PBF is 
the required post-processing of additive manufactured parts, which is necessary to remove auxiliary 
structures, separate the workpieces from the substrate plate and obtain high precision as well as low surface 
roughness. Automation of these post-processes is a crucial factor for increasing productivity and thus for 
further industrialization of L-PBF. In order to exploit this potential optimally, the level of automation has to 
be determined. 

In this paper, a methodology is presented that enables the determination of the level of automation for the 
additive process chain with L-BPF. The focus is on evaluating the level of automation of individual 
manufacturing technologies due to consideration of technology-specific requirements and characteristics. 
The scope of the analysis is not limited to technologies; handling processes are also taken into account. A 
differentiated evaluation of the level of automation is enabled by the definition of technology-specific and 
cross-technology sub-tasks. 

 

Keywords 

Laser Powder Bed Fusion; L-PBF; automation; level of automation; process chain; additive manufacturing; 
AM; post-processing 

1. Introduction 

The increasing number of variants requires manufacturing to optimize flexibility. Addressing this demand, 
additive manufacturing processes are becoming more and more viable. The number of machines and printed 
parts sold has grown steadily in recent years due to the increased productivity and quality of AM machines 
and increasing market diffusion of the technology [1, 2]. In addition, manufacturing companies in high-wage 
countries such as Germany are facing increased competition due to the cost advantages of production in Asia 
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and Eastern Europe. The application of automation solutions has the potential to significantly increase 
productivity and thus ensure competitiveness in the international market environment. The current state of 
the art in the industry shows that the automation potential in the additive process chain is not fully exploited. 
Especially in the area of post processing, the majority of process steps are currently conducted manually, 
which leads to high costs [3]. Since the costs incurred for the additive manufacturing of a component are 
compared to both conventional manufacturing methods and competing companies, the reduction of costs is 
an important priority for the economic use of additive manufacturing technologies in industrial 
manufacturing [3]. 

Determining the level of automation (LOA) is able to support the assessment of the status quo in terms of 
productivity. For improving the status quo, it is necessary to identify potentials and define fields of action. 
For this purpose, specific requirements for automation and special constraints of the additive process chain 
have to be considered. A methodology for the determination of the LOA enables the assessment of the current 
state and the identification of potentials for the significant improvement of productivity. 

This paper presents a methodology that enables the determination of the LOA for the additive process chain 
with L-BPF. The focus is on evaluating the LOA of individual manufacturing technologies due to 
consideration of technology-specific requirements and characteristics. The scope of the analysis is not 
limited to technologies; handling processes are also taken into account. A differentiated evaluation of the 
LOA is enabled by the definition of technology-specific and cross-technology sub-tasks. In the second 
chapter, the initial situation concerning the additive process chain is presented using the example of the AM 
technology L-PBF and the need for a methodology to determine the current level and potential of automation 
is derived. The following third chapter describes the methodology that enables the determination of the LOA 
for the additive process chain. In the fourth chapter, the exemplary application of the methodology is briefly 
described. The final chapter five concludes the paper and presents possible directions for further research. 

2. Initial Situation 

With the number of additively built parts and products growing year after year, AM technologies are 
becoming increasingly important and shape the world of production in the future [4]. Based on the principle 
that a solid body is formed by joining material layer by layer using a chemical or physical process, additive 
manufactured components only have few minor design constraints such as the layers’ thickness [2, 5, 6]. 
One of the most important and most used technologies in the group of AM technologies is L-PBF [1]. Here, 
the AM principle is realized by a layer-wise application of metal powder [1]. Molten powder is fused with 
the surrounding material by a laser, solidifies and thus forms the component layer wise [2, 5]. There are 
several advantages of L-PBF: Similar mechanical properties compared to parts conventionally 
manufactured, density of almost one hundred percent and  new design possibilities for metal components 
and the integration of several functions into one single component allows individualization and topology or 
material optimization for lightweight constructions [7,8, 9, 10]. But there are also disadvantages of L-PBF 
that need to be reconsidered: For the additive manufacturing process itself, support structures and a baseplate 
are necessary to mitigate the warping and to dissipate heat [7]. Furthermore, the removal of unfused excess 
powder is necessary after the build process due to the risk of powder cross-contamination and associated 
quality degradation or adverse effects on the workers’ health [4, 5]. A rough surface, significant shape 
deviations and residual stress can lead to warping or anisotropic mechanical properties [8, 11]. Therefore, 
L-PBF is used in combination with other conventional manufacturing technologies to ensure dimensional 
and positional accuracy of the manufactured components [5, 10, 11, 12]. 

The typical process chain of an additive manufactured component with its post-processes is described in the 
following. First, the components are built on a baseplate to which they are fused [7]. To form components, 
various powder layers are locally fused. The additive components are surrounded by unfused powder, which 
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can be recycled also like the substrate plate [6]. The remaining powder must be removed. This is achieved 
by vacuuming and additional cleaning, but it has to be done within a glove box to safely handle the powder 
[7]. Recent powder removal-methods also consider ultrasonic cleaning equipment or kinematic powder 
removal systems [4]. To reduce stress resulting from the AM process, stress relief heat treatment is an option, 
but there exist also other possible heat treatments according to the requirements of the material [7, 10]. 
Afterwards, the component is separated from the baseplate by sawing or wire-EDM [11]. Additionally, 
auxiliary structures need to be removed by manual chiseling and grinding to smooth the surface [11]. 
Alternatively, milling or other automated subtractive processes can be used [13]. Furthermore, functional 
features are conducted, e. g. by milling, turning, sink- and wire-EDM [11]. To improve the surface quality, 
sand blasting or barrel finishing or other subtractive processes according to the component requirements are 
applied [11]. Apart from the technologies mentioned above, others may also be used [10]. 

The comparatively low productivity and high costs of such AM process chains are currently a barrier to the 
economic use of the technology [7]. Industrialization of L-PBF could be achieved by automating the L-PBF 
manufacturing process chain, as it reduces costs and increases productivity [14, 15]. For the development of 
automation concepts, an analysis of the status quo of the additive process chain is essential. Therefore, a 
discourse on scientific approaches to the topic of additive process chain and automation follows: 

MÖHRLE considers the L-PBF process chain mainly from an economic and organizational point of view and 
does not explicitly include automation [11]. BÖCK's approach supports the integration of non-conventional 
technologies into conventional process chains, but does not address L-PBF and the specific requirements of 
automation [16].  The approach of PRÜMMER also does not fully consider the automation of the additive 
process chain. Here, an evaluation system for automated manufacturing systems in toolmaking is presented 
based on typical technologies in toolmaking. L-PBF and other AM technologies are therefore not considered 
[18]. In SEIFERMANN’s concept, too, automation alternatives are evaluated and selected mainly on the basis 
of lead time and additional other economic and technological factors. A determination of the degree of 
automation is not explicitly made here [17]. At WINDMARK, automation alternatives are evaluated and 
selected based on economic factors. L-PBF and the specific challenges are not addressed [21]. Although 
KOPF explicitly considers the additive process chain with L-PBF in detail, automation and thus the 
determination of degrees of automation are only marginally included [20]. Currently, there are two main 
scientific approaches that explicitly deal with the definition of level of automation. On the one hand FAVRE-
BULLE, who considers the level of automation as the quotient of the automated functions of a system in 
relation to all functions [15]. On the other hand, FROHM defines technological LOA in his approach, but these 
are general and do not consider the specific requirements of additive manufacturing [24].  

The scientific discourse shows that although the approaches are applicable to several technologies, 
technology-specific characteristics are not taken into account. To achieve improvements in practice, it is 
necessary to identify technology-specific potentials and to derive requirement-oriented fields of action. For 
this purpose, the requirements for automation and the special characteristics of the additive process chain 
must be considered. Ideally, a methodology for determining the LOA can be used to evaluate the current 
LOA and identify potentials in order to achieve an optimal LOA. The following chapter presents such a 
methodology. 

3. Methodology 

Since the methodology should take into account the special characteristics of the additive process chain and 
the technologies used in it, a technology-specific consideration of the LOA is appropriate. This means that 
a separate LOA is determined for each technology used in the process chain. This results in a differentiated 
picture of the process chain. In addition, to consider the technology used in each case, handling functions 
that are relevant in the respective process step are also considered. The definition of the handling functions 
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is based on the VDI standard 2860 [21]. Since the handling functions often rely on the same peripherals, 
they can be used in part across technologies to determine the respective LOA. 

3.1 Determination of sub-tasks 

Although the separate consideration of the technologies can already lead to the consideration of certain 
technology-specific characteristics, such a consideration cannot do adequate justice to the desired level of 
detail. Therefore, the individual process steps are subdivided into further sub processes. This procedure is 
based on Hierarchical Task Analysis (HTA), in which individual tasks are subdivided into sub-tasks. New 
sub-tasks can be identified if they pursue their own (partial) goal. However, it is not specified how detailed 
the sub-tasks must be subdivided. Thus a focus can be put on sub-tasks, which are to be considered more 
detailed, while others are subdivided less strongly. [22] 

 
Figure 1: Hierarchical Task Analysis for sawing 

Figure 1 shows an overview of how the HTA for sawing can look. The sawing process can be roughly divided 
into three steps within the process chain: The transport of the component to the machine, the machining of 
the component in the machine and the removal of the component. A consideration of the LOA at this level 
cannot yet be carried out in the desired level of detail, as it is not possible to clearly determine the extent to 
which these steps are automated or carried out manually. Therefore, a further detailing of the tasks is carried 
out. For the transport of the component to the machine, the sub-tasks conveying, storing and feeding, which 
are defined as handling functions, are suitable. In the task “Machine the component in machine”, all 
processes that take place in the immediate vicinity of the machine are taken into account. In order to be able 
to machine the component on the machine, it must first be clamped. The actual mechanical processing of the 
component represents a separate sub-task (“Machine component”). During the machining of the component, 
the extraction of chips can be used. For the removal of the component, only the removal is specified as a 
sub-task. The further transport of the component is not considered here, as it is considered as an upstream 
step in a subsequent technology. This ensures that identical processes along the process chain are not 
considered twice. 

It is noticeable that not every task needs to be subdivided into sub-tasks at the same level of detail. While 
“Machine component in machine” is divided into four sub-tasks, “Remove component” isn’t further 
subdivided into sub-tasks. Tasks are only further subdivided if there are processes within a task that differ 
in terms of automation. It is not decisive whether the LOA of individual sub-tasks actually differs in the end, 
but merely whether a different LOA can result along the process chain. At this point, it should be noted 
whether different machines or peripheral systems are used between sub-tasks. 

3.2 Weighting of sub-tasks 

Since not every sub-task has the same significance for the LOA, the sub-tasks have to be weighted. For this 
purpose, target values are first defined that are important for automation. These are weighted afterwards with 
regard to the superordinate goal of the automation, whereby the sum of the goal is 100 %. In addition, the 
target values take into account the general conditions of the additive process chain. In this way, a weighting 
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succeeds that is strongly adapted to the special characteristics of the additive process chain. Once the target 
values and the associated weights have been defined, the sub-tasks can be evaluated with regard to their 
influence on the respective target value. Based on the proficiency levels of the respective sub-tasks, a 
weighting factor wx,j can be determined. The calculation is shown in following formula:  

𝑤𝑤𝑥𝑥,𝑖𝑖 =  �𝑤𝑤𝑗𝑗,𝑦𝑦 𝑏𝑏𝑗𝑗,𝑖𝑖

𝑚𝑚

𝑗𝑗=1

 (1) 

The sum of the individual weights is normalized to 100 %. Finally, the weighting factors can be used to 
summarize the automation levels of the sub-tasks (cf. figure 2). 

 
Figure 2: Determination of the weighting factors of the sub-tasks [23] 

3.3 Definition of the scales for the determination of the automation level 

The next step is the linkage of automation level to the individual sub-tasks. Therefore, sub-task-specific 
scales are developed in the methodology. In this way, it can be ensured that the special characteristics with 
regard to automation are taken into account for each sub-task. In this respect, the technology-specific 
approach with the possession of the LOA for each technology differs from approaches that only consider the 
entire process chain [7]. 

Following the Dynamo model, the scales for each sub-task are divided into two areas. One scale refers to the 
mechanical functions as well as the equipment used to conduct the sub-tasks, while the other scale refers to 
information processing and control [24]. The two scales are independent of each other. Thus, a differentiated 
view of the task division between employee and automation solution is achieved. To ensure a uniform size 
of the scales, a seven-level ordinal scale is developed for each sub-task, in which the highest LOA to be 
achieved is evaluated with the value seven and the lowest with the value one. The levels of each scale are 
determined based on possible LOAs. It may happen that not every one of the seven levels in the scale is 
occupied. In these cases, the increase in the LOA is not the same between each proficiency level, but this is 
taken into account when creating the scales. 
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Figure 3: Exemplary representation of the automation scale of a sub-task for sawing 

Figure 3 illustrates the automation scale of the sub-task “Machine component” from the process step 
“Sawing”. The exact definition for assigning a particular value on the scale must be determined in advance 
for each subtask. Gradations of the scale for mechanics and equipment differ with regard to the tools used 
and the physical demands on the employees. For the scale for information and control, the decisive factor is 
what information is available to the employee or whether the work orders are clearly defined so that uniform 
execution can be ensured independently of the employees. For this, it must also be considered whether the 
employee makes independent decisions and thus has a strong influence on the execution of the sub-task. In 
the example, the machine performs the machining of the component independently. Therefore, with regard 
to the scale for mechanics and equipment, the highest value is assigned. Since the machine requires the 
employee’s input, e. g. to start the machining process, for the scale of information processing and controls a 
lower value is chosen. 

3.4 Determination of the overall degree of automation 

After defining the sub-tasks with the associated weightings and the sub-task-specific scales for determining 
the LOA, a technology-specific automation level can be calculated. For this purpose, the automation levels 
of the sub-tasks are added according to their weighting. The designation LOA stands for the calculated LOA. 
The LOA is calculated for both the mechanical and the cognitive (information processing and control) level. 

𝐿𝐿𝐿𝐿𝐿𝐿𝑥𝑥 = �𝑤𝑤𝑥𝑥,𝑗𝑗 ∗ 𝐿𝐿𝐿𝐿𝐿𝐿𝑥𝑥,𝑗𝑗

𝑛𝑛

𝑗𝑗

 
(2) 

By determining the LOA of a technology, it is possible to compare the automation in different process chains 
in relation to the technology under consideration. A comparison between different technologies does only 
work to a limited extent, since each technology is based on different evaluation scales. However, the cross-
technology comparison helps to determine the extent to which automation potentials have been exhausted. 
In order to identify imbalances in the degree of automation within a process chain, an overview is created 
that shows the different technologies in terms of their LOA. 

In the example shown in Figure 4, all sub-tasks are first evaluated with the two scales. The automation levels 
of all sub-tasks are then added to form a technology-specific automation level. The overview shows how the 
LOA of individual technologies can differ from one another. The technologies do not necessarily have to be 
equipped with different automation technologies. The minima and maxima of a technology realizable in each 
case can also be decisive for the differences. The overview therefore serves rather to identify the extent to 
which the automation potentials have been exhausted. 
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Figure 4: Overview of technology-specific automation levels 

4. Application 

The developed methodology was applied to an exemplary additive process chain. Each process step was 
divided into sub-tasks and the corresponding automation level was determined based on the respective scale 
(maximum of 7 points possible for the mechanical and cognitive classification). With the help of the 
determined weighting factor, a calculation was possible to determine the total LOA of a process step or 
technology. Figure 5 provides an overview of the LOA of all the technologies considered. 

 
Figure 4: Overview of LOA of technologies considered in the application 
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Measured by the spectrum of the scale, it is noticeable that the LOA of the technologies considered is 
relatively low. A higher degree of automation can be seen in some technologies that rely on a static machine 
(wire erosion, milling). This can be attributed to the equipment of the machines used and leads to a partial 
automation of some sub-tasks. It is also noticeable that the mechanical LOA is higher than the cognitive 
degree for all the technologies considered. A stronger focus on the automation of mechanical functions may 
be one reason for this observation. When considering the LOA, however, it should be noted that the highest 
LOA cannot be achieved for every technology, since optional sub-tasks are not considered in some cases. 
Too great a difference in the automation levels of successive sub-tasks would not make sense from an 
economic point of view, since in this case unmanned production would not be possible despite the 
automation of individual sub-tasks. A detailed examination of the sub-tasks can also provide information 
about which higher levels of automation exist and thus serve as a basis to increase the LOA. 

5. Conclusion and Outlook 

At present, however, components produced using L-PBF cannot be manufactured to a satisfactory quality 
for immediate use. Therefore, further processing of the components in the additive process chain cannot be 
dispensed with. A challenge to the use of L-PBF is the high proportion of manual work steps in the further 
processing of the components, as this makes the entire process chain less economical in many cases. As a 
result, companies in high-wage countries such as Germany have difficulty withstanding the cost pressure 
from international competition. Automating the post processing of additively manufactured components can 
help to reduce the costs of the process chain. 

In order to provide a basis for further decisions regarding automation, a methodology has been developed to 
determine the LOA of the additive process chain. This can be seen as an analysis of the current state and can 
be used in practice to enable further development of automation solutions. By using different models and 
methods, it was possible to develop a methodology for determining the degree of automation of an additive 
process chain. The four essential steps of the methodology for determining the degree of automation were 
presented in the paper. A distinction was also made between the development and the application of the 
methodology. Within the scales, the special characteristics of additive manufacturing are considered. In 
addition, the weightings are designed to match the objectives of automated additive process chain. Since the 
identification of sub-tasks considers not only the technologies , but also the associated handling functions, a 
comprehensive view of the value-adding and non-value-adding processes within the process chain can be 
ensured. Another advantage of the methodology is that it can be easily extended to include other 
technologies. Due to the large variety of technologies in the additive process chain, any extension may 
become relevant.  

In this paper, the first approach for determining the LOA has been developed, which is explicitly designed 
for application in the additive process chain. The developed methodology represents a first step to develop 
an holistic automation strategy. Although measures for improving the LOA can be derived from the 
methodology, there is no monetary consideration of the automation solutions or no systematic approach. In 
order to increase the economic efficiency of the additive process chain, it may be useful to consider economic 
parameters. Moreover, the consideration of other technological parameters can also be beneficial, since 
maximizing the LOA is not the same as the optimum LOA. 
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Abstract  

The range of tasks performed by industrial robots has become increasingly comprehensive in recent decades. 
This includes pick-and-place tasks with low to medium handling weights, as well as material processing 
tasks with medium to high processing forces. Milling in particular involves high-frequency excitation of the 
material, which results in vibration phenomena and therefor affects the surface quality of the product. These 
effects were investigated by milling tests at characteristic positions and in different orientations of the milling 
spindle, using aluminum. For this purpose, based on an experimental modal analysis, a prediction model of 
the robot's natural frequencies in dependence of the joint positions was developed. This allowed the 
determination of characteristic milling positions and milling spindle orientations. Subsequently, the milling 
results were related to a causal connection and were analyzed regarding the natural frequencies. 

Keywords 

Industrial Robotics; Milling; Tool Orientation; Vibration Analysis; Experimental Modal Analysis; Ball-End 
Milling Cutter; Regression Model 

1. Introduction 

The application areas for industrial robots now extend far beyond the classic welding, assembly and bonding 
tasks. For example, industrial robots are increasingly being used in metalworking applications, such as 
polishing [1], sheet metal forming [2], deburring, cutting, drilling, grinding and milling. In contrast to CNC 
machines, articulated robots offer high flexibility, low investment cost per cubic meter of workspace, as well 
as possible interaction with other machines or additional axes [3]. The machining forces in robots are in a 
medium to high range, which can lead to a high displacement of the end effector [4] as well as vibration 
phenomena [5], occurring due to the up to 50 times lower stiffness compared to CNC machines [6]. 
Especially the milling of hard materials such as metals or ceramics therefor is a great challenge. 

The inaccuracies in milling with industrial robots originate in the mechanics, the drives, the programming, 
the workpiece, the process and the tool. The geometric errors (zero position error, arm length and angle 
errors) have the greatest influence on the dimensional accuracy and the surface quality of the milled 
components [7]. Especially the surface quality of the workpieces depends on the vibration phenomena 
resulting from the excitation of the system and the natural frequencies and modes. Redundant robot poses 
can be used to influence this effect. The use of ball-end milling cutters makes it possible to extend this 
redundancy enormously, since the orientation of the milling spindle can be adjusted in all three directions of 
rotation. This potential will be systematically investigated for the first time in this paper, using a prediction 
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model to determine the natural frequencies. The influence of self-excited vibrations on the milling pattern 
was investigated in milling tests during finishing. 

2. Milling with industrial robots 

Nowadays, industrial robots are used in industrial applications and in the cultural industry for the machining 
of plastic, hard foam, wood and occasionally aluminum parts, where primarily parts with medium quality 
are milled. Especially for demanding parts with complicated free-form surfaces, jointed-arm robots offer 
significant advantages in terms of accessibility. The process of milling is basically divided into the 
machining steps roughing and finishing. During roughing, the chip removal is very large, which means that 
the process forces that occur and the displacement of the tool center point (TCP) are also particularly high. 
In finishing, the component is finely machined and high-quality surfaces with narrow tolerances are milled 
[8], so that any possible surface defects caused by vibrations, are immediately visible in the finished 
workpiece. In form milling, a spherical cutter is often used in the finishing process, which has a variable 
approach of the cutter to the surface and thus allows a high number of possible joint configurations. 

Robots are particularly susceptible to vibration, because the stiffness for a six-axis industrial robot is 
typically less than 1 N/μm, while standard CNC machines often have a stiffness of more than 50 N/μm [6]. 
The vibrations occurring during the milling process can be divided into self-excited and externally excited 
vibrations. Externally excited vibrations are caused by a multi-bladed tool that is not continuously engaged 
and thus exerts a periodic force on the robot [9]. In this case the vibration frequency is determined by the 
excitation frequency. If this frequency is in close proximity to the natural frequencies of the robot, which are 
usually in the range of about 10 Hz [6], an upswing of the system can be triggered. Therefore, in order to 
describe the vibration effects comprehensively, a consideration of the excitation frequencies is also useful 
and will be investigated in more detail in future work. 

Among the self-excited oscillations, those resulting from the dynamic process itself and the energy of the 
robot system's drives, are particularly problematic. Even if no natural frequencies of the system are directly 
excited by the periodic application of force, the robot still oscillates in its natural frequencies. This leads to 
wavy contours on the surface of the material, so-called chatter marks. The undulating surface further 
amplifies this effect for each chip, resulting in self-exciting oscillations.  

Both types of vibrations mentioned above are summarized as chatter vibrations in literature. Chatter 
vibrations do not only reduce the quality of the workpiece, they also drastically increase the load on the tool 
and milling robot. In unfavorable cases, this can result in damage to the workpiece, tool or robot [10]. 

3. Model for natural frequency determination in a defined workspace 

In order to understand the mechanical oscillation of a robot during milling, the corresponding influencing 
variables must be determined over the entire workspace. These influencing variables are the natural 
frequencies of the robot, the excitation frequencies and the milling forces that occur. The natural frequencies 
vary, depending on the joint position of the robot. In order to determine these natural frequencies, an 
experimental modal analysis was carried out at characteristic points and a regression model was then created 
to extend the results over the entire workspace.  

Experimental modal analysis (EMA), is the most common method for characterizing the dynamic behavior 
of mechanical structures. It is built on the foundation of calculating the transfer function 𝐺𝐺(ω), which 
represents the sought linear relationship between the input and output signals of a system in the frequency 
domain. This function is calculated from the quotient of the excitation spectrum 𝑈𝑈(ω) and the resulting 
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system response 𝑌𝑌(ω). The applied excitation force leads to a structural response, which is measured as 
acceleration amplitude. This excitation force can be triggered continuously by an electrodynamic excite or 
impulsively by a hammer blow with force pulse measurement [11]. 

In order to investigate the natural frequencies, a statistical design of experiments was used. In these 
experiments specific robot configurations were investigated [12,5], which in the context of this modal 
analysis, were limited to a working range that can be used for the milling process. A centrally composed 
experimental design was applied, based on a fully factorial experimental design [13]. The nonlinear 
relationships between the natural frequencies were investigated by adding star and center points. The 
orthogonal, centrally composed experimental design now results in a factor level combination table for four 
factors with three factor levels each. Thus, the number of measurements to be investigated could be limited 
to a total of 27 joint configurations. 

  
Figure 1: Joint position of the ABB IRB 4400 (left; with force excitation direction) and transmission 
functions 𝐺𝐺𝑥𝑥𝑥𝑥, 𝐺𝐺𝑦𝑦𝑦𝑦 and 𝐺𝐺𝑧𝑧𝑧𝑧 as a result of the EMA (right) with the joint configuration: 𝑝𝑝1 = 10,𝑝𝑝2 =

40,𝑝𝑝3 = −15, 𝑝𝑝4 = −50, 𝑝𝑝5 = −45, 𝑝𝑝6 = 0 

The modal analysis was carried out on the ABB IRB 4400 six-axis robot, which has additional stiffening of 
the second link in its design, resulting in a particularly positive effect on milling tasks. The heavy-duty 
impulse hammer Type 8208 from Brüel & Kjaer was used to excite the robot, which generates an excitation 
force of up to 44.4 kN and guarantees a resolution of 0.225 mV/N. The triaxial accelerometer Type 4524-B-
001 from Brüel & Kjaer, possessing a sensitivity of 10 mV/g, was used to record the resulting systemic 
response. The system was excited at one measuring point in each of the three coordinate directions, using 
the single impact method directly on the milling spindle, see Figure 1. The triaxial acceleration sensor was 
also placed close to the milling spindle, in order to be able to measure the frequencies as close as possible to 
the TCP. 

As already mentioned, a natural frequency in the range of approximately 10 Hz is to be expected, therefore 
the recording range was set to 0 - 100 Hz. The transfer function was calculated by averaging the measurement 
results from 5 measurement processes. These measurements showed that the natural frequencies of the robot 
ranged from 8.4 Hz to 17.9 Hz. 

In order to transfer the natural frequencies to the entire workspace and to all poses of the robot, a regression 
model was developed. From previous investigations in six-axis robots [14] it is known that joints 1 and 6 
only have a very small influence on the natural frequency of the robot, compared to other joints. Therefore, 
they can be neglected for further consideration, so that only the effects of joints 2, 3, 4 and 5 were considered 
in the model design. The natural frequencies of the robot exhibit a strong nonlinear dependence on the joint 

597



configurations [13], therefore a quadratic model was used to empirically describe the relationship between 
the target variable 𝑦𝑦𝑖𝑖 and the factors 𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥3 and 𝑥𝑥4. For this purpose, the target variable is described by 
the following term: 

�⃗�𝑦 = 𝑋𝑋 ⋅ 𝛽𝛽 (1) 

where �⃗�𝑦 = [𝑦𝑦1 𝑦𝑦2 ⋯ 𝑦𝑦𝑛𝑛]𝑇𝑇 as well as 𝛽𝛽 = [𝛽𝛽44 𝛽𝛽34 𝛽𝛽33 𝛽𝛽24 ⋯ 𝛽𝛽0]𝑇𝑇.  

Also applies 

𝑋𝑋 =

⎣
⎢
⎢
⎡𝑥𝑥41

2 𝑥𝑥41 ⋅ 𝑥𝑥31 ⋯ 1
𝑥𝑥422 𝑥𝑥42 ⋅ 𝑥𝑥32 ⋯ 1
⋮ ⋮ ⋮ ⋮
𝑥𝑥4𝑛𝑛2 𝑥𝑥4𝑛𝑛 ⋅ 𝑥𝑥3𝑛𝑛 ⋯ 1⎦

⎥
⎥
⎤
. (2) 

Therefor 

𝑦𝑦𝑖𝑖 = 𝑓𝑓�𝑥𝑥4𝑖𝑖, 𝑥𝑥3𝑖𝑖, 𝑥𝑥2𝑖𝑖, 𝑥𝑥1𝑖𝑖,𝛽𝛽� = [𝑥𝑥4𝑖𝑖2 𝑥𝑥4𝑖𝑖 ⋅ 𝑥𝑥3𝑖𝑖 ⋯ 1] ⋅ 𝛽𝛽. (3) 

Here 𝑥𝑥𝚤𝚤���⃗ = [𝑥𝑥1𝑖𝑖 𝑥𝑥2𝑖𝑖 𝑥𝑥3𝑖𝑖 𝑥𝑥4𝑖𝑖]𝑇𝑇 denotes the joint variables [𝑞𝑞2 𝑞𝑞3 𝑞𝑞4 𝑞𝑞5]𝑇𝑇 from the 𝑖𝑖-th joint 
configuration and 𝑦𝑦𝑖𝑖 corresponds to the associated natural frequency. The function 𝑓𝑓�𝑥𝑥𝚤𝚤���⃗ ,𝛽𝛽� now depends on 
the parameter vector 𝛽𝛽 which can be estimated by using the method of the smallest squares [15]. In the 
method of the smallest squares, the parameter vector 𝛽𝛽 is defined to minimize the sum of squared errors. 
This results in 

min
𝛽𝛽��⃗

𝐽𝐽�𝑓𝑓��⃗�𝑥,𝛽𝛽�� = ��𝑦𝑦𝑖𝑖 − 𝑓𝑓�𝑥𝑥𝚤𝚤���⃗ ,𝛽𝛽��
2

𝑛𝑛

𝑖𝑖=1

 (4) 

If the quality functional 𝐽𝐽�𝑓𝑓��⃗�𝑥,𝛽𝛽�� is derived according to parameter vector 𝛽𝛽. The result is 

𝑑𝑑𝐽𝐽
𝑑𝑑𝛽𝛽

= −2𝑋𝑋𝑇𝑇�⃗�𝑦 + 2𝑋𝑋𝑇𝑇𝑋𝑋𝛽𝛽 (5) 

For the local and global minimum of the quality functional applies  𝑑𝑑𝑑𝑑
𝑑𝑑𝛽𝛽��⃗

= 0.  

This results in [15] 

𝛽𝛽 = (𝑋𝑋𝑇𝑇𝑋𝑋)−1𝑋𝑋𝑇𝑇 ⋅ �⃗�𝑦. (6) 

In this calculation, the Hessian matrix 𝑑𝑑
2𝑑𝑑

𝑑𝑑𝛽𝛽��⃗ 2
= 2𝑋𝑋𝑇𝑇𝑋𝑋 is always positively defined, providing the optimal result 

for the calculated parameter vector 𝛽𝛽. 
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Figure 2: Comparison of the determined natural frequencies between EMA and regression model in 

different joint configurations 

To validate the predictive model, it was compared with a total of 15 points from the real measurement.  
Figure 2 compares the natural frequencies calculated from the regression model with the results from the 
EMA. A mean relative error of 3.62% can be observed, allowing a sufficiently good prediction. Thus, a 
prediction of the natural frequency related to the poses of the robot for the defined milling workspace can be 
predicted with sufficient accuracy. 

4. Results 

In order to investigate the effects of the frequency shift, caused by changing the positioning of the milled 
part and the orientation of the milling spindle, on the surface quality and displacement of the tool, milling 
tests were run as part of this paper. In addition, the dependence of the milling quality on the milling direction 
was investigated. Milling on a workspace plane with medium height is expected to be least susceptible to 
vibrations [16], therefore the investigation of the natural frequencies was limited to a workspace plane at the 
height of 730 mm. Here, local minima and maxima of the natural frequency were searched for, at milling 
positions that can be reached by the robot without any problems and that do not lead to collisions with the 
environment.  

 

Figure 3: Milling positions in retracted to extended pose (P1: 𝑓𝑓 = 14,4 𝐻𝐻𝐻𝐻, 𝑞𝑞2 =  −1,6°,𝑞𝑞3 = 49,0°,𝑞𝑞4 =
 −4,2°,𝑞𝑞5 =  −49,7°; P2: 𝑓𝑓 = 13,7 𝐻𝐻𝐻𝐻, 𝑞𝑞2 =  5,7°,𝑞𝑞3 =  49,6°, 𝑞𝑞4 =  2,5°,𝑞𝑞5 =  −48,0°; P3: 𝑓𝑓 =

10,4 𝐻𝐻𝐻𝐻, 𝑞𝑞2 =  42,4°,𝑞𝑞3 =  33,7°,𝑞𝑞4 =  −9,4°,𝑞𝑞5 =  −33,0°)  
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Accordingly, three milling positions, with orthogonal orientation of the milling spindle to the workpiece 
surface, posessing a low, medium and high natural frequency were selected; see Figure 3. All milling tests 
were carried out with a double-edged ball-end cutter with d = 10 mm diameter, since this allows the highest 
flexibility in terms of redundant robot positions and tool orientations. Subsequently, milling tests were 
carried out in position P2 (see Figure 3) with different milling spindle orientations. The milling forces were 
recorded by the AIT Omega force-torque sensor. The milling tests were carried out in an aluminum alloy 
(AlCuMgPb), with the feed rate set to 5 mm/s and a spindle speed of 6,000 rpm. 

4.1 Dependency of the milling pattern on the feed direction 

In order to investigate the milling pattern in dependence of the feed direction, a star-shaped milling pattern 
consisting of a total of twelve pockets with identical dimensions was created. These pockets were milled 60 
mm long and 10 mm wide. The milling process started in the center of the workpiece surface and ended at 
the outer end of each pocket at a depth of 6 mm.  

   
Figure 4: Milling pattern (left) and measured values and milling patterns at position P2 in different feed 

directions (right)  

As expected [16,17], a displacement of the TCP in the rotational direction of the tool was observed; see 
Figure 4. A significantly lower displacement in feed directions near the y-axes can be seen, whereas the 
displacement reaches its maximum in the x-axis. This can be explained by the higher section modulus of 
axes 2, 3 and 5 in the y-direction and the correspondingly acting force direction acting on the robot structure. 

As can be seen in Figure 4, this observation is also reflected in the measured milling forces, which are 
reciprocally proportional to the tool displacement. Due to the higher stiffness of the robot arm when milling 
in y-direction, higher forces can be applied by the robot, thus reducing tool displacement and improving 
surface quality. Therefore, the average roughness value 𝑅𝑅𝑎𝑎 in y-direction are about 50% lower than in x-
direction.  

The milling pattern was carried out at positions P1, P2 and P3, and it was possible to demonstrate 
correspondingly identical milling behavior in dependence of the feed direction. Thus, a feed in the y direction 
is clearly preferable to a feed in the x direction. In practice, milling in the y direction cannot always be 
realized because collisions can occur. Here, a y near milling direction would be conceivable. Furthermore, 
by using additional axes, an optimization of the milling direction can be realized by the resulting redundant 
axis configurations in the form of repositioning or reorientation of the robot or the workpiece. 

4.2 Dependency of the milling pattern on the position of the milling head 

In order to determine the position dependency of the milling results, further milling tests were carried out on 
the basic poses shown in Figure 3, using the pattern mentioned above. For this purpose, the workpiece was 
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placed at the different positions and the milling tests were carried out with an orientation of the milling 
spindle orthogonal to the workpiece surface. 

 

Figure 5: Average roughness value in dependence of the feed direction in the three characteristic positions 
P1, P2 and P3 

Analogous to the milling test in position P2, a parallel sequence of the milling quality in dependence of the 
feed direction is visible in the two other positions. Nevertheless, a difference in quality can be observed 
between the individual milling positions. The mean level of the average roughness value 𝑹𝑹𝒂𝒂 changes 
depending on the position of the robot and the resulting natural frequency. Thus, it can be seen in Figure 5 
that 𝑹𝑹𝒂𝒂 averaged over all feed directions is smallest at P1 with 19.5 μm, in the middle range at P2 with 21.3 
μm and largest at P3 with 24.2 μm. The natural frequencies therefor are behaving reciprocally proportional 
to 𝑹𝑹𝒂𝒂. As expected, the displacement of the TCP and the occurring forces also shift with the poses, depending 
on the natural frequencies. When milling in y-direction, the values for the milling forces are very high and 
the 𝑹𝑹𝒂𝒂-values are quite low, whereas these values are reciprocally proportional during milling in x-direction. 
Thus, a correlation between higher natural frequencies, which are depending on the axis configurations, and 
a worse milling pattern can be seen, while milling with a constant orientation of the milling spindle. 

4.3 Dependence of the milling pattern on the orientation of the milling head  

As mentioned earlier, a ball-end cutter was used in the experiments, which allows a reorientation in the 
workpiece surface, while maintaining the same profile shape. This allows a great freedom to make use of 
the redundancy of the robot, since the orientation of the TCP can be varied. The influence of the different 
orientations on the milling pattern was tested based on the model in position P2. 

The test setup allows a reorientation of up to ±30° in all directions, starting from the initial position P2 
shown in Figure 3. The analysis of the milling process in the regression model carried out at the beginning, 
showed that a reorientation around the RX axis has hardly any influence on the natural frequency. This can 
be explained by the fact that it is mainly axes 1, 4 and 6 that change here, which have a particularly small 
influence on the extension of the robot arm. Reorientation around the RZ axis, on the other hand, resulted in 
a significantly higher change in the natural frequency, since this primarily causes changes in axes 2 and 3. 
Reorientation around the RY axis had the greatest influence on the natural frequency, since in this case axes 
2, 3 and 5 are reoriented primarily, which have a very large influence on the extension of the robot arm. 
These influences of the change in orientation on the natural frequency were visualized in Figure 6 as an 
example for one position, based on the regression model. Figure 6 shows possible orientations of the milling 
spindle with the resulting natural frequency of the robot for this pose. Each orientation of a vector equals the 
orientation of the milling spindle and the color of the vector equals the natural frequency of the robot. The 
reorientation results in many redundant poses for the respective orientations, therefore only the respective 
maximum and minimum natural frequencies were visualized for illustration purposes. 

5

15

25

35

45

0 30 60 90 120 150 180 210 240 270 300 330

Ra
 [μ

m
]

Feed direction [°]

Ra P3
Ra P2
Ra P1

601



 
Figure 6:  Representation of the reorientation of the milling spindle by ±30° (starting from a TCP zero 

position of RX = 0, RY = 0, RZ = 0; see position P2) at the pose with the absolute minimum and maximum 
natural frequencies (center) and respective maximum (top right) and minimum (top left) natural 

frequencies at the corresponding orientation positions 

In order to make this effect of the changed natural frequency as clearly visible as possible in the milling 
image, milling tests were carried out at position P2 with a reorientation around the RY axis. This 
reorientation included angles of -30° to +30° starting from the initial position, as shown in Figure 7. 

The milling tests were carried out several times and revealed an explicit change in the 𝑅𝑅𝑎𝑎-values in 
dependence of the orientation. With the orientation of -30°, where the robot takes up a small extension of 
the robot arm, a significantly higher average roughness value, than with the orientation +30° can be seen. 
The best 𝑅𝑅𝑎𝑎-values could be detected at an orientation of +20° and the worst at -20°.  

  

Figure 7: Milling results (left) and 𝑅𝑅𝑎𝑎-values (right) when reorienting the milling spindle around RY in P2 

Contrary to the expectations based on the regression model, a reciprocal proportional relationship between 
the natural frequencies and the 𝑅𝑅𝑎𝑎-values cannot be directly proven here. This could be due to various factors 
influencing the vibration behavior, which have not been considered so far.  Among other things, the direction 
of the force acting during the milling process could play a role, since milling in the direction of or against 
the robot base results in an opposing load on the motors and joints. Another major influence could be the 
superposition of the excitation frequencies with the natural frequencies; this effect is to be investigated in 
more detail in a further paper. It should also be mentioned that due to the design of the ABB IRB 4400, so 
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due to the multi-point suspension of the amplification of the second link, there is an orientation-dependent 
change in the section modulus and a change in the position of the balance weight. In order to be able to make 
a statement about the influence of these factors, further investigations will be necessary in the future. 
However, the milling tests carried out showed a strong dependence of the milling pattern on the orientation 
of the milling spindle. 

5. Conclusion 

The high process forces and high-frequency excitation during milling with robots have the effect of 
displacing the TCP and forming chatter marks, which is still a challenge. Subject to this problem is the low 
stiffness of the robot and the resulting oscillation in its natural frequencies. The natural frequencies change 
with the pose of the robot and in this paper could be determined via experimental modal analysis and 
transmitted to a regression model in order to be assignable to the entire workspace. Experimentally, during 
the investigations on an ABB IRB 4400, the basic natural frequency was measured in the range of 8.4 Hz to 
17.9 Hz. A correlation of the natural frequencies and the milling position was demonstrated in milling tests 
and a clear advantage of the feed direction in the y-axis was identified. In addition, the effects of the 
orientation of the milling spindle on the natural frequencies of the robot and on the milling pattern were 
investigated. Here, a strong dependence of the surface finish on the orientation of the milling spindle could 
be demonstrated, but not in a causal relationship to the natural frequencies. In order to better understand the 
existing vibration phenomena depending on the orientation of the milling spindle, further investigations must 
be carried out and parameters such as the excitation frequencies, the effect of the additional amplification in 
link 2, and the direction of force must be included in the evaluation.  
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Abstract 

Object detection has the potential to facilitate the automation of optical quality inspection, achieving a 

significant reduction of human error. However, the gap between needed expertise to understand and integrate 

complex object detection systems into production environments and the availability of computer scientists, 

is hindering its use in the manufacturing industry. A support system for decision-makers unrelated to the 

subject is therefore required to promote industry utilisation of object detection and effectively manage this 

otherwise unused opportunity of profitable knowledge. Within the Cluster of Excellency “Internet of 

Production (IoP)”, such a support system has been developed. Lowering the implementation hurdle of object 

detection systems is achieved by translating complex information about existing methods into tangible 

factors, such as quality and cost. In this work we aim to structure relevant object detection techniques and 

employ a decision tree to provide a user-support based on a use-case-oriented framework. The use-case’s 

basic conditions and requirements serve as input for the framework. The decision tree gives the suitable 

object detection method as output, accordingly. For traditional object detection techniques, the 

characteristics are translated into basic requirements, which are then used as input, e.g., for the template 

matching method the comparison of a source image with a reference image is translated to the ability to 

guarantee images for all possible quality deviations. The deep learning (DL) methods are consolidated in the 

project management triangle consisting of quality, cost, and time. Firstly, an introduction into object 

detection is given. Secondly, traditional methods are clustered and deep learning methods classified. A 

description of the decision tree is then presented, before testing results conclude this paper. The developed 

support system enables decision-makers to evaluate object detection methods for individual use-cases and 

consequently achieve increased production planning efficiency. The system’s universal design allows for 

application across manufacturing industries and use-cases. 

Keywords 

Object Detection; Computer Vision; Deep Learning; Quality Management; Digitalisation; Automation; 

Internet of Production 

1. Introduction

Several quality management tasks in the manufacturing environment are currently performed manually. As 

fatigue increases and focus decreases, the occurrence of human error implies that a constantly high working 

standard cannot be guaranteed [1]. Introducing object detection into these use-cases helps to minimise human 

errors, as machine performance is constant. Historically however, this approach is only an option for 

enterprises that employ programmers for this specific task and have access to large amounts of computing 

power and data needed for computer vision tasks. With the increased amount of available computing power, 
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object detection becomes more realistic for most enterprises. However, the recent development in computing 

power and amount of readily available data has increased object detection possibilities at a higher pace than 

computer scientists have been educated [2]. This leads to a gap between potential and fulfilled opportunity, 

due to the scarcity of expertise that is able to perform potential tasks. In this paper we propose a support 

system based on a decision tree to translate the complex parameters of object detection methods into more 

tangible factors to support closing this gap. 

2. Related Work

Object detection aims to detect instances of objects from given categories and return their spatial location 

[3]. Historically, so-called traditional object detection methods have been used. With advancements in data 

obtainability and availability of computing power, several deep learning (DL) methods have been introduced 

in recent years [4]. The following chapters will give a brief overview and explanation of these two types of 

methods. 

2.1 Traditional object detection methods 

Traditional object detection methods can be divided into three stages: image segmentation, feature extraction 

and classification [5]. Additionally, we consider the image pre-processing for a holistic approach that covers 

the entire process from the captured image to the detected objects. In traditional object detection each of the 

aforementioned stages is performed separately. The goal of the stages leading up to the classification is to 

extract features in the form of a feature vector that can consequently be used in the classification to determine 

which objects are depicted in each image [6]. This happens by observing sets of pixels through a sliding 

window and moving that window across the entire image. This approach has two limitations: Firstly, each 

relevant feature needs to be manually selected to perform the classification task. Secondly, these methods 

become computationally intensive and slow because each image is analysed incrementally window by 

window [6,7]. 

2.2 Deep learning-based object detection methods 

DL is a subfield of Machine Learning (ML) and employs an Artificial Neural Network (ANN) to recognise 

and learn the patterns in a given dataset [8]. Images serve as input and the classification as output. To train 

an ANN a set of labelled data is needed. In the case of object detection, a labelled data set consists of images 

in which the relevant objects are marked and given the label of the class that this object belongs to [9]. The 

ANN learns how to classify objects within a given image by comparing the predicted class with the labelled 

objects in the image and adjusting the biases of the neurons and the weights of the connections between them 

[8]. In comparison to traditional object detection methods a disadvantage of DL methods is, that they follow 

a black box model, making the process from input to output difficult to comprehend. However, research is 

currently being done to improve the transparency of deep learning models [10,11]. 

3. Proposed concept

The initial aim of the developed support system presented in this paper was to suggest an algorithm or DL 

model that is best suited for the use-case at hand. After having reviewed fundamental literature, it has become 

clear, that little to no research has been done on this concept. An overwhelming number of algorithms and 

DL models represent a barrier for the development of a decision tree comprising the entire spectrum. Instead, 

in this paper we suggest the foundation for the development of an exhaustive decision support system, by 

clustering the algorithms and DL models according to the similar characteristics they exhibit. Traditional 

object detection algorithms can be grouped together based on the input they receive and the output they 
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generate. These groups can further be clustered according to the techniques the algorithms use to achieve 

the output. A similar approach for DL models is presented in 3.2 

3.1 The traditional object detection process 

The traditional object detection process is divided into the here defined stages image pre-processing, image 

segmentation, the feature extraction and the classification [5]. Since different algorithms with different 

parameters apply to each of these four stages, the algorithms are clustered for each stage individually. This 

way the relevant cluster can be suggested based on the given use-case. 

3.1.1 Image pre-processing 

Image pre-processing is a processing step in which the image is transferred into a new image. The new image 

is similar to the original version, but is adapted to facilitate further processing, e.g. by increasing contrast. 

[12] Image pre-processing algorithms are further clustered according to their functionality into photometric

and geometric image processing. Photometric processing uses the brightness of each pixel or the average

brightness of adjoined pixels in the original image to calculate the brightness of the pixel in the new image.

[12] Geometric processing keeps the grayscale value constant, but changes the coordinates of the pixels in

the original image to form the new image [13].

3.1.2 Image segmentation 

In the stage of image segmentation, regions of interest are defined and isolated [12]. Regions of interest 

could be the contour of a borehole or letters of the alphabet. This stage can be clustered into four types of 

segmentation algorithms: grayscale segmentation, contour tracing, template matching and corner detection. 

[7] The grayscale segmentation algorithms rely on thresholds of grayscale values. Through the calculation

or pre-set of a threshold value, the processed image is turned into a binary image. This means that objects

are isolated according to whether they are above or below a pre-set grayscale value. [7] The contour of an

object is the organised order of the objects edge points. Contour tracing is thus well suited for the detection

of large objects with high contrast. [7] In Template Matching, a given template from an image block is

searched for in a larger target image with the prerequisite that the template may only experience translation

or rotation to fit the object in the target image [7]. Template Matching can therefore be used for quality

control, if the analysed product must fit a certain template [14]. An edge detector searches for the specific

location of an edge when the region of that edge is clear. An edge is located according to its direction, height

and length, where the direction is defined as whether the grayscale value increases or decreases in the

direction of search, the height is difference in grayscale value between neighbouring pixels and the length is

described as the number of pixels between which the set height has to occur. [12]

3.1.3 Feature extraction 

After having isolated the regions-of-interest, characteristic features are calculated. This process is called 

feature extraction. During feature extraction, a set of descriptors are computed that help to classify and label 

objects into categories. [15] Such a set is known as a feature vector. Based on the types of objects isolated, 

feature extraction algorithms can be clustered into two types: area-based features and contour-based 

features. Area-based algorithms: These algorithms extract information related to the area of the object. An 

example for this is the area itself. In some cases, however, the area might not be as relevant as for example 

the centre of gravity, a characteristic related to the area of an object. [12] Contour-based algorithms: 

Algorithms belonging to this group analyse the contour of the objects. Similar to the area-based approach, 

information about characteristics such as the centre of gravity can be gathered. However, only the contour 

is considered in this calculation. The results are of comparable quality to the area-based approach but 

achieved with less computing power. [12] 
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3.1.4 Classification 

Classification is the central process step in object detection and can be described as the mapping of features 

from a continuous feature space onto a discrete class space. 

Examples for classification tasks are the recognition of graphic characters in a segmented image and the 

designation of a screw in a sorting system with different types of screws according to length and width of 

the screw head. According to the specific use-case, classification algorithms can be clustered into two 

categories: multi-reference classifiers and functional classifiers. [12] Multi-reference classifiers need a 

certain number of prototype patterns for each class. To classify an object, the calculated feature vector is 

compared to the prototype patterns and assigned to the class with the highest similarity. [12] Functional 

classifiers similar to multi-reference classifiers use classified training patterns. However, these prototypes 

are not used as patterns, but rather do the functional classifiers attempt to approximate the decision function 

that maps the feature vector from the feature space to the class space. [12] 

3.2 Classification of deep learning methods 

DL object detection methods follow a more holistic approach, in which the object detection is done from 

inputting an image to classifying and localising an object in one or two steps, depending on the chosen type 

of algorithm. Thus, a clustering of the methods as seen for the traditional methods is not of use here. Instead, 

the DL methods are clustered according to their functionality into One-Stage Frameworks, Two-Stage 

Frameworks and object detection methods that are offered by online services such as Google’s AutoML or 

Microsoft Azure’s Custom Vision. In order for a subject unrelated person to be able to choose, which of 

these three types of methods is most suitable for their use-case, the methods are assessed according to the 

project management triangle consisting of quality, cost and time.  

3.3 The project management triangle 

The aim of the developed support system is to translate the complexity of object detection methods into 

factors that are assessable by decision makers unrelated to the field of computer vision. The project 

management triangle shows, which factors characterise a project [16]. The factors represented by this 

triangle are quality, cost, and time [17]. Since these are characteristics by which projects are measured, they 

must be tangible and thus represent an adequate target system for the evaluation of deep learning methods.  

3.4 Development of an evaluation model for deep learning-based object detection methods 

The factors quality, cost, and time with regards to deep learning-based object detection methods are defined 

as follows: 

Quality: The quality of a DL-based object detection method is represented by the mean average precision 

(mAP). The most common metric to assess the performance of DL-based object detection methods is average 

precision (AP) [3]. However, since the AP is computed for each object category separately, the mAP is 

adopted as a final measure of performance, as this is calculated across all object categories [3,18]. The quality 

spectrum is continuous, where a high mAP value suggests a high quality. 

Cost: The cost it takes to implement a DL-based object detection method is derived from the labour cost of 

the developer and the computing cost to train the model. As these are highly variable factors, in this paper 

the cost is defined as binary, where a method is classified as high cost, when a developer is needed to program 

a model and train it, and classified as low cost, when a cloud service can be used to train a model externally. 

Time: In this paper time is also defined as a binary value, differentiating between a method capable of real-

time object detection and non-real-time object detection. 
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3.5 Method clusters and their features 

Deep Learning methods are typically divided into two types of frameworks: One-Stage-Frameworks and 

Two-Stage-Frameworks [19]. This paper also suggests and includes a third type of framework, that does not 

fit into the typical groups: Cloud Services. The following chapter presents these three frameworks and how 

they are mapped onto the project management triangle. 

One-Stage Frameworks or Single-Stage-Detectors (SSD) are DL-based object detection methods, that 

perform the object detection in one single step with one artificial neural network [20]. Historically, these 

SSDs lagged in performance compared to the upcoming Two-Stage-Frameworks [21]. However, since the 

localisation and classification are done in a single step, SSDs reach very high processed frame rates and are 

thus eligible for real-time applications [19]. The methods belonging to this group of frameworks are therefore 

suggested for use-cases, where real-time image processing is a basic condition. Examples for this framework 

include: RetinaNet, YOLO (v1-v3), Single-Shot Detection and Gradient Harmonising Mechanism (GHM) 

[21,22]. 

Two-Stage-Frameworks consist of two separate stages, where in the first stage, so-called candidate proposals 

that show all objects within the image are generated and most non-relevant locations are filtered out. In the 

second stage, these candidates are then classified. [21,19] The run-through of two separate ANN means that 

the framerate is lower than that of SSDs, making real-time processing non-viable [23]. When comparing the 

mAP of SSDs with that of Two-Stage-Frameworks, it can be seen, that Two-Stage Frameworks operate at a 

higher quality than SSDs [3]. Examples for Two-Stage-Frameworks include R-CNN, Fast R-CNN, Faster 

R-CNN, Grid R-CNN, and Double-Head-R-CNN [21,22].

The final option of DL-based object detection is represented by Cloud Services. Building a high-quality DL-

based object detection model requires expertise. Cloud Services like Google AutoML, Google LLM, 

Mountain View, USA or Microsoft Azure Custom Vision, Microsoft Corporation, Redmond, USA are 

introduced to the market to support people with little or no ML knowledge [24]. These services do not require 

a developer with expertise but can be executed by using the online service that is offered as a subscription 

model. The omittance of a developer and its replacement by a temporal subscription to the service result in 

this being the most cost-effective option out of the frameworks. According to Google, their service also 

includes real-time image processing support [25]. However, the nature of an online service bares the 

drawback, that it cannot be used if sensible data is involved in training the model, as this data may be 

compromised. Even though these cloud services do not represent a certain ANN architecture, it is still 

considered here, as they represent an equally viable solution along with One- and Two-Stage-Frameworks. 

3.5 Description and visualisation of the developed support system 

The first step towards finding the most suitable object detection method is to determine whether a deep 

learning-based or a traditional approach is applicable for the specific use-case, by employing the decision 

tree developed at Institut für Textiltechnik (ITA) at RWTH Aachen University [26]. A classification method 

for the individual use-cases may be taken from this paper as well. 

Once it has been determined whether a traditional method or a DL method is more suitable, the specific 

clusters of algorithms need to be established. The traditional approach follows the process steps of object 

detection, suggesting which cluster is most suitable depending on what type of object is to be detected. The 

decision tree, as seen in Figure 1, is set up so that the user can plug in the data from their specific use-case 

and will be given a suggestion for the most suitable cluster of methods. 
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Figure 1: Decision Tree for choosing traditional object detection methods 

The decision tree for deep learning-based methods is displayed in Figure 2. The main characteristics by 

which the cluster of methods is determined are quality, cost, and time. According to these dimensions of the 

project management triangle, a suitable cluster of methods is suggested for the given use-case. The 

complexity of the different deep learning-based object detection methods has thus been translated into more 

tangible factors in which the scope of a project is generally described. It must be noted that there is no 

concrete outcome for the combination of prioritising a low-cost solution with sensible data. This can be 

justified with the definition of cost within this paper, as cost is seen as a relative dimension, where the cost 

of manual labour exceeds that of an online service and thus a cost-effective alternative to the online service 

would result in a contradiction. 
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Figure 2: Decision Tree for Deep Learning Methods 

4. Use Case

The proposed support system has been applied to a use-case at the Digital Capability Center (DCC) Aachen. 

In the use-case, the painting of car doors of an OEM was simulated. For this model there is a choice of four 

lacquers: red, green, blue, and yellow. After the paint has hardened, there are three different outputs: quality 

okay, white tarnish, and paint runners, resulting in a total of 12 classes that needed to be detected, as seen in 

Figure 3. The conditions set for this use-case were, that the development of the model had to be cost-efficient, 

and no real-time object detection was needed. 

611



Figure 3: Class types for the DCC use-case 

Since this simulation did not encompass client’s data, it was not sensible. All objects were readily available 

at the DCC, thus as much data as needed could be gathered. The availability of high-quality images enabled 

a deep learning-based approach. Seeing that the data was not sensible, it was possible to use a method offered 

by an online service. The omittance of a developer and its replacement by a temporal subscription to the 

service result in this being the most cost-effective option out of the frameworks. With the given parameters 

of the use-case, the model was then trained with labelled data and Azure’s Custom Vision Service. The 

results of the tested model can be seen in Table 1. To guarantee the comparability of the trained models’ 

performance, the table shows the metrics used by Microsoft Azure, which are commonly used to assess a 

trained model’s performance, where 100% is the optimal outcome for each value. For further information 

about these metrics, the reader may be referred to [27,28]. This example displays the value of the developed 

support system. Within a few questions and minimal effort, an object detection method has been suggested, 

that fits the given use-case and delivered promising results. 

Table 1:Testing results for the trained model chosen by the developed decision support system for the DCC 

use-case 

Precision Recall mAP 

Value 95.5% 95.5% 98.9% 

5. Conclusion and discussion

The application of the decision support system on the DCC use case shows, that with a small number of 

steps the vast landscape of object detection methods was distilled to a solution that fit the use-case at hand. 

The support system was able to break down the complex possibilities to solve the problem into a few 

questions that could be answered by only having knowledge about the use-case and not about the underlying 

technology. In a next step, to further optimise the presented support system, the clusters need to be granulated 

further, so that the decision tree outputs not a cluster, but rather a suggestion for an exact algorithm. To 

optimise the fulfilment of each use-cases potential, this decision tree can be implemented into an existing, 
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user friendly framework developed at ITA [26], that is made to suggest the optimal hardware for a given 

use-case, thus building an enhanced support system. 
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Abstract 

Storage planning is an important element of the factory planning and a significant competitive factor in times 
of an increasing global market [1]. The selection of a suitable storage, commissioning and transport system 
(sct system) is a major challenge for companies, because of the increasing number of new sct systems with 
different features. The level of automation and versatility of these systems are intransparent and the required 
level of both for a certain company is unknown [2,3]. To identify the level of versatility of sct systems a 
method based on versatility characteristics assigned to the versatility enablers was developed [4]. To 
determine the required versatility of sct systems for a particular company, a catalogue of change drivers was 
created. For the level of automation of sct systems, the requirements resulting from product characteristics 
and performance requirements of the warehouse were identified. The performance of the sct systems depends 
on the automation level, which can be set by influencing factors such as the degree of digitalization. The 
required level of automation must be determined by restrictions of the company and the identified 
possibilities of the systems [1]. At the same time, it is required to consider the costs of the systems as well 
as their possible combinations. Therefore, to save costs, the aim is also to consider systems which do not fit 
perfectly to the required versatility and automation level for a company but are still at an acceptable level.  

Keywords 

Storage, commissioning & transport systems; level of automation and versatility; logistics; selection support 

1. Introduction

On the one hand, a huge number of different systems, an increasing number of new features in systems, and 
the intransparency of the required level of automation and versatility make the selection of a suitable sct 
system complex. On the other hand, the customer demands for a wide range of variants and a fast delivery 
is increasing. Hence, an efficient workflow of the logistics processes is essential to exist and survive on the 
global market [5]. The planning and investment in these systems are rare and of long duration and therefore 
qualified decisions must be made [6]. The versatility of their systems is a major challenge, especially for 
small and medium-sized companies (SME’s), as this is important to be able to compete [7,8,9]. Existing 
versatility allows companies to adapt flexibly and quickly to changing conditions, like order variations and 
individualized products [10]. Furthermore, automation of the systems must be considered [11]. However, 
the question which individual automation level is useful to handle the storage tasks efficiently is hard to 
answer, especially for SMEs. 

To support companies in their decision-making, a method for selecting and evaluating sct systems has been 
developed. The procedure and the developed partial methods are signed up in Figure 1. 
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Figure 1: Method to identify a suitable sct system 

The following section will first discuss the automation, starting with the method for determining the level of 
automation in sct systems. Then the method to identify the required level of automation required by the 
respective company is explained. After that the topic of versatility is elaborated. First the method to 
determine the level of versality in sct systems is presented, followed by the method to identify the required 
level for a company. To extend this, costs are considered in the next step. Within the analysis of costs, the 
first method is about calculating the relevant costs. The aim of the second method is to identify the maximum 
undercutting of the optimal requirements for automation and versatility, which are accepted to reduce the 
costs. The integration of costs is done via a filter structure. To support companies in their decision, the results 
are transferred to a tool, which will be shown next. In the end, the paper gives a conclusion. 

2. State of the art 

Automation is defined as "the result of automation, i.e. the use of automata" [12]. More precisely, it refers 
to the "(...) set-up and execution of work and production processes in such a way that humans do not need 
to be directly active for their sequence, but all processes take place automatically" [13]. The different levels 
of automation are defined as "the proportion of autonomous functions in the totality of the functions of a 
system or a technical plant" [12]. Use case specific degrees of automation of different systems can be found 
in the literature [e.g. 14,15,16,17]. The question of the right degree of automation and the selection of a 
suitable sct system is unanswered in literature.  

A production system is versatile if there are no additional functional units needs if changes influence the 
storing situation [4]. For the determination of the level of versatility of sct systems and the individual 
required level of versatility the literature gives two suitable approaches [4,18], which were adapted to the 
consideration of the sct systems.  

Investment appraisal comprises calculation methods used to determine the financial advantageousness of 
investment projects [19]. A bottom-up procedure, which is described in the literature, was used to estimate 
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the costs of sct systems [20]. The approach to consider the three influencing factors: Automation, Versatility 
and Cost to select a suitable sct system does not exist in literature yet. 

In addition to research in the areas of automation, versatility and cost, research work also exists in sct 
systems, where, for example, the current use of flexible and automated sct systems or their increase is 
addressed [21,22]. Approaches on performance evaluation (for a selection) also exists [23,24,25,26]. 
However, these works do not serve to determine the current as well as necessary versatility and automation 
under consideration of the costs for the selection of a suitable sct system.  

3. Design and function of the partial methods in the automation 

Automation is the sum of the functions that a system can perform independently, without human 
intervention. Automation can concern the topics regulation and control [12,13]. In order to identify a suitable 
sct system, it is required to develop a method to determine the level of automation of sct systems. After this 
a method to identify the required level of automation individually for each company is described. 

3.1 Method to determine the level of automation in sct systems 

To determine the level of automation, a difference is made between the categories mechanization, 
computerization, and digitalization. These categories are elaborated separately to ensure a detailed view [6]. 
The level of mechanization represents the replacement of human muscle power by automation solutions. It 
was divided into the areas of transport, storage and retrieval and identification of products [2]. Different 
levels are defined for the individual evaluation of the mechanization. Table 1 shows the classification using 
the area: transport. The five levels range from “manual work”, which is equivalent to no mechanization, to 
automatic functions, which correspond to the highest level of mechanization [6]. 

Table 1: Levels of mechanization “transport” 

Category: Mechanization, Area: Transport Description 

0  Manual work 

1  Use of additives 
2  Machine operation level 1 

3  Machine operation level 2 

4  Autonomic functions 
 

Computerization indicates the level to which cognitive tasks can be performed with machine support. 
Computerization is divided into three areas: services before, during and after the transport. “Before 
transport” describes for example the task of putting the transport units together [29]. The level of 
computerization in this area range from no support for decision-making to autonomous decisions being made 
by the system. The area "during transport" is divided into five computerization levels and ranges from 
manual to autonomous navigation [31]. The area “after transport” deals with the identification of products. 
The levels range from manual input of information to automatic identification [6].  

The level of digitalization is divided into four areas: networking at product level, system networking, data 
processing speed, and data analysis. The area "networking at product level" ranges from manual 
identification to automatic localization, for example via GPS signals [2,6,31]. In the area "system 
networking", the lowest level has no communication between the systems. At the highest level, the systems 
communicate automatically. For “data processing” the level of digitalization goes from no digital support to 
real-time processing. The fourth area of digitization is “data analysis”, which is divided into four levels based 
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on the data mining context. The levels range from no data analysis to the ability to make own decisions, 
which is the maximum level of digitalization in this area [2,6,27]. With these levels of automation in the 
different categories (mechanization, computerization, and digitalization) and their areas the level of 
automation of each sct system can be determined. If one of these areas does not influence the system types, 
the area is not included in the calculation. It is also possible that an extra feature could level up a system, 
especially in the part of digitalization, for example a simple Forklift can be levelled up by an integrated 
scanner system or a GPS-signal, which has to be notice in the application. 

3.2 Method to identify the required level of automation in sct systems 

The required level of automation is identified in three steps. In the first step the functional requirements are 
checked. In the second step the minimum level of automation is determined and in the last step the required 
performance is defined. Within the framework of the functional requirements, the company needs 
information about his product portfolio: Information about weight and dimensions of the storage unit is 
required. The minimum level of automation is determined according to legal guidelines. Systems that could 
bring a risk to employees are to be excluded. The company fills in a survey that was developed for risk 
assessment. For example, information on employees, such as age and gender, is requested. Because this 
process step only deals with physical support, only the category mechanization levels are considered here. 
The risk can be assessed by negative points, which were valued for each information [6]. In the third process 
step the required performance of the systems is determined. For this purpose, three performance indicators 
are identified for each System type. The classification of the performance indicators is shown in table 2. 

Table 2: Classification of the performance indicators 

Systems Power indicators 

Storage systems 
- Storage/removal per hour 
- Storage utilization factor 
- Room utilization factor [28,29,30] 

Commissioning systems 
- Picks per hour 
- Error rate 
- Availability [30] 

Transport systems 
- Transports per hour 
- Utilization rate 
- Suitability for the execution of rush orders [30] 

 

Computerization and digitization are also considered in this step. The company selects which level as 
described in the previous section they want to reach. In this way, a matching with the sct systems can take 
place, because they have been evaluated in the same way. Systems which do not fit can be excluded [2]. 

3.3 Matching 

These two methods around the topic of automation are merged in the order of the above-mentioned process 
stages via a filter structure. In the end, the company receives a pool of systems that fulfill the functional 
requirements, the minimum level of automation and the performance indicators. Under the assumption that 
a higher level of automation increases the costs, the optimal system in this pool is the one with the lowest 
level of automation. However, all possible systems are displayed for further evaluations [6]. 
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4. Design and function of the partial methods in the versatility 

Versatility describes the potential to carry out organizational, technical, and logistical changes with low 
investments, with consideration of the interactions of the system elements, and if necessary, in a short time 
[31]. The procedure for selecting sct systems with regards to versatility is like the procedure for automation. 
It is required to classify the examined systems and compare them with the required versatility of the 
company. In the first part the method for determining the versatility of sct systems is presented. In the second 
part the method to identify the required level of versatility is shown, followed by the resulting matching. 

4.1 Method to determine the level of versatility in sct systems 

To identify the versatility of sct systems, two valuation approaches are combined and oriented towards sct 
systems [4,17]. Both procedures result in a catalogue of characteristics defining the versatility enablers. In 
this case three tables have been developed, under constant consultation with experts, one for each system 
type. Table 3 shows the characteristics of the versatility enablers for storage systems. 

Table 3: Characteristics of versatility enablers for storage systems 

Versatility enablers Characteristics 

Universality - Product and variant flexibility 
- Nominal capacity etc. 

Mobility - Degree of connection 
- Spatial mobility 

Scalability - Expandability 

Modularity - System architecture 

Compatibility - Operability 
- Documentation etc. 

Object specific potential for change - Commissioning 

For each characteristic different execution have been identified and evaluated. For example, the 
characteristic “Product and variant flexibility” has the executions: Not fulfilled, sporadically fulfilled, 
partially fulfilled, largely fulfilled and fulfilled. In this case the rating is 0, 25, 50, 75 and 100 percent. Every 
characteristic has its own executions and suitable ratings. Overall, the combination of the different execution 
ratings for each characteristic resulting in a degree of fulfilment and the percentage of versatility for each 
enabler and hence also each sct system [6]. 

4.2 Method to identify the required level of versatility in sct systems 

The required level of versatility in sct systems is determined by using a catalogue of change drivers based 
on the research project “WaProTek” [3]. In this catalogue all change drivers, which can influence the factory 
objects, are listed. Based on this procedure, the method to identify the required level of versatility for sct 
systems was developed.  First, all relevant driver clusters were identified. In the context of sct systems, the 
following driver clusters were created: legislators and associations, suppliers, competitors, companies and 
network, globalization, digitization, employees, and technology. The different change drivers for each driver 
cluster must be identified. Definitions of the change drivers and related questions about them were 
formulated. By answering the questions with "does not occur", "occurs occasionally" or "occurs frequently", 
companies can evaluate the drivers. To assess the required versatility, the next step assigns the various 
drivers to the versatility enablers, which could counteract the change driver. The drivers can also influence 
more than one enabler. Table 4 shows one line as an extract of the change driver cataloque. 

620



Table 4: Change Driver Catalogue Extract 

Driver cluster Change drivers Definition Question Answers Enablers 

Suppliers Changed order 
quantities 

The order 
quantity 

describes… 

Does your company 
experience 

changed order quantities 
by the supplier? 

does not occur 
Universality occurs occasionally 

occurs frequently 
 

For the evaluation of the required versatility by the individual characteristics, the possible answers of the 
driver questions are weighted in the following dimensions: "does not occur" = 0%, "occurs occasionally" = 
50% and "occurs frequently" = 100%. The different drivers and driver clusters are of different importance 
for determining the required versatility. Therefore, a pairwise comparison is carried out for identifying the 
weight. This results in the required percentage of versatility in sct systems for an individual company [6]. 

4.3 Matching 

To match the required versatility to the versatility in sct systems, the results can be directly combined. In 
both methods, the result is a percentage of the versatility enablers, which allows a direct matching [6]. 

5. Design and function of the partial methods in costs 

A survey of companies has shown that in addition to automation and versatility costs are a key factor in the 
selection of sct systems. This result can be transferred to the entire SME sector [32]. Therefore, costs have 
to be integrated in the process of selecting sct systems. It has to be analysed whether a cost reduction can be 
achieved by falling below the identified optimal level of automation and versatility. For this, the first part of 
this chapter focusses on a method to calculate the costs. In the second part the requirements which allows an 
undercutting are described.  

5.1 Method to calculating the costs of sct systems  

The cost estimation was made by a modification of the bottom-up procedure [19,33]. The costs for sct 
systems were initially determined individually. After that, the total costs were calculated by adding the partial 
results together. The data input were selected in consultation with the research project-accompanying 
committee. To make the results comparable all costs must be extrapolated to one year. The following cost 
drivers influencing the sct systems were determined: Acquisition costs, installation costs, other IT costs, 
average maintenance and energy costs, number of employees in normal business operations and the 
depreciation period and method. Acquisition costs, installation costs and other IT costs are non-recurring 
expenses that arise before the system is put into operation for the first time (installation costs). This includes 
the costs of the system itself and all other costs such as the cabling, which is required to put the system into 
operation. There are different procedures for the calculation of depreciation method, which depends on the 
individual business objective. Straight-line depreciation is chosen for the specific application. This is easy 
to implement and allows good comparability over the entire life cycle. It is assumed that the systems have 
no residual value after complete depreciation, are no longer usable, and no disposal costs are incurred. The 
energy costs and the number of employees required are based on an average utilization of 80%. These cost 
drivers must be extrapolated to one year to ensure comparability. The average maintenance costs are also 
calculated to one year. The following calculation is done for each system. Table 4 defines the parameters.  

∅𝐾𝐾𝑆𝑆 = 𝐾𝐾𝐴𝐴+𝐾𝐾𝐼𝐼𝐼𝐼+𝐾𝐾𝐼𝐼𝐼𝐼
𝑡𝑡𝐴𝐴

+ ∅𝐾𝐾𝑊𝑊 + ∅𝐾𝐾𝐸𝐸 + 𝑁𝑁 × ∅𝐾𝐾𝑁𝑁 × 𝑡𝑡𝑁𝑁   
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Table 5: Declaration of the formula 

Symbol Declaration 
∅𝐾𝐾𝑆𝑆 Average costs of the system per year 
𝐾𝐾𝐴𝐴 Acquisition costs 
𝐾𝐾𝐼𝐼𝐼𝐼 Installation costs 
𝐾𝐾𝐼𝐼𝐼𝐼 Other IT costs 
𝑡𝑡𝐴𝐴 Amortization period 
∅𝐾𝐾𝑊𝑊 Average maintenance costs per year 
∅𝐾𝐾𝐸𝐸 Average energy costs per year 
𝑁𝑁 Number of employees in normal business operations 
∅𝐾𝐾𝑁𝑁 Average labour costs per hour 
𝑡𝑡𝑁𝑁 Working hours per year 

For the purpose of this paper it is not required to go into more details of the cost drivers. A view on this level 
gives enough output about the resulting costs for the use of sct systems. The costs of each system are stored 
in an individual profile. All cost factors are listed, and the average yearly costs are calculated. This profile 
will be filled up more and more over the time. 

5.2 Method to identify the acceptable undercut of the required level of automation and versatility 
to reduce costs 

First, it must be determined in which areas of automation a lower level is permissible for reducing costs. It 
was found out that the functional requirements and the requirements for mechanization cannot be undercut. 
The functional requirements are fixed, because it is not possible to handle a storage unit with not functional 
fitting systems. The requirements for mechanisation are the second fixed category, because they deal with 
the health of the employees. A lower automation level is not acceptable in order to not endanger the 
employees in their daily working tasks. In the cases of computerization, digitization and performance 
indicators, an undercutting is permissible. Regarding versatility, an undercutting of all versatility enablers is 
generally allowed. However, the risk of not being able to react extensively enough to future changes in 
external circumstances must be considered by the companies. Company specific requests (according to the 
answers in the survey) are used to determine the permissible undercutting. The result is a corridor with 
systems that are accepted despite the deviation from the optimum. This corridor is based on the company’s 
individual decisions. There are two possibilities for determining the permissible undercut. One option is to 
define a fixated level of permissible deviation. In the second option each company sets their own limits. In 
this case, the permissible deviations are made accessible by company-specific queries and thus by individual 
decisions of the companies. This approach requires an understanding of how the methods are working, the 
importance of the selection, as well as the possible consequences of the decisions. The advantage is that all 
company specialties of each company can be accounted for. The query resulted in a corridor on the axes 
automation and versatility, with systems that are accepted despite deviations from the optimum (Figure 2). 

The coordinate system visualises the automation and the versatility executions on the axes. The circles 
represent the sct systems and the dotted borderlines together with the green area show the optimal level for 
a particular company. Without the consideration of the costs, the green marked area presents all suitable 
systems. With the drawn corridor (dotted green rectangle) further systems are considered for the pool of 
possible systems, with the precondition that these systems would reduce the arising costs compared to all 
optimal systems. All systems out of the green area and the costs saving corridor are not suitable.  
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Figure 2: Permitted areas of automation and versatility and corridor for cost savings 

6. Method to identify a suitable sct system by focussing on automation, versatility, and costs  

For the combination of these partial methods to one overall method, a filter structure is used so that the 
relevant systems have to go through all the methods of evaluation (Figure 3).  

 
Figure 3: Filter structure 

The first filter summarizes all the key points of automation. The filter excluded all systems, which are not 
functional suitable for the storage units. The minimum level of automation includes the mechanization levels 
and presents the first filter. Systems that do not meet the minimum level of mechanization to be achieved, 
are excluded. The level of computerization and digitalization are also surveyed when determining the 
required level of automation. Because some levels can also be achieved through a combination of systems 
and/or additional products, this has been added. The affected systems, which bring the possibility to reach a 
level but are not able to do it independently are marked for further evaluation by the company and cannot be 
excluded here. There is a note that an additional product is required for certain services [6]. Undercutting is 
possible within the permitted limits in the relevant areas. Information about the undercutting options must 
be given by the company.  

Filter two compares the required characteristics of the versatility enablers with the characteristics of the 
specific company and the possible undercutting. For the identification of the required versatility, the 
versatility enablers and the change driver catalogue are used. After answering the questions of the change 
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driver catalogue, all systems are excluded, which do not correspond to the required characteristics of the 
versatility enablers. Possible undercutting was given again by the company.  

In the third filter, the systems that are standalone suitable by the selection are examined for combinability. 
For all possible combinations that are within the optimal range or within the permissible undercutting, the 
filter is open.  

The last filter considers the resulting total costs per year. All systems which are in the range of optimal 
systems depending on automation and versatility automatically pass this filter. The systems, which are in the 
acceptable corridor to save costs are compared to the cheapest system in the pool of optimal systems. When 
the costs are lower the systems pass the filter, otherwise they are excluded in this step. The output of the last 
filter presents the possible sct systems for the specific company. 

7. Transfer into an application 

The filter structure explained above also corresponds to the query in the application. It starts with the 
questions about the functional requirements. Here questions about the product portfolio are included. This 
is followed by the determination of the minimum level and the query of the performance indicators, including 
questions about the computerization and digitalization requirements and the possible undercutting. After 
that, the consideration of the versatility is following. The companies must answer questions from the 
different driver clusters. In the background, the required characteristics of the versatility enablers are 
calculated in percent and compared with the existing characteristics of the sct systems. The resulting 
percentage will be shown, and the company can decide if an undercutting is allowed. Then the suitable 
systems are checked for possible combinations. To answer these questions, it is possible that some 
companies, especially SMEs will first have to provide the data. Descriptions of the needed data are stored in 
the tool for this purpose. With this application a high level of prior knowledge and experience is not needed 
anymore, so SMEs can make qualified investment decisions by themselves. This was programmed using 
VBA in excel. Via a user interface the company is guided through the questions and receives additional 
information to answer the questions. When presenting the results, all systems and their characteristics are 
visible. Thus, the company is given the suggested optimal systems, but can still view all excluded systems 
and understand why which systems were excluded by the software demonstrator. In addition, the company 
is provided with descriptions of all sct systems [6]. 

8. Conclusion 

Sct systems and the resulting logistics processes influence the efficiency of companies. In order to support 
companies in the selection process of a suitable sct system, a method has been developed to select sct systems 
considering automation, versatility, and costs. In addition to the possibility to determine the required level 
of versatility and automation and to display the corresponding systems, corridors are determined that show 
which systems should be considered for cost saving reasons. Thus, possible potential for cost reduction arise, 
if the companies are ready to do dispense of automation and/or versatility level. 
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Abstract 

Single and small-series production companies face specific challenges, such as variable customer order 
decoupling points (CODP), decreasing quantities and rising cost pressure. This leads to a increasing 
production complexity and growing requirements on Production Planning and Control (PPC). 
Digitalization’s direct links between objects, people, and machines as well as detailed recording of 
production progresses opens new solutions for PPC. However, volume of data and the required processing 
times are increasing. Thus, to achieve near-real-time data processing, a decentralization of decision-making 
systems can be observed.  

The function Material Requirements Planning (MRP) is PPC’s original need for Enterprise Resource 
Planning (ERP) systems. Here, PPC’s overall problem (to fulfil primary requirements for products) is 
divided into subproblems (to fulfil single production orders). Especially companies characterized by an 
organization in accordance to the workshop principle, high in-house production depth and variable CODP 
are confronted with high dynamics in their production systems. This ends in significant differences between 
primary requirements (overall problem) and single production orders (subproblems). Ultimately, these 
insufficient PPC data result systematically in a non-optimal overall solution despite optimal partial solutions. 

This publication combines PPC’s fundamentals from existing commonly known models with current 
implementation concepts of ERP systems. A newly developed Low-Level-Code based Production Model 
provides explanations for deviations between the overall problem and its subproblems. Furthermore, 
information flows of PPC can be structured between a periodically actualized vertical and an event driven 
horizontal information flow. These recognitions lead to an improvement of PPC by ERP systems. 

 

Keywords 

PPC; ERP; MRP; Production Regulation 

1. Introduction 

In recent years production is confronted with increasing market dynamics and demands for individual 
products. Both result in requests for advanced variability, shorter product life cycles, shorter delivery times 
and ultimately smaller lot sizes in production [1,2]. In parallel, cost pressure on production is growing 
because of a worldwide increase in competition [1]. Overall, this results in raising logistics requirements [3] 
and ask for greater flexibility in production systems [4,5]. 

PPC’s task is optimal positioning of production in conflicting objectives well-known as "dilemma of 
operations planning". It consists of the opposing objectives of short throughput times, high schedule 
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reliability, low capital commitment costs (low work in progress) and low process costs (high utilization). 
Therefore, PPC is significant for the success of manufacturing companies [6,3,5]. Digitalization of 
production systems results in improved data timeliness and data completeness. It creates enormous potential 
to deal with increased dynamics and complexity [7,8]. However, this does not resolve the specific conflict 
between customer orientation and logistics costs [4]. Moreover, increasing data in different formats from 
multiple systems lead to a complexity problem in PPC systems. Availability of valid information is therefore 
crucial for a successful PPC [8]. 

In the past, demands for a greater flexibility lead to a decentralization of production systems [9]. It began 
with primarily organizational development of production into autonomous, self-optimizing, decentralized 
units under the keyword "lean production" [4]. Nowadays, a further step towards decentralization follows 
with digitalization [10,2]. Direct communication and event-driven data processing enable a decentralization 
of decision-making systems and automated control in real time [11,12]. 

Contrary to the trend of decentralization, successful PPC can only be achieved by a coordinated interaction 
of different production units [4]. In decentralized decision-making systems, however, it is difficult to 
coordinate decentralized subproblems and the central overall objective [12]. It therefore remains 
questionable to what extent separately solved subproblems follow the overall goal. It ends up in two 
questions: How much decentralized decision-making scope should be given? And how can we ensure 
technically that the subproblems pursue its overall objective? Consequently, the (search for a) optimum PPC 
system that combines advantages of real-time decentralized data processing and consistent pursuit of the 
overall goal has not yet been finally completed. 

The objective of this publication is to develop a model that links existing findings of actual PPC models with 
a current implementation concept in ERP systems. This new model is suitable for explaining relationships 
between theoretical findings and technical implementation as well as for identifying systematic causes for 
deviations of decentralized subproblems from their central overall problem.  

2. Terms and Definitions 

The Hanoverian Supply Chain Model (HaSupMo) [13] is based on the Aachen PPC Model [14] and 
Lödding’s Manufacturing Control Model [4]. It combines the organizational processes of company’s supply 
chain with logistics objectives of PPC. Furthermore, the Two-Stage Control Loop Model [15] illustrates the 
relation between primary requirements (overall problem) and single production orders (subproblems). 
Therefore, we combine the Two-stage Control Loop Model with the named and in German-speaking areas 
commonly known PPC models in section 2.1. PPC’s core function of ERP systems is Material Requirements 
Planning (MRP) according to the MRPII concept [16]. A program-technical method for this is called low-
level-code (LLC) procedure [2], which we want to detail in section 2.2.  

2.1 Fundamentals of PPC 

HaSupMo [13] distinguishes primary requirements initiation into sales order-neutral (production program 
planning) and sales order-specific (order management). Derived from them, gross and net dependent 
requirements are determined cyclically by MRP. Net requirements trigger external and internal planned 
replenishment elements which lead to dependent requirements based on their Bill of Material (BoM) 
explosion. In accordance with Aachen PPC Model, a distinction is made between external and in-house PPC 
[14]. Following Lödding’s Manufacturing Control Model in task order generation, planned orders are 
transformed into final production orders. Here, procurement type, lot size and scheduling are finally 
determined. Further PPC tasks like order release, capacity control and sequencing as well as production itself 
depend on these production orders [4]. Moreover, in HaSupMo, the task availability check for verification 
if required resources of a production order are available, is explicitly listed [8].  
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The Two-Stage Control Loop Model illustrates main information flows of PPC, which are based on variables 
of a control loop (see Figure 1). Visualized information flows are:  

− Reference variable w1: production program planning as well as order management define primary 
requirements. These are processed in MRP (outer controller) to determine net requirements as well 
as to generate planned replenishment elements (e.g. planned orders). W1 operationalizes company’s 
central logistics objectives into the specific fulfilment of demands for products (overall problem). 

− Reference variable w2: after order generation final production orders are created. Their planning 
data (e.g. procurement type, lot size, scheduling) form the production plan, which is input for the 
inner controller. Hence, production orders of production planning (outer controller) contain 
reference information for the subproblems. 

− Actuating variable y: production control specifies actual input (availability check, order release) 
and actual sequence (sequencing) of production orders (subproblem) in production (controlled 
system). Furthermore, production control influences actual output of production by capacity control.  

− Control variable x: With actual data from confirmations of production, Lödding defines control 
variables backlog and sequence deviation as difference between planning data of production orders 
(subproblems) and actual data of production. Moreover, he specifies control variable work in 
progress as difference of actuating variables actual input and actual output [4,1,15,13]. 

Figure 1: Two-Stage Control Loop Model [1,15] 

A classification of different controller types is given by Niehues [1]. Furthermore, HaSupMo and Lödding’s 
Manufacturing Control Model show a direct influence of these control variables on logistics objectives as 
throughput time, schedule reliability, work in progress and utilization. Due to opposing nature of these 
objectives, two aspects can be observed: temporal instability and different focuses between functional areas 
(e.g. purchasing, distribution, production). Hence, an improvement in direction of a company’s optimum is 
difficult [5]. Besides, logistics objectives depend on CODP and are thus subject to market-driven dynamics. 
For example, in anonymous make-to-stock production, there is a stronger focus on logistics costs (work in 
progress, utilization). Contrary, in customized make-to-order production, logistics performance (throughput 
time, schedule reliability) are dominant [5]. However, the transition between make-to-stock and make-to-
order production is often dynamic and overlapping. Thus, in production, the conflict occurs not only among 
different shop floor areas but also between different production orders in one shop floor area [3,5]. Overall, 
in recent years, there has been a growing focus on logistics performance [2].  

2.2 Material Requirements Planning based on LLC Procedure 

The Two-Stage Control Loop Model shows transformation of primary requirements for final products into 
individual replenishment elements (e.g. production orders). It illustrates importance of MRP for PPC (see 
Figure 1). Central task fulfilling primary requirements of a company [5] are thus divided into subtasks.  
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Within PPC, ERP systems often serve as a basis. Additionally, they integrate other functions such as 
accounting, sales and purchasing, and thus form a common data basis. Thanks to central data management, 
this data can always be retrieved despite different use cases, and redundant data storage is avoidable [17,2]. 
As in ERP systems many materials are to be processed, MRP takes place successively and hierarchically in 
stages. A program-technical method for this is called low-level-code (LLC) procedure. Here, materials are 
grouped according to their lowest BoM explosion level (low-level-code) and processed together according 
to their ascending LLC (see Figure 2) [18,2]. As a result, all dependent requirements of a material are known 
at the time it is processed. Thus, it only must be processed once. The required LLC is part of master data of 
all materials and is usually determined automatically [16]. Figure 2 visualizes the following relations: 

− BoM and LLC (right site, Figure 2): material’s LLC is its lowest BoM explosion level. Purchased 
part P2 is a component of materials F1 (LLC (1)) and U1 (LLC (2)). Hence, it is on LLC (3).  

− Primary and dependent requirements (left site, Figure 2): LLC (1) contains only primary 
requirements, as there are no requirements from above (see LLC (1), Figure 2). On subsequent LLC 
levels primary and dependent requirements are totaled per material (see LLC (2) and (3), Figure 2). 

− Requirements and replenishment elements (left site, Figure 2): MRP compares quantities of 
requirements (negative) and replenishment elements (positive) over time to calculate net 
requirements. Besides this, both are completely decoupled (see LLC (2), Figure 2). 

− Replenishment element and its dependent requirements (left site, Figure 2): components of 
planned orders are determined from material’s BoM as well as requirements dates from its routing 
[18]. 

 
Figure 2: Material Requirements Planning based on LLC Procedure [18] 

3. Decision Problem 

Every day, production control faces decision problems of which resources are to be used for which 
production orders. These decisions refer to the production orders (subproblem) and are thus decoupled from 
their overall problem. In practical use of MRP in several companies with operation type variant manufacturer 
according to Schuh [14] we determined systematic deviations between planning data of subproblems (w2) 
and overall problem (w1). We observed that especially the following characteristics of companies are critical:  

− Variable CODP: primary requirements of production program planning are subject to a certain 
degree of uncertainty due to a lack of a specific order reference. Therefore, primary requirements 
are not stable. It results in a dynamic in reference variable w1 and thus significant differences 
between reference variable w1 and production orders (w2). 

− Decentralized workshop production: undirected material flow of workshop production leads to a 
further increase of dynamics in production systems and at the same time to a tendency towards high 
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lead times. Moreover, decentralized organization (responsibility per workshop) favors a pursuit of 
decentralized goals and focusses even more on reference variable w2. 

− Complex product structure and high in-house production depth: a complex product structure 
coupled with a high in-house production depth leads to complex interrelationships in manufacturing. 
Therefore, differences between w1 and w2 are even more difficult to identify. 

PPC’s deviations between w1 and w2 means that decisions of the inner controller are based on incorrect 
information. For example, in practical application we observed that in the analyzed use cases on average 
every production order deviates in scheduling from its requirements at least once. Consequently, this leads 
to a suboptimal overall result despite optimal solutions of subproblems. Therefore, the question for 
information technology arises how we can more efficiently support PPC regarding overall logistics 
objectives. In view of this superior question, the goal of this publication is to develop a model that provides 
the following answers:  

− Explanation for systematic causes of deviations between overall problem and its subproblems.  
− Representation of basic information flows from PPC’s decisions. 

These answers are intended to provide approaches for improvements in practice. They also help us to explain 
why especially described characteristics of operation type are critical in this context (see section 5). With 
objective of reducing complexity, we focus on ERP systems with following assumptions:  

− Dependent requirements are determined mainly deterministically by MRP in LLC procedure, 
− Production planning is organized centrally, while production control is decentralized according to 

its work center, 
− Component availability check is taken as decisive criterion for PPC’s task order release. 

We justify these as plausible by an operation type (variant manufacturer) and our choice of an established 
ERP system (SAP ERP). 

4. Low-Level-Code based Control Loop Model 

We showed that the Two-Stage Control Loop Model (see Figure 1) reflects basic elements of established 
PPC models. In view of requirements set here, however, it shows considerable uncertainties. On the one 
hand, it is not obvious what the deviations between w1 and w2 are due to. On the other hand, it neither 
considers details of availability check in production control nor its information flows and technical 
interrelationships in ERP systems. Hence, we use the Two-Stage Control Loop Model, which is basically 
suitable for explaining PPC’s fundamentals, as a starting point to develop a new model oriented to the 
questions of this publication. 

Challenging in representing relationships between production planning and production control in a common 
model are their different reference objects. While production planning is based on requirements and 
replenishment elements (MRP elements), production control as well as production are decentralized, and 
work center related. We start derivation of a new model with production planning (section 4.1). Afterwards 
we continue with production control and production (section 4.2). 

4.1 Production Planning (MRP element) 

LLC procedure processes materials successively according to their LLC. Hence, we conclude that we can 
better identify weaknesses in a model based on LLC. For this reason, we first detail existing model from 
Figure 1 in outer control loop according to LLC. Figure 3 visualizes this by separating production planning 
in vertical dimension. While inner controller, controlled system as well as variables y, x and z remain 
unchanged compared to Figure 1, reference variable w1 and w2 are detailed. We differentiate LLC as follows: 
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− LLC (1): like Figure 2, requirements of materials on LLC (1) include primary requirements only 
(see input to production planning, Figure 3). Planned and final replenishment elements from in-
house production trigger dependent requirements, which are further processed on subsequent LLC. 
Moreover, production orders form reference variable w2 for production control (see output from 
production planning, Figure 3). 

− LLC (n): here, input to the outer controller consists of the sum of primary and dependent 
requirements from previous LLC (see input to production planning, Figure 3). As it is the last LLC, 
no dependent requirements are triggered here (see output from production planning, Figure 3). 
Usually, only purchased parts are processed on LLC (n). 

Figure 3 Production Planning in LLC based Control Loop Model  

Furthermore, we can derive that a LLC (i) follows the systematic of LLC (1) on its output and LLC (n) on 
its input side. Finally, Figure 3 visualizes following details:  

− Requirements and replenishment elements are decoupled after their processing in MRP. Thus, there 
is no link between these MRP elements. Hence, production orders are independent from its 
requirements in production control and production.  

− Primary and dependent requirements are summed up per material and processed together on its LLC. 
Therefore, MRP does not differentiate primary from dependent requirements. 

4.2 Production Control (operation of production order) 

In this section, we use Figure 3 as a starting point to detail information flows between inner controller and 
controlled system. As we described previously, the work center related part of a production order is the 
reference object for this section. In ERP systems, this are production order’s operations. They contains all 
planning data including necessary resources (especially components) for this processing step. 

In Figure 3 the vertical dimension is already occupied for differentiation according to LLC. Therefore, Figure 
4 divides information flows of production control and production in horizontal dimension according to work 
centers. Here we retain the original structure of the inner control loop (cf. Figure 1). When taking a more 
differentiated look at work center B, the following information flows are shown in Figure 4:  

− w2: planning data from production planning stored in operations of production orders specify the 
production plan of individual work centers. 

− Components availability: corresponding to LLC’s definition all components of a production order 
are on subsequent levels. Thus, to check components availability of a production order requires 
information from lower LLC. 
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− x (1) and y: according to description of inner control loop in section 2.1.  
− x (2): a progress confirmation (following open operations) affects production control of next work 

center, as the production order is ready to be processed there.  
− x (3): final confirmations (no following open operations) of a production order leads to a change in 

material stock and thus affects component availability at superior LLC.  

 
Figure 4: Information flows of inner control loop 

Linking these information flows with the model extended in section 4.1, leads to a jointed model shown in 
Figure 5. There, we took production planning (left side) unchanged from Figure 3, while we derived 
production control and production (right side) from Figure 4. It requires following further explanations:  

− To keep established structure of Figure 1, we had to separate production control in his role as inner 
controller from its work centers (controlled system). Irrespective of this, the organization of 
production control remains work center related and thus decentralized.  

− LLC structure leads to a differentiation in inner controller and controlled system according to LLC 
levels. Furthermore, it should be noted that neither production control nor production operates on 
LLC levels. Dashed lines in Figure 5 indicate that respective worklists are the total across all LLC. 
Finally, in Figure 6 this becomes completely clear. 

 
Figure 5: Production Control in LLC based Control Loop Model 

Figure 5 shows compared to Figure 3 mainly the same information flows and control variables meanings. 
Thanks to the differentiation by LLC we can distinguish control variable x of inner control loop by following 
information flows:  

− Horizontal information flow (horizontal green arrows): progress confirmations affect production 
control of next work center (see Figure 5; x (2), Figure 4).  

− Vertical information flow (vertical orange arrows): final confirmations on low LLC (here LLC 
(n)) influence PPC’s task availability check on higher LLC (here LLC (1)) (see Figure 5; x (3), 
Figure 4). 
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In summary, we structured Two-Stage Control Loop Model according to LLC in production planning. It 
enables us to describe MRP in greater details. Moreover, a closer look on inner control loop makes us to 
distinguish between a vertical and horizontal information flow. In extension to existing models the new 
model considers theoretical findings of PPC combined with technical implementation in ERP systems.  

5. Application of model 

With our new model we can concretely name existing weaknesses in current ERP systems implementation 
concepts that result in the deviations described in section 3. In Figure 6 we illustrate, in a visualization 
reduced to one generic LLC (i), weaknesses (1 to 3), which base on the following three findings: 

− In MRP constant links between MRP elements are missing. Due to this decoupling, primary 
requirements are totaled with dependent requirements of higher LLC regardless of their reference to 
primary requirements. However, with high dynamics in PPC system (variable CODP), planning data 
of production orders deviate from their primary requirements in terms of quantity as well as 
scheduling very quickly. Moreover, longer throughput times of workshop production raises duration 
of decoupling and thus increase these deviations. Hence, these weaknesses in MRP systematically 
leads on subsequent LLC to growing differences between w1 and w2. Furthermore, MRP’s single 
level perspective makes it within high in-house production depth difficult/impossible to identify if 
there is a deviation in the path above. Once again, this underlines independence of production orders 
from its primary requirements. Finally, it ends up in the observed deviations between overall 
problem (w1) and its subproblems (w2) as well as faulty information for PPC’s decision problem 
(see 1, Figure 6).  

− PPC’s vertical information flow is significant for availability check in production control. Due to 
missing link between requirements and replenishment elements, an availability check is complex. 
Thus, for decisions which resources are to be used for which orders, both a central-optimal 
assignment of MRP elements as well as an event-driven data processing for decentralized-flexible 
decisions are desirable (see 2, Figure 6). 

− In addition, information about progress of preceding operations are necessary for optimal production 
control. This information should be updated event-driven as well (see 3, Figure 6). 

 
Figure 6: Low-Level-Code based Production Model 

In practical application (see section 3), following measures were taken in accordance to named weak points:  

− We aligned entire production system with its primary requirements. For this purpose, we adjusted 
scheduling of replenishment elements to their requirements in MRP. In addition, we saved links of 
MRP elements temporarily between two MRP calculations. Thus, we could use that information 
during availability check in production control. It provides a quantity-based allocation of 
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replenishment elements to requirements. Furthermore, we transferred only dependent requirements 
with reference to primary requirements to subsequent LLC and production control. These measures 
reduced the deviations between w1 and w2 through all levels (see 1, Figure 6). 

− In accordance with these changes, only production orders with reference to primary requirements 
are now available in production control. To maintain decentralized flexibility, we implemented 
PPC’s vertical information flow by a fully integrated warehouse management system. In addition to 
the quantity-based availability, which is only actualized after a complete MRP calculation, this 
complemented information for production control by a location-based availability. Moreover, it 
enabled an event-driven update of location-based availability check. To ensure decentralized 
flexibility, we used this location-based availability as leading criterion for controlling worklists in 
production control (see 2, Figure 6).  

− At last, we realized PPC’s horizontal information flow by integrating confirmation capability of 
operations (event-driven) as a criterion for its appearance in the worklists (see 3, Figure 6).  

In conjunction with these implementations we achieved significant improvements in logistics objectives 
work in progress and utilization with constant throughput time and schedule reliability. Thus, we reached an 
improved operating point and research goal of this publication. 

6. Summary 

In this publication we developed a new LLC based Production Model, which links theoretical findings of 
PPC with their technical implementation in ERP systems. With this model we can explain root causes of the 
deviations between the overall problem and its subproblems in MRP. Moreover, it differentiates between a 
horizontal and vertical information flow.  

To resolve the conflict between centralized optimization (overall problem) and decentralized flexibility 
(subproblems), we propose to correct multilevel scheduling of production orders according to their primary 
requirement and to assume reference to a primary requirement as a prerequisite for processing production 
orders in production control. This supports centralized optimization (overall problem). To keep and improve 
decentralized flexibility (subproblem) we suggest assisting production control in its decisions by an event-
driven horizontal and vertical information flow. Furthermore, we recommend this decentralized information 
flow as leading criteria for the composition of the worklists. For technical implementation we propose to 
enhance MRP as well as to use a fully in ERP system integrated warehouse management system and 
confirmation capability of operations. Through these improvements in PPC software, we were able to better 
synchronize worklists in practical application and better achieve logistics objectives.  
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Abstract 

Recent advances in Artificial Intelligence extend the boundaries of what machines can do in all industries 
and business sectors. The economic potential to apply AI in manufacturing results in an increasing number 
of companies striving to gain a competitive advantage through AI and move into new markets. In this 
context, particular importance is given to the predictive maintenance of machines. Predictive maintenance 
promises the possibility of avoiding unexpected machine downtimes and thus increasing the availability of 
production lines. However, only a few machine manufacturers have a marketable offering of AI-based 
products or services in their portfolio. Even if technical feasibility is proven, companies lack an 
understanding of how to integrate AI solutions into new Business Models. This paper thus presents three 
case studies and their Business Models as examples. Practical considerations and recommendations on the 
strategical adoption of predictive maintenance technologies are derived. 
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1. Introduction 

The application of Artificial Intelligence (AI) in production offers great potential for companies along the 
entire value chain. As a result, global GDP is expected to undergo an increase of up to 14 % or $15.7 trillion 
by 2030 through the use of this technology [1]. This paper considers the so-called weak (or narrow) AI, 
which can solve concrete problems [2], for example, by using machine learning algorithms. AI can in this 
context be described as “intelligent systems created to use data, analysis and observations to perform certain 
tasks without needing to be programmed to do so” [3]. Predictive Maintenance (PdM) is an example of a 
task that can be performed using AI technologies. PdM promises the possibility of avoiding unexpected 
machine downtimes and thus increasing the availability of production plants. The economic potential to 
apply PdM making use of AI technologies in manufacturing results in an increasing number of companies 
striving to gain a competitive advantage and/or move into new markets. However, even if technical 
feasibility is proven, companies lack an orientation to integrate AI solutions into business models [4]. In this 
paper, the development of AI-driven Business Models (BM) is proposed as the first step to strategical 
integration. The BM canvas is used as a tool for defining the elements that compose the BM. This work 
contributes to the existing literature with three example case studies and elucidates common aspects of AI-
driven BM for PdM. The focus lies, therefore, on the integration of three AI solutions into the companies’ 
BM. 
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This paper is structured as follows, Section 2 provides the state of the art in the fields of PdM and AI-based 
BM. In Section 3, the case studies are presented. The first case study is from a machine manufacturer that 
intends to market its PdM solution as an additional service. The second is from a supplier for machine tools 
who expects to add value to its existing product by implementing a PdM solution through retrofit. Finally, 
the third case study is a machine tool manufacturer that plans to offer maintenance services inside its load-
based leasing model. Section 4 provides a discussion and compares the proposed BMs. Section 5 summarizes 
the paper and delineates future research directions. 

2. State of the Art 

This section presents the main concepts and recent developments related to both PdM and AI-based BM. 
First, the topic of PdM is introduced, highlighting the role of AI, more specifically of machine learning (ML), 
in the solutions development. Second, BM and BM Innovation (BMI) as well as recent developments of AI-
based BM are elucidated. 

2.1 Predictive Maintenance  

Maintenance is the technical, administrative, and management measures throughout the part's lifecycle to 
restore or maintain its functional state. Maintenance measures are divided into service and repair. Service 
measures are for the delay or reduction of the machine's or machine component's wear, while the repair is 
for restoring the target condition [5]. At present, the maintenance of machines and plants in production is 
often carried out reactively. Signs of wear are therefore usually not detected until they already restrict the 
functionality. At this point, however, there is a high probability that delicate machine parts have already 
been damaged. This form of reactive maintenance often leads to costly repairs and more extended unplanned 
downtimes. To avoid this, companies carry out maintenance as a preventive measure according to defined 
intervals (e.g., defined number of cycles, operating hours of the machine). Maintenance in pre-defined time 
intervals has, however, the disadvantage that, e.g., machine parts that are often still functional and could still 
be used for a more extended period are replaced prematurely. The use of Predictive Maintenance (PdM) 
promises to resolve this conflict of objectives [6]. PdM uses the component's condition monitoring data to 
forecast its state and identify when maintenance is needed, preventing breakdowns and time losses due to 
unplanned maintenance interventions [7].  

PdM approaches are divided into physical model-based, data-driven or hybrid (a mix between these two 
approaches) [8]. Physical model-based approaches use physical relationships and mathematical 
representations of the system's failure mechanisms to simulate future states and determine the remaining 
valid lifetime. These solutions require a profound understanding of the system's characteristics and become 
unviable for complex systems in which the failure modes and behaviour under adverse operating conditions 
is unknown. Data-driven approaches use historical and real-time data to forecast the system's state or identify 
patterns and estimate the remaining valid lifetime [8]. Data-driven approaches use data (time-series, images, 
and videos) and data analysis techniques, such as statistical methods like exponential smoothing and 
autoregressive moving average (ARMA) [9], machine learning algorithms like random forest [10], support 
vector regressor [11] and neural networks [12] [13] to make predictions and estimate when maintenance is 
necessary.  

2.2 AI-based Business Models 

A BM is defined as the mechanism that captures value and generates profitable outcomes through the 
application of a certain technology, it is thus the mediating construct between technology and economic 
value [14]. A BM is composed of the three dimensions of value proposition, revenue structure and value 
chain [15] [16]. The value proposition describes what benefits a company promises its customers with a 
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particular product or service. Further, the revenue structure describes how the cost structure and revenue 
mechanisms in the company are composed so that value is generated from the business. With the value chain 
dimension, the central processes and competencies required for the implementation of the BM are captured 
so that the performance or the value proposition can be fulfilled [17]. An AI-based BM is then a business 
model developed to capture value from AI technologies and applications. In this regard, at least one of the 
three dimensions of the business model is influenced by the use of AI-methods [18]. On the one hand, 
existing business models of a company can be transformed through the use of the technology. On the other 
hand, due to its high disruptive potential, AI offers opportunities to develop completely new business models 
[19]. 

Business Model Innovation (BMI) describes the process of developing and continuously improving a 
company’s business model with potential to refine and expand the product and service portfolio [20]. The 
integration into the corporate strategy and the development of corresponding competencies in dealing with 
AI topics at all organizational levels is the necessary basis for the development of sustainable benefits from 
BMI activities in a company [21]. Despite partially divergent objectives and target domains, the 
corresponding approaches are mostly iterative and range from an initial conception phase to the final 
deployment of a solution [22] [23]. To carry out each phase of the BMI process, a variety of tools can be 
used. One of the most widely used tools for the visualization of the BM is the Business Model Canvas (BMC) 
developed by Osterwalder and Pigneur [24]. The BMC is a framework for visualizing and structuring 
business models. It is predominantly used at the beginning of the BMI process to analyze the initial situation 
and to generate initial ideas, as well as providing a holistic overview of the BM components. Based on the 
three already presented areas of a business model, the BMC divides them into a total of nine segments, 
namely: key partners, key activities, key resources, value proposition, customer relation, channels, customer 
segments, cost structure and revenue streams [25]. The advantage of the BMC is the ability to present a 
business model in a holistic and clear way and thus to identify possible dependencies. In addition, a uniform 
understanding of the significance of individual components of the business model can be generated in a 
project team [22]. One drawback of the model for application to AI-based business models is the high degree 
of generality. Metelskaia et al. address this shortcoming in their extension of the BMC [4]. Based on a 
comparison of existing approaches to combining BM and AI, they specify the possible content of the 
individual elements of the canvas. For example, the key partners are extended to include leading IT 
companies and the revenue streams are extended to include Software-as-a-Service [2].  

3. Methodology 

The case studies originate from research projects developed with industry partners within the last two years. 
These research projects were selected because they resulted in proofs-of-concept and initial developments 
towards an AI-driven PdM solution. The applications, therefore, are not yet being marketed as products. 
However, the hypothetical BM developments allow comparing the different case studies and serve as 
guidelines for future implementations. Researchers that worked on the projects completed the BMC from 
the manufacturer's perspective based on project stakeholders' workshops or project documentation, e.g., 
project reports. The BMC was chosen because it enables a structured visual representation for the 
comparison and is familiar with BM developments of other technologies, facilitating the understanding 
outside of the AI field, as it is industry and BM independent [26]. The fourth section briefly introduces the 
case studies and presents the BMC. 

4. Predictive Maintenance Case Studies 

In the following section, three PdM case studies are presented as examples of how to integrate an AI solution 
into a BM. These case studies illustrate three different types of PdM solutions: the first as an additional 
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maintenance service, the second incorporates not only the developed software but also the necessary 
retrofitting sensors to enable a PdM solution, the third as an additional service inside a load-based leasing 
model.  

4.1 Machine Manufacturer – Case Study 1 

The first case study is from a project developed with an industry partner that manufactures machines for 
industrial applications. The developed PdM application forecasts a feature representative of a component’s 
health-state and determines when it must be exchanged, allowing planned maintenance interventions at the 
end of the component’s useful lifetime. This application should replace the former reactive maintenance 
procedure carried out in predefined time intervals.  

Figure 1 depicts the technical architecture of the PdM solution. Historical time series data from sensors pre-
installed in the machines are used and processed in batches for running this application. The data is 
transmitted via the OPC UA server to the forecasting application. The forecasting application, hosted in the 
cloud, receives and pre-processes the data before saving it in a relational database. The regressor retrieves 
data from the database daily and outputs a 30-day forecast of the target variable. The program verifies 
whether the forecasted values exceed a pre-defined operation threshold. When the threshold is surpassed, 
the component must be replaced. The human-machine interface then displays a warning informing the 
machine operator when maintenance should be performed within the forecasted 30 days. 

 
Figure 1. Technical architecture – case study 1 

The PdM application is meant to be marketed as an additional service to better plan the necessary 
maintenance interventions and use the machine components until the end of its useful lifetime. The customer 
uses the PdM application hosted by the manufacturer, instead of installing the software on its own machines, 
and accesses the application through the internet. Figure 2 presents the BMC for the first case study.  

 
Figure 2. Business model canvas for PdM solution - case study 1 
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4.2 Supplier for Machine Tools – Case Study 2 

The second use case originates from a recently completed research project, which was carried out together 
with an industrial partner from the supplier sector who manufactures protective covers for machine tools. 
The project also resulted in a proof of concept as well as an executable functional model on which a later 
product development can be based. In addition to the development of the technical solution and an AI 
approach, considerations were also made as to how an initial business model can be designed that is 
compatible with the prerequisites in the company [27]. 

As part of the developed PdM approach, sensors record force and acceleration signals at the protective cover 
during operation of the machine tool. With the help of the recorded data, a feature can be determined that 
allows conclusions to be drawn about the remaining service life of the component. Based on this, a prediction 
of the time of failure can be made, enabling maintenance measures to be optimized in terms of time and cost.  
The solution promises to solve the conflict in industrial practice of a protective cover being replaced too late 
(reactive maintenance) or too early (preventive maintenance).  

Figure 3. Technical architecture – case study 2 

The technical architecture of the PdM solution, as illustrated in Figure 3, is as follows: For the operation of 
the application, time series data from the installed sensors are collected and pre-processed. This step, as well 
as making the prediction, is done on an edge device. The regressor continuously receives data and allows 
conclusions to be drawn about the current wear state at any time. As soon as a defined threshold value for 
the state value is undercut, the user is notified that the component requires replacement.  

In the initial BM, the product is to be marketed as a supplier product directly to machine tool manufacturers 
via existing sales channels. The company does not plan to provide its own digital PdM service to machine 
users. This considers two circumstances within the company: Due to the company's origins, there is no 
expertise in electronics and software development to date. Additionally, it is difficult and time-consuming 
to build up the necessary expertise because of a persistent shortage of skilled workers. On the other hand, 
many machine tool manufacturers themselves already have advanced service platforms. The marketing of 
an own service application without integration into the ecosystem of a manufacturer is not promising. Figure 
3 presents the AI BM canvas for the second case study. 
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Figure 4. Business model canvas for PdM solution - case study 2 

4.3 Machine Tool Manufacturer – Case Study 3 

The third case study is derived from an ongoing research project conducted with industry partners. In the 
project a stress-oriented, data-based payment model for machine tools called “Pay-per-Stress” is developed. 
Figure 5 provides an overview of the technical architecture. The machine user leases the machine from a 
lessor who acquires the machine from the machine manufacturer. The payment model has two main 
components: a monitoring system, which measures the stress linked to the machine and calculates the 
remaining useful lifetime (RuL), and an incentives system, which sanctions harmful and rewards regular 
usage, in order to align incentives [28]. The goal of the model is to link stress and actual machine wear and 
use it as a leasing indicator, mitigating the information asymmetries and inefficiencies from classical leasing 
and pay-per-x models.  

The architecture of the model is visualized in Figure 5 and designed as follows: Sensors installed in the 
machine are used to record process data during operation and then encoded on the customer’s site. The data 
is then forwarded via blockchain to the machine manufacturer, who processes the data on its own premises. 
In the case of maintenance services, the results of the evaluation are forwarded to the customer. This makes 
it possible to provide the customer with recommendations on how to operate the machines in a load-
optimized way and when maintenance measures need to be carried out. The BM in this paper is considered 
from the perspective of the machine tool manufacturer and is restricted to the PdM service that can be 
provided based on the RuL estimation. 

 
Figure 5. Leasing business model architecture 

AI is used as the data-driven technique for calculating the RuL based on process data. On the one hand, the 
insights gained are used to operate the payment model. On the other hand, it can also be used for the further 
development of the company's own products and for the operation of maintenance services at the customer's 
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site. Figure 6 presents the BMC for the third case study. The presented BM complements the leasing model 
BM with additional maintenance services.  

 
Figure 6. Business model canvas for PdM solution - case study 3 

5. Discussion 

This section discusses similarities and differences of the presented BMs and highlights opportunities for the 
strategical adoption of PdM. Table 1 compares the three BMs. Next, insights concerning common aspects to 
the case studies are presented. 

Table 1. Comparison of Business Models 

Aspect Similarities Differences 
Key Partners - Universities and research institutes.  - Additional key partners for case 2 and 3, since they 

depend on other partners (machine manufacturers and 
lessors, respectively) to market the AI solutions. 

Key 
Activities 

- Software development. Development of the PdM 
application. 

- Case 2 additionally encompasses the retrofitting of 
hardware for data collection. Cases 1 and 2 make use of 
sensors pre-installed in the machines. 
- Cases 1 and 3 have the IT maintenance and 
operations. Case 2 uses existing platforms from the 
machine manufacturer to operate the AI solution. 

Key 
Resources 

- Human resources which include the data scientists, 
software engineers and other members of the AI team 
[29]. 
- Datasets/ data. Generated from the machines and 
production processes and necessary to estimate the 
components RuL. 
- AI applications. Including ML algorithms and 
pipeline. 

- Case 2 additionally encompasses the electronics and 
sensors for retrofitting. 

Value 
Proposition 

- PdM objectives: reduction of unexpected downtimes, 
use of component until the end of its useful lifetime 
(cost reduction), planning of time- and cost-optimal 
maintenance measures. 

 

Customer 
Relationship 

- Automated and customized service. Automated and 
customized because the customers interact with human-
machine interfaces to specify and customize the PdM 
services. Customer support is necessary to accompany 
the installation and correct functioning of the 
application. 

- Case 2 foresees customer support for direct sales and 
part supply. This support is necessary in case of 
retrofitting of previously acquired machines. 

Channels  - In cases 1 and 2 conferences, distributors, and 
vendors. Channels which are already used in the current 
BM. 
- Case 1 additionally foresees advertisement through its 
website and social network. 

643



- Case 3 uses as channel the leasing model and offers 
the PdM solution as an additional service. 

Customer 
Segments 

- The new BMs mainly aim at existing customer 
segments (respectively machine users in case 1 and 3 as 
well as machine tool manufacturers in use case 2). 

- Case 2 foresees an additional opportunity opportunity 
for direct sales to machine tool users that want to retrofit 
their machines and allow PdM for the protective covers. 

Cost 
Structure 

- Human resources. 
- Marketing & Sales.   

- Cases 1 and 3 also include the IT infrastructure to 
operate the PdM application. 
- Case 2 has additional costs for the retrofitting 
equipment acquisition and does not have additional IT 
infrastructure costs, since the application would run in 
the machine manufacturer’s platform. 

Revenue 
Streams 

 - Case 1 through subscription fees and coupled sales with 
the current products (machines). 
- Case 2 through sales of the retrofitting equipment for 
PdM as components/spare parts. 
- Case 3 through maintenance sales. 

 

It is worth mentioning that the three case studies originate from projects conducted in partnership with 
research institutes in publicly funded research projects, meaning that it is not a coincidence that for the three 
use cases, universities and research institutes are identified as key partners in the canvases. This form of 
collaboration is often used as the first step in creating a technical proof of concept for the content of AI-
based BMs. Advantages arise here from the broad expertise of research institutions in innovative 
technologies, as they deal with these at an early stage. Companies also appreciate the fact that there are often 
no competing economic interests despite cross-industry collaborations. In addition, cooperation with 
research institutions is often a necessary prerequisite for gaining access to public funding [30].  

Particularly in Germany, where the case studies were carried out, the government offers public funding 
programs and initiatives aimed at developing AI-based solutions in manufacturing. In addition to the 
expenses for the personnel required to carry out the project work, expenses for material resources and 
subcontracts can also be financially supported. Contrary to use cases 1 and 2, not only bilateral consortia are 
possible, but also consortia consisting of different university and industrial institutions as in use case 3. 
Public funding allows companies to engage in pre-competitive ventures at a reduced financial risk.  

A common aspect to the presented case studies is the central and enabling role of AI technology in the BM 
(evident in the Key Resources field of the BMC). As reinforced by other studies, AI initiatives need to be 
core to a company’s business strategy to create meaningful value and scale [31]. It is argued that the 
development of a BM for the PdM solutions is the first step for its strategic adoption. Also the Cost Structure 
and Revenue Streams need to be aligned with the company’s long-term goals in terms of hiring skilled 
personnel and/or providing training to build an in-house AI team [32]. There is a difference between adopting 
AI for improving existing business processes, e.g., in manufacturing and in marketing, and adopting AI for 
developing and enabling new products and new services from which the company can capture value. The 
second is where the true potential of AI as a competitive advantage lies, and can only be realized when the 
AI initiatives are developed in-house and are part of the company’s strategy [31].  

The customer, considered in the fields Customer Relationship and Customer Segments, is central in the BM 
development [20]. AI-driven solutions not only have the potential to fulfil customer needs (such as PdM), 
but also enables new marketing possibilities (described in Channels) and image gains, bringing an innovative 
aspect to the company’s portfolio. 

6. Summary and Outlook 

This paper presents three case studies from the manufacturing industry that have developed AI-based BMs 
to capture value from PdM solutions. The first case study is from a machine manufacturer that intends to 
market its solution as an additional service to its machines. The second use case is from a supplier for 

644



machine tools who expects to add value to its existing product by implementing a PdM solution through 
retrofit. Finally, the third case study is a machine tool manufacturer that plans to offer maintenance services 
inside its load-based leasing model. The business model canvases are presented to identify the main aspects 
of each case. The discussion section provides a comparison between the case studies, highlighting the 
similarities and differences and showing that there is not only one option for marketing PdM solutions. AI 
is perceived here as the enabling technology that allows the development of new BM. Pre-requisites for the 
AI solutions presented here include not only skilled personnel but also data, in the presented use cases either 
generated by sensors pre-installed in the machines or through retrofit efforts. This work contributes to the 
existing literature with three example case studies and elucidates common aspects of AI-driven BM for PdM. 
Future research includes investigating the actual implementation of the developed BM and identifying the 
success factors. 
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Abstract 

The digital transformation brings up various new tasks to manage new business application software and 
integrate them into existing business processes and legacy systems, which are necessary to keep e.g. a 
production system running. Today, all these tasks are on the one hand not clearly defined and on the other 
hand, responsibility of these cross-disciplinary tasks is unclear in companies being mostly structured in a 
function-oriented way. While quality management has developed to a firmly established function of process 
excellence years ago, IT-application management is still to become an inevitable part of the digital 
transformation. There are just a few authors trying to define and describe this part, the related tasks, and 
necessary roles in an organization. In this paper, we show how the business needs of a company can influence 
the ideal adaptation of the digitization solutions and thus become the success of the digital transformation. 
We base the paper on a use case in manufacturing companies. We then describe how companies deal with 
business application systems today. Based on the framework Aachen Digital Architecture Management we 
describe how a company can holistically improve the management of business application systems. 

 

Keywords 

Business Applications; Digital Transformation; Digital Architecture Management; Process Management 

1. Introduction 

Digital transformation affects all companies in all industries and describes the influence of digital 
technologies on the change of value creation of companies [1]. The SARS-CoV-2 pandemic showed that 
processes can change in a flash when external influences exert so much pressure to change [2]. 
Manufacturing companies have not only felt this pressure since the pandemic; transformation was also 
important beforehand in order to remain competitive [3]. As early as 2016, many companies began to 
stimulate this change by introducing Chief Digital Officers (CDOs). This new role was expected to drive 
digital transformation from within the management board and drive it with commitment. To be sure, a CDO 
was capable of partially prototyping smart products and digital services and sometimes even launching them 
on the market. However, the CDO was only able to steer a complete digital transformation in exceptional 
strategic cases. The challenge lies in the fact that a CDO cannot control IT. This is because an IT manager 
is often assigned to a Chief Financial Officer (CFO). So, unlike digitalization, IT is not represented on the 
board. The obvious solution would be to appoint a Chief Information Officer (CIO) to the board. But this 
variant has not regularly led to the goal in the past either. Research and industry must understand that IT is 
more than just an IT topic [4]. Every company needs IT capabilities to run processes robustly and to test 
prototypes in different infrastructures. IT continues to be an enabler for innovation and efficiency. However, 
this should not be confused with the IT department. One of the most important digitization projects is the 
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use of business applications such as Enterprise Resource Systems (ERP) systems not only for planning 
processes but also order tracking and tracing. Such systems are an inherent part of process execution so that 
there cannot be digital transformation without including an ERP system.  

In this paper, we show how the business needs of a company can influence the ideal adaptation of the 
digitization solutions and thus become successful in digital transformation. We implement this introducing 
the use case management of business application systems in manufacturing companies. We first describe the 
initial situation in many manufacturing companies and the current handling of business application systems 
as well as the resulting challenge. Then, we present what support companies lack today based on frameworks 
that support the design of the architecture and, on the other hand, the IT capabilities of a company. We then 
introduce Aachen Digital Architecture Management as a structuring framework for digital transformation. 
Finally, we describe how a company can improve the management of business application systems holistic. 

2. State of the art 

 2.1 The way manufacturing companies deal with business application software 

Based on more than 100 projects on the topic of ERP system selection over the last 10 years, we have found 
that companies often only react instead of acting. Based on this empirical data, we have found that business 
application systems are replaced by new systems in regular cycles of 10 to 15 years. In most cases, this is 
because the performance of a system no longer meets the needs of a company. We consciously take into 
account that both the requirements and the performance of a system can vary. Exemplary for the external 
pressure of change induced by the pandemic is that a more tasks must be completed remotely, especially in 
administrative areas. Therefore, the system must be capable of allowing remote work. Technically, this can 
be solved in many ways. For example, through VPN access or a cloud application. The fact is that a company 
is constantly changing. Customers, partners and suppliers all have an influence. Companies follow the same 
process again and again: Unmet requirements create pressure on an existing system. Ultimately, they lead to 
the decision of implementing a totally new system. But even during the implementation phase of the new 
system, requirements have evolved again. However, they regularly do not influence the new system after 
initial completion of requirements engineering. This is exactly what happens afterwards in the next multi-
year cycle based on our empirical data, see Figure 1. The benefit of a system is therefore only high in the 
short term and then constantly decreases over time.  

 
Figure 1: Managing business application systems in the digital transformation era 
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From this, the need for research can be derived that companies must learn that requirements must have an 
influence on the adaptation of systems. In companies, there is a strict separation between the procurement, 
implementation, maintenance and use of a business application system. Companies lack processual and 
organizational mechanisms for allowing requirements from the usage phase to flow into the further 
development of the system [3]. 

 2.2 Existing frameworks of enterprise architecture and IT management 

In this chapter we describe existing frameworks of EA and IT management and, by consolidating of IT 
capabilities and processes, show that there are only three relevant tasks to properly manage business 
application systems.  

In general, the ITIL framework describes best practices in managing services [5]. The IT Infrastructure 
Library (ITIL) aims to form the optimal support of the business processes for the customers of an IT service 
provider with the help of information technology [6]. IT services are provided that add value for customers 
and fulfill both the utility (fit for purpose) and warranty (fit for use) characteristics. The core contents of the 
ITIL framework are the description of processes, functions, possible organizational structures and 
supplementary methods for implementation. This enables the IT service provider to achieve the stated goals. 
In order to map the entire life cycle of IT services, the necessary processes and functions are structured in 5 
life cycle phases. [7] Companies of large and medium size use ITIL to improve the quality of services [5]. 
Next to numerous benefits that ITIL offers, some challenges can also be noted. For one, the documentation 
applications in ITIL are not mature. Likewise, only rough recommendations are given as to which processes 
should actually be implemented, so that no clear decision support is provided. [6] Other criticisms include 
the varying levels of detail in process descriptions, inconsistencies and contradictions between processes, 
barely applicable definitions of key performance indicators, and a lack of processes and procedures for 
managing processes and projects [7].  

The Zachman Framework is a descriptive and holistic representation of an enterprise to gain insight into 
business processes [8]. The Zachman Framework is suitable for complex systems and incorporates numerous 
perspectives. These include the Executive (setting the agenda), the Business Management (who runs the 
organization), the Architecture (who identifies building blocks), the Engineer (who designs the building 
blocks), the Technician (who implements the database or workflow system), and the Enterprise (physical 
enterprise offices) as audience perspectives. [9] In the Zachman framework, engineered objects are defined 
according to the interrogatives What? How? Where? Who? When? and Why? in combination with the 
audience perspective [10]. Thus, the Zachman Framework can be described as an enterprise ontology, which 
has no tooling or process implication [8, 11].  

COBIT is based on more than 40 detailed international IT standards, frameworks, guidelines and best 
practices. COBIT is located at the strategic level and integrates different standards and their regulatory 
objectives into a common framework. It establishes a link between corporate objectives and IT objectives at 
the core business and, to this end, provides metrics and maturity models to measure the achievement of 
objectives. COBIT is process-oriented, with 34 processes and four domains. [12] COBIT defines the domains 
as Planning and Organization, Acquisition and Implementation, Delivery, and Support and Monitoring [13]. 
In terms of content, COBIT covers the objectives of IT controls and measures that are intended to ensure the 
security of information in the company. For this purpose, criteria such as effectiveness, efficiency, 
confidentiality, integrity, availability, compliance, and reliability are applied to corporate information. [12] 

TOGAF is a framework as well as a detailed methodology and provides various supporting tools for 
developing an enterprise architecture [14]. The standard is developed and maintained by The Open Group, 
an industry consortium. The framework assists in the acceptance, production, use, and maintenance of 
enterprise architecture. It is based on iterative process models supported by best practices and real-world 
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sets of architectural assets [15]. The core content of TOGAF is the Architecture Development Method 
(ADM), which is used to develop architectures. This method includes creating the architecture framework, 
developing architecture content, transitioning, and governing the realization of architectures. The ADM is 
complemented by the Architecture Content Framework (ACF), which is structured according to the content 
of the metamodel. The metamodel provides single insights into the domains of TOGAF. Where TOGAF 
consists of the Business, Data, Application, and Technology Architecture domains [16].  

All the previously described frameworks contain many processes that are described in detail. While ITIL is 
very specific in terms of IT processes, the Zachman framework is very generic for the design of a company‘s 
architecture. All frameworks provide insufficient support for companies to continuously adapt business 
applications in the utilization phase. We have condensed the IT Capabilities anchored in processes to three 
essential ones. We show the results of the entire analysis in Figure 2 and describe them below. 

 
Figure 2: Consolidation of IT capabilities and processes 

In the general context of production, demand management is the supply chain management process that 
balances the customer requirements with the capabilities of the supply chain [17]. In the context of this paper, 
demand management is understood as the identification of the need for digital solutions e.g., a new business 
application. The goal is the planning of an optimal range of digital solutions [7].  

The goal of requirement management is a common understanding between the business and the IT 
department about the function to be supported and the framework conditions of the information structure as 
well as the joint evaluation of the requirements. This results in specific and systematically prioritized 
requirements that influences adoptions of existing digital solutions [18]. These comprise all the requests that 
are necessary to fulfil the objectives [14]. 

The aim of change management is to achieve the optimal design of the path from the starting point to the 
target point. The goal is thus to implement the optimal adaptation derived in the context of strategic 
management [19]. In the digital transformation context, change management encompasses the planning, 
release, coordination and acceptance of changes and additions to digital solutions e.g., business applications. 
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This is to ensure a clearly structured and controlled implementation of changes to digital solutions and the 
application landscape [7].  

First, we showed that none of the existing frameworks cover the requirements of the digital transformation 
of a manufacturing company. Second, we described that there are only three relevant tasks to properly 
manage business application systems and that there is no need for a manufacturing company to dive deep 
existing and complex frameworks. However, there is a need for an overarching and strategic view of the 
management of business applications in the age of digital transformation, which we have already noted in 
the introduction. Therefore, we introduce the Aachen Digital Architecture Management (ADAM) in the 
following chapter. 

3. Introduction of Aachen Digital Architecture Management  

The Aachen Digital Architecture Management provides a framework that addresses the weaknesses of 
existing reference architectures while incorporating their strengths [3]. As a holistic model specifically 
developed for use by companies, ADAM structures the digital transformation journey of businesses in the 
areas of digital infrastructure and business development based on customer requirements. Companies are 
systematically empowered to drive forward the design of their digital architecture under consideration of 
various fields of action. Those responsible for digital transformation, from the top management team through 
to the operational innovation drivers in the specialist departments, need a systematic, structured approach 
that integrates the various digital transformation activities into a dynamic, scalable overall picture [3]. In this 
paper, ADAM represents the necessary foundation to introduce our model to manage business applications.  

 
Figure 3: Aachen Digital Architecture Management 

The Aachen Digital Architecture Management (Figure 3), considers two areas, digital infrastructure, which 
is subdivided into four design levels, and business development, which is subdivided into four development 
levels. The design and conceptualization of these levels, which is based on an analysis of internal and 
external customer requirements, provides the basis for building the digital architecture. The 
conceptualization of the four design levels of the digital infrastructure is based on frameworks established 
in research and practice for the description of interconnected companies, systems, and products. The design 
of the digital infrastructure enables a company to develop its business with the support of technology [3]. 

Customer: ADAM's focus is on the customer, whose needs and requirements are essential for the design of 
the digital architecture. It makes no difference whether it is an internal customer or a customer for physical 
or digital goods and services. Not only does the digital infrastructure have to be aligned with the specific 
business transformation fields, but also has to consider the requirements of customers who are to reap the 
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benefits it provides. Corporate executives must take internal and external interest groups into account in all 
important decisions [3]. 

Digital Infrastructure: The structure and content of the digital infrastructure are defined on the basis of four 
design levels. The application level, refers to all user-centric applications that allow a user to use the 
corporate resource "information" in a simple and intuitive way as part of their value-creating activities. Due 
to rapidly changing circumstances, enterprise dashboards are subject to constant change. In order for these 
dashboards to be valid at all times and to be used effectively in managing the company, they require agile 
and flexible adaptability. The networking level enables a company to create interdependent, loose couplings 
of application and other data-providing systems. It ensures the availability of all relevant data and 
orchestrates the distribution of data between the different levels. Technologically essential components 
include IoT platforms and suitable communication technologies. Data virtualization is the key enabler, 
ensuring the user- and developer-friendly provision of data in the long term. The systems level contains 
static, slowly changing operational core systems e.g. ERP systems that form the information technology 
backbone of a company and manage and support central value-added processes. In addition to operational 
core systems, the systems level also contains other, unique data storage solutions, such as databases on the 
shop floor. Further, the systems level contains the business logic of a company. The resource level is 
comprised of production and production-related machines, equipment and other physical assets, employees, 
including their skills and competencies, intelligent products in the field, and software and hardware 
infrastructure for IT operations [3]. 

Business Development: The structure and content of business development are defined based on four 
development levels. Business development represents business activities in the well-known understanding 
of Business-IT alignment. The corporate strategy development level for business development determines 
the way in which the value of the company is increased in the long term. Based on clear corporate objectives, 
such as achieving a strategic position for success in the market, the company’s corporate strategy, 
digitalization strategy, and IT strategy are formulated in a coordinated, integrated manner. The business 
models development level determines how companies act on the market to implement their corporate 
strategy. In all sectors, there is a particular focus on digital business models which make it possible for 
companies to successfully exploit the potential of digital transformation and open up new business segments. 
The Products & Services development level deals with the actual design of the value creation process to 
achieve real competitive advantage. The basis for this are service systems consisting of intelligent, 
interconnected products, smart services, and digital components. The business processes development level 
is concerned with the efficient design of business processes both internally within the company and with 
external process participants. For example, existing business processes must be optimized, designed end-to-
end, and digitalized in order to scale digital transformation projects in the company [3].  

Three architectural views provide analytical perspectives on the design levels: The organizational view, the 
technology view, and the data view offer a comprehensive picture of the four design levels of the digital 
infrastructure. The exhaustive analysis provided by the three views facilitates a comprehensive design of the 
digital infrastructure. 

The organizational view provides the framework for the design of the digital architecture. From a conceptual 
point of view, the focus is on the development of a suitable management and control system and of the 
structural and process organization. The organizational view describes how staff interact with each other, 
with corporate systems, and with digital solutions. The organizational view also defines rights of use, 
responsibilities, and organizational affiliations. The technology view is characterized, in particular, by the 
selection of suitable technologies at the four design levels and their integration. Concept development places 
particular emphasis on deriving the required technologies from the organizational framework conditions, 
such as existing competencies. Technologies to be implemented include information and communication 
technologies, e.g. hardware, the operating environment, or the technical implementation of interfaces. 
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Requirements from the specialist areas and from business development, in particular, serve as input for the 
activities of the technology view. With the help of models across the different design levels, the data view 
offers a uniform perspective on the company's data. It describes the data structure, its components, and their 
interrelationships across the design levels. This ensures that the data and information required at the 
application level is available in sufficient quality and granularity and in the right structure. To this end, in 
the concept phase, a comprehensive information requirements analysis must be performed and specific data 
models down to the resource level must be developed. The data perspective deploys various tools to 
differentiate between terms like data and information and ensures the standardization of the data used in the 
company. 

ADAM provides a framework for the most important elements in digital transformation. It serves as a 
framework for breaking down various issues into their components and structuring them. In the following 
chapter, we show how ADAM can be used to support the management of business application systems. 

4. Process model of managing business applications within ADAM 

In this chapter we describe how the ADAM framework can support the management of business application 
systems by embedding the three relevant tasks (Section 2.2) in ADAM.  

ADAM first shows which elements are important in the digital transformation. Now we narrow down the 
consideration of our previously described use case to the system level (Figure 4, left-hand side) and the 
business development level (Figure 4, right-hand side). In order to deal adequately with business needs, a 
funnel is required that makes them recognizable in the organization. At this point, we emphasize that 
business needs represent internal needs on the one hand, but can also be driven by customer feedback and 
customer requirements. 

 
Figure 4: Process model for managing business applications within ADAM 

We start by using an event as the input variable to the model. This is either a business need or a technology 
push. First, once a business need is communicated, it is evaluated by the "evaluation" committee. This 
committee comprises all relevant stakeholders of a company. There must be at least one representative from 
each design level and each business development level assigned to ADAM. This ensures that the interests of 
the entire company are taken into account. However, not only can business needs be communicated, but new 
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technologies can also be introduced. We call this a technology push, and it means that a new technology is 
presented to the committee in order to serve as a source of ideas for all those involved. Business needs and 
technology pushes are regularly discussed in the "evaluation" committee. The committee jointly determines 
how to deal with the respective input. Three different follow-up processes can be initiated as a result of a 
committee decision.  

First, the committee may conclude that the subject of discussion can be implemented with a simple process 
adjustment via the process management team. We hereby take up the aspect that not every problem has to 
be compensated with a technological solution. Process solutions can often be found to be even more effective 
because they address the root cause of a problem. The process management team receives all relevant 
information and gets in contact with the counterparts in the company who have reported a business need. 
Implementation is then initiated and carried out by the process management team in close exchange with the 
counterparts. If these process adaptions result in a new business need and potential IT demand, the team is 
encouraged to formulate a new request. 

Second, the committee may conclude that the subject of discussion is a simple or complex adaptation of 
existing business application systems. Regardless of the difficulty and effort of the adaptation, the subject of 
discussion is passed on to “requirements management”. This works on a solution in accordance with ITIL, 
COBIT, etc. However, in direct exchange with the committee and the counterparts in the company who have 
reported the need. The committee also has the task of monitoring the status of an adaptation, whether there 
are challenges and how satisfied the counterparts are with the progress of the solution. The "evaluation" 
committee ensures that requests are not simply handed over without comment and either processed somehow 
or not at all.  

Third, the committee may conclude that the subject of discussion is something completely new and 
unknown. A solution component that does not yet exist in the organization. In this case, the committee helps 
to hand over the discussion item to “demand management”. This works in accordance with ITIL, COBIT 
etc. on a solution procurement. However, in this case, too, in direct exchange with the counterparts in the 
company and the committee. The committee takes into account the fact that there are no existing solution 
modules in the company when making the decision. In this way, the committee prevents an ineffective 
accumulation of solution modules. 

Finally, the results are continuously discussed with the “change management”. The “change management” 
has the task of ensuring that, on the one hand, partial solutions are fed back into the organization at an early 
stage. On the other hand, it must be ensured that the results of “demand and requirements management” are 
actually accepted by the organization. “Change Management” also evaluates the impact of the results. The 
entire model thus helps to ensure that the benefits of existing solutions are continuously improved. However, 
blind spots in the organization are also equipped with digital solutions. 

5. Summary and Outlook 

In this paper, we have shown how manufacturing companies can improve the management of their business 
applications by considering process, requirements and demand management in a structured manner. In doing 
so, we first used the results and findings of many software selection projects to illustrate what many 
companies regularly fail at. Particularly noteworthy is that due to a lack of communication and transparency, 
many solutions are introduced twice or are not available to all employees in an organization. Furthermore, 
we analysed the most common frameworks for enterprise architecture management and IT management. We 
found that all frameworks contain interesting components but are not effective in their entirety. Both analyses 
led to the research gap that there are no supporting models for enterprises. We then introduced the Aachen 
Digital Architecture Management framework. It sets out how the different components of digital 
transformation can be structured. The model served us to show the connection between technology and 
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organization. Finally, we described the model to better manage business applications as well as new 
solutions. The core component is the "evaluation" committee, which helps to ensure that many relevant 
stakeholders on the side of the design levels and the business development levels jointly decide on important 
issues. In the future, this model will be used to develop a role model for the “evaluation” committee. This 
will identify the key digital capabilities in line with ADAM. It will provide companies with even more 
concrete support in driving forward the digital transformation effectively and transparently. Beside that, we 
use ADAM in strategic workshops with executives of manufacturing company to structure digital 
transformation topics and to show its practical applicability and relevance. 
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Abstract 

The prevailing volatile changes in the market are forcing companies to perform increasingly complex 
planning tasks. Furthermore, shorter product life cycles and a more frequent adaption to customer 
requirements arise from a sellers’ market shifting to a buyers’ market. Regarding the digital factory planning, 
appropriate digital methods, tools, and models help master these new challenges. Depending on industry 
sectors and company size, the application and implementation of the methods and tools of the digital factory 
vary. Especially small and medium-sized enterprises (SMEs) show limited progress regarding digitisation 
due to a lack of expertise and qualified personnel. Thus, identifying suitable methods and tools for SMEs is 
essential for developing an implementation plan driving their digital transformation. Therefore, this article 
uses a survey analysing and classifying the situation of SME via an SME-specific maturity model. By 
investigating the correlations between the impacting variables, it is possible to identify the untapped 
potential, forming the basis for developing workshops and training to gain experience in dealing with 
methods and tools for digital factory planning. 

Keywords 

Digitisation; Digital Factory Planning; Organisation development; Industry 4.0; Maturity Index; SME 

1. Introduction 

The terms volatility, uncertainty, complexity, and ambiguity best describe the current industrial landscape 
[1]. In the wake of the ongoing corona pandemic, short response times and flexible change processes are 
vital abilities for businesses worldwide. Innovation, automation, and digitisation are more than ever of 
utmost importance in these times [2]. Over half of the European SMEs (see EU definition [3]) see reduced 
revenues and a fifth is even fearing to be unable to meet financial obligation [4]. Besides this out of ordinary 
pandemic, the digital change and a customer-driven switch to a buyers’ market impact SMEs non the less 
[5, 6]. The digital factory offers a toolset dedicated to facilitating better planning capabilities and 
responsiveness [6]. To utilise these tools, companies need qualified and trained personnel. SMEs often lack 
those personnel and are overwhelmed by a holistic approach to digital change [6, 7]. The vast diversity of 
tools and methods suited for different business areas contributes to even more complexity within the 
workplace. Therefore, SMEs need to focus on the most critical aspects of the digital change and its primary 
drivers. This effort allows promoting change from within the company sustainably. 

This paper aims to increase the understanding of SMEs’ current situation regarding digitisation and examine 
its drivers. The core of this publication is an interview study based on an SME-specific maturity index. Using 
appropriate methods to analyse the data, the driving aspects behind successful digitisation – from a novice 
to a more advanced level – are identified and reflected regarding their related dimensions and indicators. 
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Therefore, the paper gives an overview of related works by detailing existing maturity models’ content, 
shortcomings and why an SME-specific maturity model is necessary. The subsequent section explains the 
structure and procedure of the conducted interview-based survey. Consequently, an analysis of the obtained 
data allows for identifying SME-specific drivers for digitisation. A detailed description of the identified 
drivers offers valuable insight into connections and interrelationships of different fields inside the used 
maturity index. Finally, the paper offers a summary and points to future research. 

2. Related work 

The existing works regarding digital maturity assessment feature broad aspects regarding Industry 4.0 and 
offer companies a way for (self-)assessment. Since not all maturity models are also SME-specific or cover 
the same topics, reviewing existing literature is necessary. The maturity model used in this publication is 
part of a thesis at the Department of Production Organization and Factory Planning at the University of 
Kassel [8]. 

Based on more than 50 publications, the most cited and SME-oriented ones are used to build a 
comprehensive SME-specific maturity model. This model acts as a basis for the conducted survey and the 
following identification of drivers of digitisation. The models differentiate topics (dimensions) and sub-
topics (indicators) with different levels to express the companies maturity. The overall structure, therefore, 
is an important metric to structure a comprehensive model. 

Combining such an overview with specific classification criteria allows building an SME-specific maturity 
index. Since SMEs still struggle with implementing methods and technologies regarded as Industry 3.0 [9], 
the inclusion of a maturity level of zero, which does not require a complete implementation, is necessary. 
Furthermore, the model has to be comprehensible and straightforward enough to be accessible to a broad 
audience, acting as guidance and eliminating uncertainties. Especially identifying areas of action and 
concrete measures increasing the companies digitisation level is an issue for many SMEs. [10] Therefore the 
developed model has to contain transformation steps acting as direct guidance to increase the digitisation 
level. Also, SMEs are often family-owned and lead. The often tech-savvy and authoritarian leadership tend 
to struggle with scalability in a growing company [11], thus hindering effective and efficient decision 
making. Especially non-technical aspects like modern leadership principles or enabling collaboration and 
ownership thinking are considered essential in digital change [12].  

The following table presents an overview of the different maturity models consisting of the number of 
dimensions, indicators and levels. Models claiming to be SME-specific or addressing mid-tier companies 
are marked accordingly with an “x”(see Table 1). Regarding the classification criteria, an assessment ranging 
from not partly to wholly fulfilled is available.  

The inclusion of level zero rates not fulfilled when not existent or the maturity model starts with an already 
advanced stage. On the contrary, the wholly fulfilled rating describes a clear definition for a technical 
maturity below Industry 4.0. If the concept of an incomplete Industry 3.0 stage is existent, but incomplete 
definitions or missing indicators hinder the understanding, awards a partly fulfilled rating.  

A comprehensible and straightforward model that follows an accessible concept containing descriptions and 
visual aids is rated wholly fulfilled. If a user needs additional consulting by external experts or critical content 
is left unexplained, the criterion is rated not fulfilled. An explanation and guidance sufficient for a more 
advanced user justify the rating partly fulfilled.  

Since transformation steps are valuable guidance models containing explicitly depicted transformation steps 
achieve the rating of wholly fulfilled. No description, missing or unpublicised content regarding the 
transformation result in the not fulfilled rating. Logically, partly fulfilled describes models that leave out 
descriptions of levels and means of their improvement.  
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When an essential element of the maturity model consists of non-technical aspects like leadership, 
management or company culture, the rating wholly fulfilled is awarded. Vice versa, a missing non-technical 
dimension results in not fulfilled. Models only partly considering social or cultural aspects also only partly 
fulfil this criterion. 

Table 1: Overview of existing maturity models [8] 
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Akdil et al. 2018 [13] 3 13 4  
    

Anderl 2015 [14] 2 12 5  
    

Bibby, Dehe 2018 [15] 3 13 4  
    

De Carolis et al. 2017 [16] 4 - 5  
    

Geissbauer et al. 2016 [17] 7 - 4      

Gökalp et al. 2017 [18] 5 - 6  
    

Häberer et al. 2017 [19] 5 17 5 x     

Jodlbauer, Schagerl 2016 [20] 3 25 10  
    

Landwehr-Zloch, Eichfelder 2019 [21] 6 19 4 x 
    

Leineweber et al. 2018 [22] 3 44 8 x 
    

Leyh et al. 2016 [23] 4 - 5      
Lichtblau et al. 2015 [24] 6 18 6  

    

Rauch et al. 2020 [25] 5 42 5 x 
    

Sames 2021 [26] 5 27 5 x 
    

Schuh et al. 2017 [27] 4 31 6      
Schumacher et al. 2016 [28] 9 62 5  

    

Trotta, Garengo 2019 [29] 5 11 5 x 
    

State of fullfilement: not partly wholly 
   

Many of the reviewed models have specific areas they excel in, but no single one is suited for a 
comprehensible, SME-specific maturity model. Yet, regarding the individual assessments, the entries in bold 
are considered as particularly appropriate to develop a comprehensive model. The derived SME-specific 
maturity model from the analysed literature, as depicted in Figure 1, features 6 different dimensions and 26 
underlying indicators. Beginning with a level 0, the model details 5 levels, each with a description of its 
fulfilment requirements. The dimension “Production”, for example, contains information and 
communications technology (ICT) or monitoring, quality management (QM) & maintenance. Whereas 
“leadership, management and culture” deals with corporate and failure culture. The latter divides into levels 
beginning with a working environment shaped by blame (level 0) and finishing with a public analysis of 
failure (level 4). 

660



 
Figure 1: The SME-specific Industry 4.0 maturity model 

3. Interview framework 

An empirical study aims to grade SMEs’ situation regarding their digital maturity based on the developed 
maturity model. The study uses verbal interviews of company representatives and their experts from different 
fields. The questions asked explicitly target the individual indicators in a sequence from the lowest to the 
highest maturity level; in addition to a mere classification, the subsequent analysis uncovers the potential for 
improvement by identifying maturity clusters, correlations and deriving needs for action in practice. 

The participants in the survey are from nine different branches, all originating in the manufacturing sector 
SMEs from the region of Hesse in the middle of Germany. Interview partners are employees in crucial 
positions, including managing directors, production, process, IT or digitisation managers. The sample 
comprises 11 companies from different branches representing one small, eight medium-sized and two large 
enterprises (acc. to EU definition [3]). However, the latter fall under the more broad mid-tier concept [30], 
making their evaluation results still relevant. The validated interview guideline used is the outcome of a 
master thesis created at the research institute. The interview takes about 4 hours and is conducted either at 
the companies’ sites or within a web meeting. The high complexity of the interview and its long duration 
tend to cause respondent fatigue. Therefore, the interview guides through the different topics in descending 
order of complexity, counteracting the loss of attention throughout the interview. In total, the guideline 
contains 32 guiding questions derived from the indicators and over 100 sub-questions detailing the explicit 
level. E.g. regarding the data collection / data usage / data processing in production (see Figure 1), the leading 
question of how production data is handled starts the dialogue. Follow up questions concerning whether, 
how and for what purpose the collection and analysis of production-related data deepen the topic. Also, 
general information, such as annual sales or the number of employees, are requested. For visual and thematic 
guidance, an accompanying presentation contains the current dimension of the questions asked. A transcript 
writer prepares a protocol for documentation purposes and later acts as a data basis for the classification in 
the SME-specific maturity model. Additionally, recording the audio is highly advised but needs the 
interviewees’ consent beforehand. 
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4. Analysis of the interview 

Each consecutive interview extends the database containing each companies maturity profile and overall 
maturity rating. The profile offers valuable insights into every companies area for improvement and targets 
specific topics in particular. While this information is valuable for each participant, it also enables analysis 
potential for a broader view regarding the state of maturity regarding SME. Since the database consists of 
only a small sample size regarding the number of questions asked, not every data analysis method is suited. 
A worthwhile goal is to classify the companies and to check for overarching similarities and differences. 
Another meaningful insight is the identification of drivers for digitisation.  

The cluster analysis offers means to identify unknown groups (clusters) inside a given set of data and is 
viable to explore the conducted interviews. The calculated silhouette coefficient (Sc) classifies the clusters 
and represents how well elements can be assigned to a specific cluster, dividing into weak (0.25 < Sc ≤ 0.50), 
medium (0.50 < Sc ≤ 0.75) and strong structures (0.75 < Sc ≤ 1.00). [31] In the present case, the analysis 
finds two distinct clusters (Sc = 0.56) across all dimensions (see Figure 2). The primary differentiation seen 
in the spider chart breaks down to Cluster 1, containing beginner companies and cluster 2 advanced 
companies. The more advanced dimensions are “Leadership, management and culture”, “employees”, “IT 
& Data”, and “Business model & network”. Therefore, those dimensions seem to be essential to advance a 
companies maturity level. Organization and production are dimensions that lag behind the overall in the 
more advanced companies and also highlight a need to catch up.  

Additionally, the found clusters further prove the validity of the underlying maturity model. The found 
groups are distinct and have no overlap coinciding with the overall maturity level. Each company in cluster 
1 also scores an overall maturity level of 1. Whereas the companies belonging to cluster 2 achieve level 2. 
The levels 0, 3, and 4 are missing in the surveys data set, and as a result, a corresponding cluster is also 
nonexistent, illustrate the current state of digitisation in the sampled SME. 

 
Figure 2 Result of the cluster analysis 

The clustering already enables differentiated recommendations for various levels of digitisation and allows 
for a further investigation of specific drivers. The correlation analysis offers insight into relationships 
between the different dimensions and the overall maturity level and quantifies the direction and strength of 
a found correlation [32]. A correlation coefficient of +1 means that the two variables are positively related, 
whereas a value of -1 indicates the opposite. The small and not normally distributed dataset used in the paper 
requires a particular correlation analysis method, the Kendall tau (τ) correlation, and prevents false 
associations due to low significance [33].  
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Table 2 shows the correlation analysis results emphasising the correlations between the individual 
dimensions and the overall maturity level. Also, the table contains the significance of the found values. The 
relevance of a dimension derives from the respective τ-value and its effect strength from the r-value 
(weak 0.1 < r ≤ 0.3, medium 0.3 < r ≤ 0.5 and strong 0.5 < r) [34]. The table contains the effect strength only 
for relevant values (p < 0.05), highlighting three dimensions, “IT & data”, “Management, leadership and 
culture”, and “employees”. Those dimensions show a strong correlation with the overall maturity level and 
are also strongly related to other dimensions.  

Table 2: Results of the correlation analysis 

τ  
r 

Production Organisation IT & 
Data 

Management, 
leadership and 

culture 
Employees Business model 

and network 
Overall 
maturity 

Production        

Organisation .195 
-       

IT & Data .242 
- 

.086 
- 

     

Management, 
leadership and 

culture 

.109 
- 

.101 
- 

.617 

.845 
    

Employees .160 
- 

.147 
- 

.617 

.845 
.487 
.801 

   

Business model and 
network 

.175 
- 

.078 
- 

.380 

.639 
.359 
.651 

.336 

.622 
  

Overall maturity .242 
- 

.086 
- 

.798 

.953 
.617 
.845 

.617 

.845 
.380 
.639 

 

Regarding the identified drivers for digitisation, the cause, causation, and interconnectivity need 
consideration. The following statements can be formulated by further examining the identified dimensions 
and summarises the found relationships forming a concise overview of the identified drivers.  

Specific IT infrastructures must be available to implement the digital transformation to Industry 4.0, enabling 
components or systems inside the factory and interconnecting the value-adding network. In addition to the 
information technology infrastructure, aspects of the collection, storage, and processing of data, including 
its use and maintenance. These aspects are necessary for primarily data-based decision making thus 
supporting the management. A digitally transformed enterprise requires consistent data in real-time to 
implement the digital factory’s methods and tools, especially IT and data security. For example, ICT must 
be in place so employees, products, and machines can interact. ICT is essential for implementing digital 
factory methods and cross-divisional and cross-company collaboration and enabling new business models. 
The correlation analysis highlights IT infrastructure’s influence regarding the overall maturity level, 
appointing this dimension a driver of digitisation. A low correlation with production is identifiable, but the 
effect strength is negligible. Even though the overall maturity benefits significantly from a strong IT & Data 
dimension, it acts as a supporting role, enabling, supporting and connecting the other dimensions. 

Besides the companies ICT, the leadership has a strong influence on the overall maturity. Especially a well-
defined Industry 4.0 vision and strategy is as essential as familiarity with modern management concepts. It 
plays a decisive role in motivating the employees to work together and achieve a common goal. Further, the 
management needs the will to drive and implement changes and provide suitable communication channels 
for internal networking. Strong support of the employees enables another major influencer of the overall 
maturity. However, in addition to structural changes, management must prepare employees for the digital 
factory’s new requirements. The increasingly higher IT competencies lead to shifts in qualifications, which 
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management must counteract with suitable training programs. To be prepared for the general changes in 
addition to the technical requirements, an open and innovative corporate culture must be in place and 
practised by management. An open failure culture that treats failures as means to improve and evolve existing 
technologies and processes. Such cultural aspects can promote new forms of internal collaboration making 
all those aspects essential for a successful digital transformation. 

Even though employees strongly correlate with the overall maturity, they need enabling from management 
as leverage. This dimension strongly correlates with management, leadership and culture since employees 
form the connection between essential elements in business, highlighting the need for a non-technical 
dimension. Also, communication and collaboration between employees benefit highly from an IT and data-
driven surrounding, making this interconnection logical. Nevertheless, the employees inside a company 
cannot drive the digital change without the digital framework and the support from the management, 
therefore even though essential employees are not considered direct drivers. 

In conclusion, the state of digitisation in SME derives by combining the found drivers with the identified 
clusters. Especially the lack of higher scoring SME indicates their necessity for support and further research. 
Whether improving the drivers also acts as guidance for digitisation needs evaluation and validation. 

5. Summary and outlook 

In this paper, an interview study is evaluated based on an SME-specific maturity model. The model and the 
analysis results are explained and increase the understanding of the current situation of SMEs regarding 
digitisation. A performed cluster analysis classifies the different companies in the sample depending on their 
digitisation progress and validates the used maturity model. Additionally, further analysis has made it 
possible to identify and describe two digitisation drivers in the context of the used maturity model. Thus, 
SMEs should focus on the dimensions “IT & Data” and “Management, Leadership and Culture” in the early 
phases. Management that promotes employees and leads with a vision forms the foundation for digital 
change. Also, the availability of data and the resulting transparency enable informed and efficient decision 
making. This insight enables SMEs to focus on only a few key areas facing the constantly changing market’s 
challenges. Since the surveyed companies only ranked level 1 or 2, a larger data set containing more 
advanced companies (level 3 or 4) should confirm these findings and whether the interconnections and 
drivers change due to digitisation progress. Also, the reason for the lacking involvement of the production 
and organisation needs further investigation. Ultimately, based on the identified drivers, specific 
recommendations for SMEs can now be formulated. Besides practical guidance, future research should 
contain the necessary competencies and suitable ways to acquire them. 
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Abstract 

Production companies face the challenge of reducing energy costs and carbon emissions while achieving the 
logistical objectives at the same time. Active management of electricity demand, also known as Demand 
Side Management (DSM) or Energy Flexibility (EF), has been recognized as an effective approach to 
minimize energy procurement costs for example by reducing peak loads. Additionally, it helps to integrate 
(self-generated, volatile) renewable energies to reduce carbon emissions and has the ability to stabilize the 
power grid, if the incentives are set appropriately. Although production companies possess great potential 
for EF, implementation is not yet common. Approaches to practical implementation for integrating energy 
flexibility into production planning and control (PPC) to dynamically adapt the consumption to the 
electricity supply are scarce to non-existent due to the high complexity of such approaches. Therefore, this 
paper presents an approach to integrate EF into PPC. Based on the energy-oriented PPC, the approach 
identifies and models EF of processes in a generic energy flexibility data model (EFDM) which is 
subsequently integrated in the energy-oriented production plan and further optimised on the market side. An 
application-oriented use case in the chemical industry is presented to evaluate the approach. The 
implementation of the approach shows that EF can have a variety of characteristics in production systems 
and a clear, structured, and applicable method can help companies to an automated EF. Finally, based on the 
results of the use case, it is recommended to introduce EF in production companies stepwise by extending 
existing planning and scheduling systems with the presented approach to achieve a realization of flexibility 
measures and a reduction of energy costs. 

Keywords 

Demand Side Management (DSM); Energy Flexibility (EF); Production Planning and Control (PPC); 
Energy-Flexible PPC; Energy Flexibility Data Model (EFDM) 

 Introduction 

In order to achieve the goals of the international climate agreement, the German government has decided to 
phase out coal and nuclear power generation [1,2]. Meanwhile, the share of electricity generation from wind 
and solar energy has to increase to achieve greenhouse gas neutrality of the electricity generated and 
consumed in Germany by 2050 [3]. As power generation from renewable energy sources such as wind and 
solar energy is limited in its ability to adjust to current energy demand, the associated fluctuating power 
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generation poses major challenges for power grids and a significant increase in electricity price volatility is 
to be expected [5]. One possible solution to address these challenges is the increase in industrial Demand 
Side Management (DSM) also known as energy flexibility (EF). The concept of the energy-flexible factory 
takes advantage of being able to adapt quickly to price changes in the energy or balancing power markets 
with very little financial effort, thus derive an economic benefit [4,5]. Production planning and control (PPC) 
plays a central role in the context of the energy-flexible factory [6], as production is the main power 
consumer of a factory [7]. A large number of publications have dealt with energy-oriented PPC, in which 
production is optimised according to electricity price forecasts with regard to minimum electricity costs [8]. 
The PPC includes production planning, which plans the operations in long to medium term, and production 
control, which releases and controls the orders based on the previous planning [9]. Due to unavoidable 
disturbances such as machine breakdowns, a complete realization of the production plan is almost 
impossible. Therefore, the task of production control is to implement the production plan in the best possible 
way. The focus of PPC is to achieve logistical objectives, such as the timely completion of customer orders 
or machine capacity utilization [9]. With increasing awareness of sustainable aspects and pressure to 
optimise costs, additional objectives such as minimizing electricity costs or avoiding peak loads have been 
considered in PPC under the term energy-oriented PPC in recent years [10]. The approaches used to the 
present are either very rigid because they are based on forecasts and thus cannot react flexibly to short-term 
changes in different energy markets or are very complex. 

EF must be considered without jeopardizing logistical objectives. In order to be able to react to changing 
energy prices at a later point in time and to be able to use EF, an approach is pursued in which EF measures 
are already taken into account in the planning phase, so that they can be taken when required. The approach 
thus offers two advantages. First, a company can adapt to a changing energy market without having to make 
unplanned changes to its production schedule. On the other hand, companies without energy-oriented 
planning can use this simple approach to at least consider EF measures and thus participate in the market. In 
doing so, the approach can be integrated into existing PPC methods, as they can be scheduled as additional 
orders, so to speak. Furthermore, by using an energy flexibility data model (EFDM), a description of the 
flexibility is used that is also suitable for marketing the flexibility, thus creating a continuous flow of 
information from production to the energy market. As publications usually stem from production or energy 
related domains, the interface between these domains has been insufficiently considered so far. In addition 
to the possibility of a reactive influence in the production control, due to market signals, this procedure also 
enables trading with EF for example via Intraday, Day-Ahead or the balance markets. Our approach is, 
therefore, to be understood explicitly as an extension of existing PPC solutions. 

In addition to reviewing previous work and describing our own methodological concept, a use case from the 
German chemical industry is considered in order to validate and exemplify the application of the approach. 

 State of the Art 

There is a variety of research in the domain of energy-oriented PPC and ongoing digitalization in 
manufacturing companies [11–16]. These works are usually based on electricity price forecasts with the goal 
of minimizing electricity cost due to production activities. Heinzl [11] and Wang et al. [16], as 
representatives for considering energy costs in production planning, use optimisation methods to combine 
the logistic and energy objectives. Süße et al. [15] additionally consider a battery storage system to account 
for the energy demand of production by means of a suitable battery charging management system. Even 
though the electricity load profile is altered in [15], energy flexibilities other than batteries are not yet 
considered. 

In production control, they may react to short-term changes in electricity prices or due to changes in expected 
power consumption. Or they may react when the actual electricity price deviates significantly from the 
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electricity price forecast [17,14]. In Schulz et al. [18] a closed-loop control was developed which is based 
on an algorithm with several data inputs such as production process data, environmental and energy data. 
The goal was the minimization of residual loads in the factory, but market interactions were not taken into 
account. Summarizing, none of the previous publications enable for flexibility trading. 

Previous approaches do not take the information requirements of energy markets into account because, as 
mentioned, they treat energy prices as a given input variable. However, a continuous view from production 
to energy market requires the possibility of a uniform and simple description of energy flexibility that is still 
accurate. Different energy sources, dependencies between the production infrastructure and the supply 
technology, and restrictions due to logistical objectives as well as the involvement of different IT systems 
are just some of the general conditions that have to be considered when dealing with EF in production [19]. 
An energy flexibility model which addresses all these points is published by Schott et al. [20]. EFDM 
provides the framework for generically describing flexibilities and flexibility measures using key figures and 
technical parameters. A flexibility describes the potential possibilities of an energy flexible system to vary 
its performance compared to the reference operation. EFDM uses the classes flexible load, dependency, 
storage, and flexible load measure. The degrees of freedom of the EF – respective the flexibility potential – 
are defined by the characteristics of the key figures of the mentioned classes. A flexible load models a 
technical system or the interaction of different technical systems that have the potential to evoke a change 
in energetic performance. The dependency class is used to model constraints and dependencies for the 
interaction of multiple flexible loads. The use of a flexible load can, for example, imply or exclude the use 
of another flexible load. A storage system is a technical system or the interaction of different technical 
systems that have the potential to store energy. Basically, in addition to direct energy storage systems, such 
as heat or battery storages, inherent storages are possible [21]. Especially in complex production systems, 
modelling dependencies is particularly important to be able to model flexibility realistically and to limit the 
flexibility space to the variants that can actually be implemented. The class flexible load measure describes 
a concrete power change of the system within its flexibility space defined by the flexible loads, dependencies, 
and storages. However, the described model has not yet been used in PPS applications. 

Consequently, there is no procedure to potentially plan deployments of energy flexibilities without knowing 
the actual implementation in advance and at the same time not jeopardizing the achievement of logistical 
objectives. In addition, there is a lack of a holistic process that meaningfully encompasses the consideration 
of EF from machine to market and back again. Based on the aforementioned points, the aim of this paper is 
to present a generic process for the machine-, plant- and market-independent consideration of EF in PPC 
which considers EF in production planning and provides preconceived options for production control.  

 Methodological approach 

With the help of the EFDM, we are developing an approach that allows the integration of EF into existing 
PPC systems, thus providing an easy-to-use solution for practical applications. Our approach can be divided 
into five steps as illustrated in Figure 1. 

In a first initial step, possible flexibilities are identified and characterized in a flexibility audit before 
subsequently being modelled in an EFDM. For the identification and characterization of flexibilities, the 
methodology proposed by Tristan et al. [22] can be used, which examines both production systems directly 
performing the production tasks and the supply systems performing supporting tasks or tasks necessary for 
the operation of these production systems. If changes are made to the production infrastructure, processes or 
product portfolio, a renewed flexibility audit is recommended to leverage the highest possible flexibility 
potential. After the initial flexibility audit, steps two to five address the operational PPC. 
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Figure 1: Five-step approach for flexible production planning with an EFDM 

In step two, energy-oriented PPC is carried out using conventional software tools without considering the 
flexibilities previously modelled. An optimisation of logistic objective variables under consideration of a 
price time series (typically day-ahead prices) for energy-oriented production planning towards a more 
efficient production is not mandatory for our approach. Conventional PPC software that cannot integrate 
price time series do not need to be replaced. Our approach is therefore to be understood explicitly as an 
extension of existing PPC solutions. The result of the second step is consequently a production plan without 
flexibilities, representing today's standard in advanced production planning systems. 

In the third step, the flexibilities modelled in the EFDM are concretized into restricted flexibilities based on 
the previously created production plan. Restricted flexibilities can only be used and scheduled at positions 
with free production capacity in the previously created production plan. This procedure ensures that the 
logistical objectives considered in step two are not violated. In addition, the flexibility space created by the 
flexibilities modelled in the EFDM is reduced by the restrictions and, as a result, the optimisation carried 
out in the next step is simplified and more performant. 

In the fourth step, the identified restricted flexibilities are optimised regarding the market side. In contrast to 
energy-oriented production planning, which usually only considers a single price time series of one energy 
carrier, the nature of flexibilities offers a significantly broader spectrum of marketing options and an 
associated higher revenue. Thus, in the market-side optimisation the flexible load measures with the highest 
expected revenues or savings on different possible energy or capacity markets are identified. Here, typically 
the energy-only markets (day-ahead and intraday) and balancing power markets are integrated in the 
optimisation [23]. Note here, that the EFDM contains costs of each flexibility (e.g. higher wear of machines 
or opportunity costs) and allows us to evaluate within the optimisation if the use of flexibilities is 
advantageous from an economic perspective. Individual costs of flexibilities can be modelled for example 
with the help of a cost-model initially introduced by Rösch et al. [24] as the quantification of costs for 
flexibilities in a DSM context might be a challenging task. In addition, the effect of using flexibilities on a 
company’s load profile can also be taken into account, as high load peaks negatively influence the economics 
by increasing grid charges. Note here, that after the market-side optimisation of flexibilities, marketing steps 
must be initiated in parallel, which, however, are not the focus of this work. These steps enable the 
combination of external marketing opportunities and the use of flexibilities for peak shaving. After 
identifying the optimal flexible load measures to be allocated, the previous production plan from step two 
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can be updated and adjusted with the flexible load measures and associated production tasks determined 
before the production plan is executed. In the period between the generation of the production plan and its 
execution, changes in energy and balancing power markets can be monitored and, if necessary, flexible load 
measures that have already been scheduled can be drawn without major impact on the production plan. 

With step five we receive a production plan with flexibilities considered – thus, a more economic production 
plan. Further iterative loops to dynamically react on machine failures or changes in orders are proposed and 
applicable for each step allowing for rescheduled production plan. 

 Conceptual application 

We demonstrate our five-step approach for energy flexible PPC by conceptually applying it to a use case 
from a German company in the graphite production. We address both production planning and production 
control with machine scheduling at the intersection of the two disciplines to optimise the use of EF. 
Graphitization is the most energy-intensive and last chemical production step in the fabrication of graphite 
products. The amorphous carbon bodies are heated up to the required temperature of around 2,600 to 3,000°C 
by resistance heating requiring several megawatts of electrical power [25]. In our case, eight identical 
furnaces are available for this process step. The furnaces are fed with electrical energy by two transformers, 
which are moved towards and connected with the specific furnace (see Figure 2 (b)), allowing a maximum 
of two of them to be operated simultaneously. The heating process is characterized by material specific 
heating curves and can be divided into two phases (see Figure 2 (a)). In phase one the material is preheated 
to ensure a constant temperature distribution. After a holding time the target temperature is reached in phase 
two. Note, one of the transformers has only limited power and therefore cannot cover the entire graphitization 
process. This transformer can only be used for preheating and thus, its use can partially parallelize two 
heating processes. For a more detailed process description we refer to Bank et al. [26]. 

By conceptually applying our approach, in the first step, possible flexibilities have been identified and 
modelled in an EFDM. The flexibilities identified in the use case can be classified as measures for shifting 
individual orders and measures for customizing heating curves and thus adapting individual graphitizing 
processes. For the former, due to the fact that the graphitization process includes a cooling phase, in which 
the material remains in the furnace, capacities for shifting start times of individual orders are offered in 
production planning. For the latter, further flexibilities in the form of an adaption of the heating curves are 
feasible. These include temporary shutdowns as well as load reductions and increases. The flexibilities were 
modelled in an EFDM and two of them are hereafter used to demonstrate our approach.  

 
Figure 2: Load curve of the graphitization process (a), layout of the use case (b) 
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The flexibility “load reduction/shedding by 100% in phase one (flexibility 1 (F1))” can be held for a duration 
of up to one hour (see Table 1). F1 is coupled with another compensatory flexibility (F2), where (heating) 
phase two is extended to the extent that compensates for the energy consumption previously missed by F1, 
thus ensuring that the required total energy demand is met. The flexibilities are not restricted in their validity, 
i.e. the period in which they can be used. Table 1 shows some additional key figures from the EFDM for the 
identified flexibilities F1 and F2 exemplarily.  

Table 1: Key figures of the identified flexibilities (based on Schott et al. [20]) 

ID Description F1 F2 

validity TG  period in which the flexibility is available [00:00, 24:00] [00:00, 24:00] 
reaction 
duration tD 

time between the command to activate until the start of the 
change in power 

{900s} {900s} 

power states P power levels during holding periods ((+) increase in power 
consumption, (-) decrease in power consumption) 

{-3 MW} {+6 MW} 

holding 
duration tH 

length of the period in which the flexible load is held in its 
power state 

{[15min, 
60min]} -

∫ pF1,idiT
i=0

pF2,i
 

dependencies impact of an activation of a measure on another measure EFM1 implies 
EFM2 

EFM2 implies 
EFM1 

In step two, energy-oriented production planning is carried out. Therefore, the identified flexibilities are used 
as degrees of freedom in the optimisation of logistic objective variables under consideration of a day-ahead 
electricity price prognosis. For this purpose, energy-oriented machine scheduling was implemented in an 
optimisation tool [26]. Six to seven orders are scheduled for a planning period of seven days in compliance 
with logistical objectives. The result of the second step is an energy-oriented production plan where orders 
are planned according to the energy cost forecast without the possibility of additional flexibilities (see 
Figure 3 (top)). 

 
Figure 3: Identification of (restricted) flexibilities in the pre-optimised production plan 

In the third step, possible flexibilities in the previously created energy-oriented production plan are 
identified. For this purpose, the EFDM flexibilities modelled in step one are restricted based on the 
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constraints of the production plan. To ensure that logistical objectives are not affected, flexibilities can only 
be scheduled in times with free capacity. Key figures of the EFDM such as the holding duration and validity 
are specified by the restrictions of the production plan. Figure 3 shows the determined production plan (top), 
its corresponding load curve (middle), and two exemplary flexibilities that can be scheduled based on the 
available capacities (bottom). The free capacity following order two allows the scheduling of the flexibilities 
F1 and F2. The holding period of the flexibility spaces is not yet restricted in this step. However, the validity 
of F1 is restricted to the duration of phase 1 of the heating curve and a specific start time is defined for F2 
being the end time of order two. 

In the fourth step, the identified restricted flexibilities can be optimised within their remaining degrees of 
freedom on the market side towards the highest expected revenues of various possible energy or balancing 
power markets resulting in optimal flexible load measures (FLM) with specific holding durations and starting 
times. After market side optimisation the production plan from step two can be updated and adjusted with 
the flexible load measures receiving a production plan with flexibilities considered (see Figure 4). Further 
iterative loops with dynamically changing planning horizons are applicable. In addition to marketing the 
(restricted) flexibilities, the pre-planned flexibility options can then also be used in response to the short-
term state of production (e.g. in reaction to machine failures) in production control. 

 
Figure 4: Production plan with flexibilities post market side optimisation 

 Discussion and Outlook 

We have developed a five-step approach that considers EF in production planning without compromising 
the logistical objectives of production. Despite the consideration of EF in planning, only the production 
control currently decides whether a particular marketing option is taken, based on the corresponding short-
term state of production as well as the energy and capacity markets. Thus, the approach closes the existing 
gap between energy-oriented PPC and flexibility trading as it is described as a building block of a future and 
sustainable energy system. However, the use case also indicates a limiting factor for practice since flexibility 
can only be scheduled if free capacities are available. A further monetary advantage can be achieved in 
addition to the energy-oriented PPC or, in the case of unforeseen events, it is possible to react accordingly 
and to fall back on flexibility measures that have already been prepared. 
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The preparation of possible flexibilities closes the gap between production planning and production control 
which arises in energy-oriented PPC, since different markets and marketing opportunities have different lead 
times due to individual market designs [27]. Furthermore, due to short-term tradable flexibilities and 
associated price volatility, deterministic planning of flexibilities in advance is not always possible. In 
addition, the use of a defined description of EF in the PPC closes the gap between production and energy 
management because it creates a unified language that can describe flexibility end-to-end from the machine 
to the energy and capacity markets. To make the procedure more applicable in practice, further automation 
is necessary. For this purpose, the restricted flexibilities in step three should be automatically generated 
based on one-time modelled EFDM-flexibilities (step one) and the specific production plan without 
flexibilities (step two). It is also conceivable to incorporate the revenues to be expected as a result of the 
flexibility as anticipated values in the planning and to carry out a stochastic optimisation in order to design 
freedoms in the production plan not only on the basis of the current price curve. 

Despite these limitations, with this study we demonstrated a viable approach for integrating EF into existing 
PPCs, helping to optimise energy costs and therefor help the industry to meet the challenges posed by the 
energy transition. Our method is particularly suitable due to the step-by-step extension of existing methods 
and approaches and can also be integrated into approaches that do not yet consider energy as a target variable. 
In any case, by using the described approach, marketing can take place on different markets, so that a high 
monetary potential can be achieved in the use of energy flexibility. 
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Abstract 

Manufacturing companies are constantly increasing their efforts in the subscription business, also known as 
product-as-a-service business, offering usage and outcome based solutions (value-in-use) instead of 
transactional services and products (value-in-exchange). Customers are becoming contractual subscribers of 
the solution in return for recurring, performance-related payments. To address arising, inevitable challenges 
like (1) reducing customer churn, (2) increasing usage intensity and outcome quality, (3) ensuring the 
adoption of product and software releases as well as (4) fostering customer loyalty, leading manufacturing 
companies are setting up a new organizational, customer-facing unit, called Customer Success Management 
(CSM). This unit has its origins in the software-as-a-service business, operating next to established entities 
like sales, key account management and customer service. Since there are currently no holistic models for 
an end-to-end description of CSM-tasks in the manufacturing industry, this paper contributes to a task-
oriented reference model, using a grounded theory approach, examining both manufacturing and software 
companies. Containing a reference framework with 8 main tasks, 17 basic tasks and 76 elementary tasks, the 
reference model supports manufacturing companies in adapting and customizing a company-specific CSM-
concept.   

Keywords 

Customer Success Management; Subscription Business Models; Value-in-use, Manufacturing Companies; 
Task-oriented Reference Model  

1. Introduction 

Economic growth and competitive differentiation in the manufacturing sector are no longer based on product 
innovations and digital services alone but on the ability to monetize the usage phase of products in customer 
operations [1]. Due to market saturation and interchangeability of products, manufacturing companies are 
increasingly examining entry and growth opportunities in the subscription business as a way of 
supplementing the conventional sale of products and services [2]. In the subscription business, instead of a 
product or service, the productive state in the customer's operation is paid for [3]. In the following, we 
subsume related terms such as product-as-a-service, everything-as-a-service or pay-per-x-models under the 
term subscription business model, as this term puts the focus on the underlying shift from a product-centric 
to a fully customer- or subscriber-centric business approach [4,5,1]. While subscription business models, 
especially in the software industry, are often narrowly defined by the attribute of periodic payments in return 
for a recurring service, the possibilities of digitization lead to a broader definition of the term subscription 
in the industrial context [6,7]. Thus, the definition of the term subscription in this paper is based on four key 
characteristics [8], as shown in Table 1. 
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Table 1: Subscription characteristics and derived requirements for a Customer Success Management 

Subscription business model characteristics   Requirements for Customer Success Management  

-1- Recurring revenue mechanisms such as pay-per-
use or pay-per-outcome 

 Reducing financial risks by preventing customer 
churn and increasing customer retention  

-2- A value proposition geared to individual customer 
success (e.g. increasing productivity) 

 Monitoring customer operations, increasing usage 
intensity and outcome quality  

-3- Digital performance systems networked via the 
Internet of Things, consisting of integrated bundles of 
products, services and software 

 Ensuring continuous onboarding, training, 
performance consulting and the adoption of product 
and software releases  

-4- Long-term customer relationship based on a 
trustworthy partnership 

 Fostering customer loyalty and a positive lock-in-
effect while becoming the “trusted advisor”  

 

From a research perspective, the subscription business can be interpreted as the operationalization of the 
value-in-use concept proposed by VARGO A. LUSCH: Instead of delivering value-in-exchange by selling 
products or services on a transactional basis, suppliers align their economic success to the continuous value 
realization or co-value-creation in the usage phase of products and services [9,10].  

However, despite the overarching opportunities of a deep customer relationship, data-based understanding 
of changing customer needs and economic growth after overcoming a period of starting losses due to smaller 
recurring revenues over time, subscription businesses are associated with numerous challenges, especially 
through the proportional assumption of risks from the customer processes [11]. This places new demands on 
customer management in particular [12], as shown in Table 1. Existing customer-facing business concepts 
or units, such as customer relationship management, customer service, sales or key account management are 
often holistically not designed and incentivized for these new proactive, analytical tasks to ensure and 
increase customer success [13] Therefore the subscription business requires the setup of a new customer-
facing business approach or unit called Customer Success Management (CSM) [14]. 

In contrast to the more subjective terms of value, value realization and co-value-creation, we define customer 
success (CS) as the measurable achievement of economic, factual, environmental or person-related 
individual customer objectives. Based on this definition, Customer Success Management, whether as a 
business concept or as a separate unit, monitors and analyzes the usage phase of the products and services 
and proactively supports the subscription customers in achieving and increasing their individual objectives.  

While Customer Success Management has already been established in the software industry for several 
years, companies in the manufacturing sector are still in the conceptual phase of Customer Success 
Management, parallel to the setup and expansion of their subscription business [14]. Since no descriptions 
of CSM reference tasks for manufacturing companies are available so far, this paper aims to answer the 
following research question: How does a reference model need be designed to describe the end-to-end tasks 
of a Customer Success Management for manufacturing companies? In the following chapter, the need for 
research is identified based on a literature review, before the specific approach to answer the research 
question is derived. As result of the research process, we present the task-oriented CSM-reference model. 
Finally, the limitations and the resulting need for further research are discussed.  

2. State of research  

In recent scientific literature, first contributions with the CSM as the subject of investigation exist, mostly 
against the background of the software industry and thus without direct reference to specific tasks of a CSM 
in the manufacturing sector. EGGERT ET AL. provide a differentiation of CSM from other management 
concepts such as quality, customer satisfaction, key account, and customer experience management by 
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emphasizing CSM competencies to proactively engage in the customer experience processes [15]. The 
authors focus on the development of a scientific perspective on CSM and the conceptual adaptation of CSM 
from the IT context to other industries. However, there is no detailed description of the implications and 
CSM specific tasks for the manufacturing industry. HILTON ET AL. name the three necessary research fields 
Goal Management, Learning Management and Stakeholder Management for investigating Customer Success 
Management [16]. They refer mostly to the software industry by naming practical examples. There is no 
explicit consideration of the implications for manufacturing companies. HOCHSTEIN ET AL. look at CSM 
developments from a combined service and sales perspective [17]. The authors describe CSM as a way of 
breaking down the service-sales ambidexterity, i.e. selling through service and carrying out service activities 
through sales, so as not to overburden the customer with too many supplier contacts. In this context, the 
authors see CSM as a fusion of existing concepts such as customer centricity, management of customer 
touchpoints and after-sales service activities in a new function. While discussing specific CSM tasks that are 
relevant for manufacturing companies, the contribution does not provide a referenceable model for CSM 
tasks. PORTER A. HEPPELMANN examine the changes in business activities and organizational structures in 
companies due to the development of intelligent, networked products [14]. The authors name selected tasks 
of the CSM, such as the responsibility for the customer experience as well as the data-related monitoring 
and assurance of value realization by the customer. The article can be directly applied to manufacturing 
companies, although it does not yet provide a holistic, task-oriented CSM reference model. ADAMS provides 
a comprehensive CSM model with his management-oriented contribution, which, however, does not directly 
refer to the requirements of the manufacturing industry [18]. 

With regard to the scientific literature in the area of subscription business models, the requirements for a 
CSM are named, but neither CSM tasks are described nor referenceable processes are designed. SCHUH ET 
AL. refer to new organizational functions and tasks within the subscription business and explicitly name 
Customer Success Management as the unit responsible for the ongoing customer relationship and for 
generating value in the customer process [2]. Furthermore, the authors examine the digital shadow within 
the IT-reference framework Internet of Production as the data basis for carrying out CSM tasks. STOJKOVSKI 
ET AL. primarily compare the advantages and risks of the subscription business for suppliers and customers 
in the manufacturing sector, without explicitly addressing the CSM [1]. TZUO A. WEISERT as well as LAH 
provide current standard works describing the transformation from product-centric to customer-centric 
companies in the course of the so-called subscription economy [12,3]. Customer Success Management plays 
a central role in their contributions, since success in the subscription business will continue as long as 
customers use the services successfully. To this end, the authors demand that the daily use of the service, 
customer satisfaction as well as specific downtimes must be monitored. The article is primarily written with 
reference to the software industry. However, the authors repeatedly make reference to the manufacturing 
industry, so that the models developed for CSM can be partially applied in manufacturing contexts. 

Regarding the scientific literature in the field of reference modelling, to this date no explicit models for CSM 
tasks can be found. For example, BECKER ET AL. contrast numerous existing reference models, none of which 
explicitly encompasses the tasks of a CSM, neither in software nor in manufacturing contexts [19]. For this 
reason, we consider the current research gap of a task-oriented reference model for Customer Success 
Management in manufacturing companies as persisting.  

3. Methodology 

Since the Customer Success Management is a new management approach or business unit in the 
manufacturing industry and since the results of this research are intended to be directly suitable for reuse in 
the form of a reference model, an applied research approach is chosen for data collection and analysis. 
Therefore, we use the Grounded Theory according to GLASER A. STRAUSS to systematically collect data as 
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a theoretical sample, identify recurring elements and derive a theoretical reference model that is finally tested 
and validated in practice [20]. In this approach, different research methods for collecting and analyzing 
primary data are combined, such as expert interviews, observations and focus groups. In addition, the results 
of the literature analysis will be used to enrich the reference model with secondary data. Table 2 provides an 
overview of the applied research process that took place between the years 2019 and 2021.   

Table 2: Overview of the applied research methods with company and interview partners 

Company CSM status   Interview partner role Applied research methods 

Machine tool 
manufacturer 

CSM in preparation  
Head of Subscription  
Head of Process 
Management 

3 interviews, 1 company visit, 2 
joint workshops between 2019 
and 2020 

Printing press 
manufacturer 

CSM in action  
Head of Customer Success 
Management  
Operative CS Manager 

4 interviews, 1 observation of a 
customer success meeting with 
customers between 2019 and 
2021 

Machine tool 
manufacturer 

CSM in action  Operative CS Manager 1 interview in 2020 

Software as a Service CSM in action  
Director Marketing 
Campaigns & Channels 

3 interviews, 1 joint workshop 
in 2020 

Software as a Service CSM in action  Success Management Lead  2 interviews in 2019  

Various 
manufacturing 
companies 

CSM in preparation  Various roles 
Focus group in the context of a 
joint remote workshop in 2020 

4. Results 

In this section, the task-oriented CSM reference model is developed. At first, a regulatory framework of the 
reference model is presented in Figure 1, serving as a top-level guidance tool through the reference model.  

 
Figure 1: Regulatory framework of the task-oriented CSM reference model  

On the one hand, the framework presented in Figure 1 consists of eight successive, order-giving dimensions, 
which at the same time represent the main tasks of the CSM reference model. Since the core function of 
CSM is the continuous improvement of customer processes to ensure individual customer success, the 
DMAIC-cycle [21] was used in combination with the concept of the customer journey [22] to derive the 
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eight order-giving dimensions of CSM tasks. On the other hand, the graphical representation as a “lying 
eight” illustrates the cyclical character of the CSM tasks and divides the CSM reference model into two 
levels, in analogy to the St. Galler Key Account Management model [23]. The organizational CSM subsumes 
preparatory tasks of the top-level management for the creation of the organizational prerequisites for a 
successful CSM. The operational CSM subsumes the daily tasks of a customer success manager or a business 
unit entrusted with implementing CSM activities. In the following, further basic and elementary tasks are 
assigned to the eight main tasks shown in the regulatory framework.  

4.1 Define & Plan (CSM objectives) 

CSM must be positioned and aligned organizationally in the company of the CSM provider. To this end, the 
internal objectives of CSM and the human and technological resources required to achieve them must be 
defined. 

Table 3: Basic and elementary tasks assigned to the first main task “Define & Plan”  

Main task Basic task Elementary tasks 

1 Define & Plan  
(CSM 
objectives) 

1.1 CSM 
objective 
definition   

1.1.1 Motivate CSM invest  
1.1.2 Define CSM terms  
1.1.3 Establish CSM strategy and CSM 
culture 

1.1.4 Define CSM objectives  
1.1.5 Define CSM KPIs 
1.1.6 Define KPI threshold 
values  

 1.2 
Organization 
and resource 
planning 

1.2.1 Define CSM tasks  
1.2.2 Set up organizational structure 
1.2.3 Choose and incentivize CSM 
employees   

1.2.4 Choose and integrate IT-
systems  
1.2.5 Ensure financial funding 
of CSM activities 

4.2 Qualify & Segment 

The CSM must ensure that subscription relationships are entered into with potential customers for whom 
there is an opportunity to guarantee or increase customer success. In addition to qualifying customers, they 
should be divided into individual CSM-specific customer segments, such as low touch or high touch 
customer segments with varying levels of personal interaction efforts [24].  

Table 4: Basic and elementary tasks assigned to the first main task “Qualify & Segment”  

Main task Basic task Elementary tasks 

2 Qualify & 
Segment 

2.1 Customer 
qualification  

2.1.1 Define criteria for potential 
subscription customers   
2.1.2 Analyze customer production 
performance   
2.1.3 Analyze customer business model 

2.1.4 Perform risk analysis of 
submitting contract offer  
2.1.5 Manage expectations 
towards the subscription 
services  

 2.2 Customer 
segmentation 

2.2.1 Define criteria for customer 
segments (e.g. low touch or high touch 
customer segments) 
2.2.2 Segment the customers according 
to the set-up criteria    

2.2.3 Designate & prepare 
CSM responsible entities  
2.2.4 Define vendor’s 
subscription team (e.g. CSM as 
the subscription project lead)  
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4.3 Get to Know & Train  

Parallel to the set up of the subscription services in the customer process, usually carried out by the technical 
service team, the CSM must establish contact with the customer's usage center and introduce and explain 
central, digital service components and functions [24]. The CSM must ensure that the customer derives 
measurable benefits from the subscription service as quickly as possible. This main task represents the 
transition from organizational to operational Customer Success Management.   

Table 5: Basic and elementary tasks assigned to the first main task “Define & Plan”  

Main task Basic task Elementary tasks 

3 Get to Know 
& Train  

3.1 Stakeholder-
management  

3.1.1 Establish customer contact  
3.1.2 Conduct target workshop with 
customer  
 

3.1.3 Define customer’s 
subscription team   
3.1.4 Analyze customer`s 
subscription team  

 3.2. Installation 
support and 
training 
management 

3.2.1 Plan installation phase of 
subscription services  
3.2.2 Explain and configure the 
individual subscription performance 
system  
3.2.3 Develop training plans  

3.2.4 Conduct training courses  
3.2.5 Automate the onboarding 
process  
3.2.6 Monitor the installation & 
training sessions  

4.4 Define & Plan (Customer objectives)  

Together with the customer, the CSM determines the individual customer success criteria and plans the 
achievement of specific customer objectives, such as the systematic increase in customer productivity over 
a defined period. Furthermore, the CSM plans the specific measures to achieve the goals together with the 
customer and sets up an individual customer success roadmap.  

Table 6: Basic and elementary tasks assigned to the first main task “Define & Plan”  

Main task Basic task Elementary tasks 

4 Define & Plan  
(Customer 
objectives) 

4.1 Customer 
objective 
definition    

4.1.1 Define customer objectives   
4.1.2 Define customer KPIs 
4.1.3 Define KPI threshold values 

4.1.4 Manage expectations 
towards the CSM services  

 4.2. Customer 
objective 
planning  

4.2.1 Develop customer success roadmap   
4.2.2 Prepare performance consulting  
4.2.3 Establish process evidence  

4.2.4 Perform risk analysis of 
customer objective achievement 

4.5 Measure & Analyze  

The CSM must measure and analyze the available data from the utilization phase in order to be able to 
intervene in the customer process in the event of critical deviations or to improve the process proactively. 
The core concept within this dimension is setting up a Customer Health Score (CHS) measurement. The 
CHS consists primarily of leading KPIs related to product and service usage in customer operations. Metrics 
that can be tracked by the CSM are, e.g., the active time in applications, the realization of customer success 
criteria, customer satisfaction scores, or open service tickets. Continuous monitoring of the CHS allows a 
proactive response to changes or problems in customer operations.  
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Table 7: Basic and elementary tasks assigned to the first main task “Define & Plan”  

Main task Basic task Elementary tasks 

5 Measure & 
Analyze  

5.1 Customer 
Health Scoring 
(CHS)   

5.1.1 Motivate and define CHS  
5.1.2 Determine metrics for CHS 
5.1.3 Develop CHS evaluation system  

5.1.4 Determine threshold 
values for the CHS 
5.1.5 Integrate & visualize CHS  

 5.2 Customer 
objective 
controlling  

5.2.1 Record & analyze CHS 
5.2.2 Capture & analyze customer KPIs  
5.2.3 Compare CHS & KPIs with 
benchmark 

5.2.4 Perform root cause 
analysis in case of deviations 
5.2.5 Derive action items & 
initiate internal improvements  

 5.3 Feedback 
management  

5.3.1 Stimulate customer feedback  
5.3.2 Accept & analyze customer 
feedback 

5.3.3 Perform root cause 
analysis in case of deviations 
5.3.4 Derive & report measures 

4.6 Support & Improve  

Through proactive performance consulting and reactive first-level support, the CSM must ensure the 
realization of individual customer success so that the subscription provider can generate long-term revenue 
with the customer or grow together with the customer.  

Table 8: Basic and elementary tasks assigned to the first main task “Define & Plan”  

Main task Basic task Elementary tasks 

6 Support & 
Improve  

6.1 First Level 
Support  

6.1.1 Record problem  
6.1.2 Identify & classify cause of 
problem 
6.1.3 Solve problem immediately 

6.1.4 Forward problem to 2nd or 
3rd level support   
6.1.5 Track problem resolution 
6.1.6 Document resolution  

 6.2 Performance 
consulting  

6.2.1 Prepare individual performance 
consulting meeting   
6.2.2 Present customer KPIs  
6.2.3 Present action plan 

6.2.4 Celebrate realized 
customer success  
6.2.5 Present new releases  
6.2.6 Document & share results  

4.7 Preserve & Expand  

The CSM is responsible for preserving and expanding the customer relationship. To this end, it identifies 
potential for expansion of the customer account that will generate mutual benefits. Thus, the CSM increases 
the customer lifetime value in the best interest of both customer and vendor [25]. This main function 
represents the transition from operational to organizational Customer Success Management.   

Table 9: Basic and elementary tasks assigned to the first main task “Define & Plan”  

Main task Basic task Elementary tasks 

7 Preserve & 
Expand  

7.1 Churn 
Management    

7.1.1 Determine factors influencing 
customer churn behaviour  
7.1.2 Identify unstable subscribers  

7.1.3 Initiate & monitor 
stabilization measures  
  

 7.2 Contract & 
expansion 
management  

7.2.1 Monitor & adjust contract status of 
subscribers  
7.2.2 Proactively increase the customer 
lifetime value   

7.2.3 Accompany contract 
renewals & terminations  
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4.8 Report & Evaluate  

The CSM should systematically share the gained knowledge about the individual customers within the own 
organization and evaluate the CSM efforts and the fulfillment of CSM KPIs [26]. This task completes the 
CSM loop, presented in the regulatory framework.  

Table 10: Basic and elementary tasks assigned to the first main task “Define & Plan”  

Main task Basic task Elementary tasks 

8 Report & 
Evaluate  

8.1 Knowledge 
management  

8.1.1 Formalize knowledge about 
subscribers  
8.1.2 Expand knowledge about 
subscribers from further channels  

8.1.3 Proactively share 
knowledge about subscribers 
(e.g. via articles in the intranet 
or knowledge sharing events)  

 8.2 CSM 
objective 
controlling 

8.2.1 Analyze CSM KPIs  
8.2.2 Identify causes for derivations and 
derive measures    

8.2.3 Ensure cost-effectiveness 
of CSM activities  

4.9 Application of the CSM reference model in practice  

The essential feature of a reference model is the reuse for the derivation of company-specific models [27]. 
For this reason, the CSM reference model was tested in three selected use cases with companies from the 
tool, kitchen, and plant engineering sector. In all three use cases, the reference model with its 
recommendations was applied by a company representative from a subscription- or CSM-related business 
department to derive and configure a company-specific CSM model. Thus, in the sense of critical 
rationalism, the hypothesis of reusability is upheld and the model is considered valid for practical reuse and 
for further adjustments in the course of future developments in CSM research.  

5. Conclusion  

In this paper, a research process was described for deriving a CSM reference model for manufacturing 
companies that enter or expand subscription business activities, thus aligning with the realized success of 
their customers. Considering the identified research gap of a holistic task-oriented CSM reference model, a 
framework with 8 main tasks of the CSM in manufacturing contexts was derived on the basis of an applied 
research approach. The 8 main tasks were further detailed by describing 17 basic tasks and 76 elementary 
tasks. The CSM reference model was finally tested in practical use cases and was found to be reusable by 
the test users. By its very nature, the CSM reference model in this paper only represents an excerpt in the 
temporal course of developments regarding the subscription business and the CSM. Thus, there is a need for 
further development and research regarding process and data modelling, continuous quality assurance, and 
further adaptation of the reference model. Additionally, there is a need for further research regarding the 
measurement of quantitative effects of the CSM in order to capture and prove the long-term benefits of the 
CSM.  
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Abstract  

Order management is a main PPC task in company internal supply chains. It provides the link between 
customers and the company's internal order processing processes. The boundary conditions defined hereby 
influence adjacent and subsequent main tasks in PPC. However, since usually conflicts between objectives, 
such as between utilisation of capacities and schedule reliability are caused in companies, the interaction 
between PPC tasks of order management and other main PPC tasks should be taken into account. 

Existing approaches often examine the effect of PPC tasks and procedures in isolation for the respective 
main task. Especially in the task of order management, the focus of procedures and models lies more on 
economic and less on production logistics aspects. Nevertheless, these must be taken into account to assess 
the resulting effects on production (e.g. load and due-date situation) and thus on the logistics performance 
towards the customer. 

To counteract this, the contribution presents a model-based approach, which considers the interactions 
between order management tasks and other PPC tasks. Furthermore, the determined interdependencies and 
links are used to derive the effects of order management on logistics objectives of production, and to identify 
how an integrated view can be used to raise production logistics potentials for improving a company’s 
logistics performance. For this purpose, proven models such as the Hanoverian Supply Chain Model and the 
extended Aachen PPC Model are used.  

Keywords 

Production Planning and Control; PPC; Order Management; Configuration; Model 

1. Introduction 

Companies face the challenge of positioning themselves in the trade-off between high logistics performance 
and low logistics costs in order to keep their competitiveness and ultimately their profitability high [1]. To 
achieve this, it is essential to configure the processes along the company's internal supply chain, and in 
particular production planning and control (PPC), as a key lever, with its tasks and procedures in a targeted 
and comprehensive manner [2,3]. Despite the high importance of PPC, which is also expressed in a large 
number of research publications, studies show that the understanding of processes in PPC, as well as the 
degree of utilisation of the available systems, is still needing improvement. For example, two studies in 
Germany conducted by research institutes, in which specialists and managers were surveyed, attest to the 
fact that only 20% of employees rate their understanding of the PPC system as high [4], and three-quarters 
of the respondents attest their employees no to moderate knowledge regarding the process effect in the 
context of production control [5]. Furthermore, only about 10% of the respondents state that the potential of 
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PPC systems is fully utilised in their company [6]. Considering these study results, it is not surprising that 
about two-thirds of the surveyed companies from the German mechanical and plant engineering sector are 
not satisfied with the organisation of their production planning and see high potential for improvement in 
the achievement of production logistics objectives, such as schedule reliability [7]. 

Based on the above-mentioned studies, it can be concluded that, on the one hand, there is still potential for 
improvement in PPC, but on the other hand, there is also a need to prepare tasks, processes and interactions 
in such a comprehensible way that employees are not only users but can also develop their own 
understanding of the processes taking place in the company. To address these aspects, model-based 
approaches have become established in science. This paper focuses on the model-based description and the 
interdependence between the PPC main tasks. The primary focus is on the PPC main task order management, 
which represents a cross-sectional task between individual PPC tasks, but also represents a continuous 
communication interface to the customer via order coordination tasks. In addition to these continuous 
functions in the order processing process, order management also has important tasks in the area of order 
clarification, feasibility checks and order acceptance, which are the focus of this article, especially for make-
to-order (MTO) manufacturers (cf. [8]). The named tasks have an immense impact on the achievement of a 
company's objectives, as they control the load of the production. 

In the literature, many approaches take a purely economic view (e.g. in the context of so-called revenue 
management [9]) and do not consider the complex interdependencies and dependencies with the other (main) 
tasks of PPC in sufficient detail. Therefore, this paper will also take a closer look at the strategic decisions 
that need to be made within order management and how these should be aligned with the information 
resulting from the other PPC tasks in order to optimally focus on the logistical objectives of companies. For 
this purpose, the essential basics of PPC and the main task of order management are first presented and then 
the interdependence between order management and other PPC tasks is discussed. A process view of the 
main task of order management derived from the Hanoverian Supply Chain Model (HaSupMo) is also 
presented, which addresses topics such as the strategic make-or-buy decision at the primary product level. 
The resulting conflicts of objectives in the context of order management are derived and presented 
transparently. 

2. Fundamentals of PPC and order management 

Taking a look at the tasks of PPC according to EVERSHEIM the planning and control of the manufacturing 
and assembly processes can be divided into schedule-related, capacity-related and volume-related tasks [10]. 
A central task, but one that is mostly underestimated, is order management. Because this is the interface to 
the customer, it is possible to influence the load on production directly but also indirectly. Thus, order 
management in the order processing process has the earliest and at the same time very strong possibility to 
control the load in production - e.g. through the strategic acceptance and rejection of customer orders - while 
at the same time also having a great influence on the profitability of the accepted orders. 

Order management, therefore, has a significant influence on the achievement of the strategic corporate 
objectives of MTO manufacturers, which can be derived from the tactical and operational levels for the 
supply chain as an object of consideration. Looking at the main objectives of production logistics, high 
schedule reliability and short throughput times should be mentioned on the logistics performance side, but 
at the same time, the cost objectives of high capacity utilisation and low inventory levels should also be 
achieved [3,11,12]. 

A multitude of publications and frameworks can be found in literature (cf. [2]), dealing with the concept and 
the embedding of order management in corporate processes or PPC. The conceptual understanding of which 
tasks are to be located in order management strongly differs between the authors. Due to the large number 
of preliminary works, only the most important framework models and approaches for order management and 

689



PPC will be mentioned here. For a more detailed overview and discussion of PPC frameworks respectively 
concepts such as Material Requirements Planning (MRP) and Manufacturing Planning and Control (MPC) 
as well as Hierarchical Production Planning (HPP) reference is made to MISSBAUER AND UZSOY [13]. 

2.1 Order management in existing PPC frameworks 

A significant work in the field of order management is the one by WIENDAHL. Therefore, WIENDAHL defines 
the scope of application of order management following the Supply-chain operations reference (SCOR) 
model [14] as the procurement, production and delivery of goods, but differentiates order management from 
classic PPC systems. WIENDAHL criticises classic PPC systems, saying that there are deficits and too much 
complexity in the technology-oriented PPC systems (e.g. material requirements planning (MRP-) based) and 
develops a socio-technical, logistics-oriented approach to planning and controlling a supply chain that takes 
turbulence and disruptions into account. [15] 

The extended Aachen PPC model is a comprehensive framework providing four perspectives on PPC. The 
described PPC tasks within the Aachen PPC model are differentiated into inter-company network tasks, 
internal core tasks and cross-sectional tasks. The main task of order management as a component of PPC is 
classified as a cross-sectional task and thus serves to integrate the network and core tasks and at the same 
time to optimise PPC. Order management further consists of the tasks of quotation processing, order 
processing and continuous integrated order coordination. [8] 

The Hanoverian Supply Chain Model (HaSupMo) was first presented by SCHMIDT AND SCHÄFERS in 2017 
[3]. The HaSupMo represents a synthesis of the considerations of the extended Aachen PPC model and the 
modelling approach of LÖDDING [16] and combines a PPC view, which differentiates main tasks and 
assignments, with a supply chain view, which structures the core processes along the company's internal 
supply chain with their specific logistical objectives. This enables a direct link between the PPC task and the 
logistical objective. 

Within the model-based view of order management, an order passes through five tasks before real production 
orders are finalised and released (see Figure 1). After the task clarify order at the beginning, roughly schedule 
production orders and plan safety time as well as the customer order-related task roughly plan resources 
follow. Following these three tasks, the decisive check and subsequent decision are made as to whether this 
customer order can be realised.  

 
Figure 1: The PPC main task order management according to SCHMIDT [12] 
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If the check is positive, the order is accepted (accept customer order) and the subsequent task finally convert 
customer order into production orders takes place. Should the check be negative, however, the possible 
deviations of the delivery date are again coordinated with the customer (coordinate order). Only after 
renewed positive confirmation by the customer the two subsequent tasks of accept customer order and finally 
convert customer order into production orders take place [12,17]. In addition to the PPC tasks that run, 
Figure 1 also contains an overview of the possible incoming and outgoing information. For example, 
accepted sales orders contain information such as product specifications, quantity data and the customer's 
requested date, which is also referred to as the scheduled date. Basic data such as bills of materials (BOM), 
route sheets, resources or capacity coordination are already available in the PPC. 

In a model-based view, accepted customer orders also generate a data output for PPC in form of the dispatch 
order and production program planning. Data such as contractually agreed delivery dates, planned start and 
end dates, planned resource allocation (planned capacity), but also planned inputs and outputs of the prepress 
and final stages of production and order dispatch are decisive objectives for further consideration in the 
HaSupMo. 

2.2 Further research approaches in the field of order management 

In addition to the two frameworks presented, there is a large number of works dealing with order 
management or with partial aspects or subtasks of order management.  

For instance, approaches can often be found that deal with the topic of accept customer orders. The term 
revenue management [9,18], which has its origins in the airline and hotel business, is widespread and 
generally represents a variety of instruments for dealing with requests and limited production capacities. 
Other publications look at the question of how offers should be included in planning and how order 
acceptance and scheduling can be implemented, taking into account the acceptance rate [4,19]. Subjects such 
as combined production planning and contractors and demand uncertainty are also addressed [20]. KATE 
[21] describes two extreme examples in this context with regard to the design of order taking, which differ 
in terms of their degree of integration (cf. [22]), which describes the system characteristics between a 
completely hierarchical and a completely integrated planning procedure, of the Sales and Production areas.  

Other approaches deal with decisions for or against the outsourcing of orders to suppliers or, in other words, 
the make-or-buy decision for primary requirements (finished goods) [23] or also the topic of the strategic 
inclusion of products from outside the portfolio to utilise production capacity [24]. There are also OR models 
for the integration of outsourcing decisions into PPC (cf. [25]). A good overview of approaches and decision 
determinants in this context was presented by SERRANO [26]. 

2.3 Interim conclusion 

It is shown that an integrative view of order management with the other main PPC tasks enables possibilities 
for the comprehensive and target-oriented derivation of both order acceptance as well as outsourcing 
decisions. However, it was identified through a literature review that previous frameworks for PPC deal with 
the procedures and tasks of PPC in isolation and (deliberately) greatly simplify the complexity that would 
arise in particular with an integrative view across the boundaries of tasks. 

This paper, therefore, builds on the existing frameworks and approaches and derives an extended 
representation of the task at hand and essential decision-making processes in order management, taking into 
account the interdependencies with other main PPC tasks and addressing conflict of objectives. The 
modelling is carried out in accordance with the previous descriptions in the HaSupMo - serving as a suitable 
modelling basis - and can thus be seen as an extended view, which transforms and supplements the existing 
knowledge of the HaSupMo from the previous task-related view into a more time sequence-oriented view. 
Building on the expanded view of order management created in this way, which also considers in particular 

691



the make-or-buy decisions and the question of order acceptance in companies, the resulting conflicts of 
objectives are discussed. 

3. An integrated process model of order management  

Between the individual tasks of PPC there is a multitude of interdependencies and dependencies, which have 
so far mostly only been investigated on a qualitative level with a very limited focus of observation (cf. [2]). 
In order to approach the question of the existing interdependencies between order management and the other 
main PPC tasks and the associated conflicts of objectives, an extended process-oriented view of the task of 
order management in the modelling logic of the HaSupMo was created in condensed form. Figure 2 shows 
the derived extended (process-oriented) view of the main PPC task of order management. 

  
Figure 2: Extended process-oriented view of the task of order management in the modelling logic of the Hanoverian 

Supply Chain Model according to SCHMIDT AND SCHÄFERS [17] and SCHMIDT [12] 
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are not available and the order cannot be subcontracted to suppliers. If this first check is negative, the order 
or request must be rejected; if it is positive, a strategic decision must be made as to whether the request or 
order should be produced in-house or outsourced (make-or-buy decision). The strategic decision at this point 
focuses on the production of the primary requirement, e.g. the fully assembled article, and is usually made 
taking into account a large number of influencing variables and conflicting objectives. For example, the 
decision to outsource should not lead to the company's own production being drastically underutilised, which 
would also reduce its profitability. 

In order to be able to derive a comprehensive decision, information is needed that is provided by other main 
PPC tasks. For example, the principle delivery capability of suppliers (resulting from the PPC main task 
roughly plan sourcing) must be checked as well as an overview of the utilisation of production that is as 
exact as possible, which, depending on the time horizon, includes the result of the PPC main tasks plan 
production program, plan production requirements or plan production in the considerations. 

When the procurement and/or in-house production of the primary requirement has been evaluated, the 
procurement type must be finally determined and then the pourability or producibility of the dependent 
requirements (e.g. assemblies) must be checked. This requires the information from the task plan secondary 
requirements. Particularly at the level of secondary requirements, it may be possible that for some products 
both in-house production and external procurement are possible, which makes it possible, for example, to 
relieve the burden on in-house production through targeted external procurement. In order to carry out such 
a check, information is needed from the main PPC tasks of external procurement and in-house production 
as well as strategic decisions regarding questions such as know-how transfer to the supplier. 

As soon as the procurement type for all secondary requirements has been carried out, the customer's request / 
order can be answered. Depending on the results of the previously performed checks, deviations from the 
customer's requirements, e.g. with regard to materials or the schedule, may result and need to be 
communicated. If the customer accepts the adjustments or if the request / order can be confirmed 
unanimously, the offer is sent to the customer or the acceptance of the order is confirmed. If the customer 
places an order on the basis of an existing quotation and no changes have been made to the quotation, the 
latter shall also take place. 

As a final step, the customer order is converted into procurement and/or production orders and further 
processing is initiated in the other main PPC tasks. 

4. Conflicting objectives and interdependence in order management 

As already indicated in section 3, direct and indirect (reciprocal) interactions exist between the PPC main 
task order management and the other PPC main tasks. In the adjacent production program planning, the 
exchange of information with order management is important to integrate the accepted customer orders into 
the existing production program. At the same time, there is a close data exchange between order management 
and resource planning dependent on it. Secondary requirement planning, therefore, converts the information 
received from order management (mainly about the accepted production orders) and conducts a make-or-
buy decision on the basis of this information. Depending on the type of procurement of primary and/or 
secondary requirements, there are various effects on the logistical objectives of a company. Decisions for or 
against outsourcing influence various control variables in production. These include the planned output and 
the planned input, whose difference determines the inventory level of production and thus has an impact on 
the objective work-in-process. This in turn significantly determines the realisable throughput times and thus 
also the extent to which the customers' target specifications can be met. If the inventory level becomes too 
high, for example because the input outweighs the output, it is necessary to initiate compensatory measures 
in order to be able to meet the specified delivery dates. Since order management has a striking influence on 
the initial load and thus the input of a production, it follows that reactions may become necessary within the 
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framework of the PPC tasks plan production program and plan secondary requirements and that there is an 
immense influence on the achievement of logistical objectives. 

If these interdependencies, which initially follow the order management in terms of time, are considered 
during the order management tasks, various conflicting objectives must already be taken into account. Here, 
economic or cost-oriented objectives (e.g. high capacity utilisation and high throughput) and logistics 
performance objectives (e.g. low throughput times, high schedule reliability) are opposed to each other. 

Taking a look at the extended process-oriented view of order management (Figure 2), the consideration of 
the make-or-buy decision for primary and secondary requirements contained therein can have an immense 
influence on the conflicting objectives. Especially through the integrated view within order management, 
positive effects of the compensation measures on the achievement of objectives in production logistics can 
be expected, which can be exemplified in the following three cases. 

Case 1 (Overload) 

An MTO manufacturer whose production is already fully utilised in the current and future planning period 
receives an additional order from a strategic important customer at short-term notice. The new order is to be 
assigned to in-house production after inspection. According to the assessment of production utilisation, the 
additional order acceptance would lead to production overload. Usually, this results in an undesired order 
rejection or delivery date deviation. In contrast, if current independently produced primary or secondary 
requirements can also be assigned to external procurement, active control of the company's own production 
capacity utilisation is already possible at an early stage through order management. In this case, not only is 
it possible to accept orders in short term, but the decision to outsource also simultaneously creates the 
possibility of optimising company-internal economic and logistical objectives. Furthermore, accepting 
orders in short term results in higher turnover and at the same time avoids overloading production. 
Nevertheless, the objective of high schedule reliability remains and is not directly affected. 

Case 2 (Underload) 

In comparison to Case 1, the situation differs for companies that already procure a certain proportion of their 
primary and secondary requirements from external sources for reasons of capacity or economic efficiency. 
In case of an unforeseeable decrease in demand due to a (significant) reduction in customer requests, the 
consequence would be that the company's own production capacities for in-house production would only be 
used to a limited extent since a lower production volume would also be called up there. Using the early 
make-or-buy decision in order management, the products that are suitable for both in-house production and 
external procurement can now be produced in-house in short term by converting from buy to make. As a 
result, this compensatory measure can also maintain the company's internal target of production utilisation 
from in-house production at a similar initial level despite the declining turnover.  

Case 3 (Order fluctuations and uncertainties) 

If companies are generally exposed to many fluctuations or uncertainties regarding the order situation, the 
make-or-buy decision within the framework of order management enables them to cope with the constantly 
changing production load and thus with the utilisation. The order-related allocation of primary and secondary 
requirements to external procurement or in-house production enables access to capacities that can be used 
strategically. With the extended process-oriented view of the task of order management (Figure 2), both a 
short-term increase and a decrease in capacity are possible. A short-term capacity increase for the acceptance 
of additional customer orders for primary requirements is possible if the acceptance of additional customer 
orders allocates the new requirements to external procurement. At the same time, the economic objective of 
turnover is increased. Nevertheless, this approach is mostly associated with a higher risk and more extensive 
planning. The model can also be applied in reverse. This type of application should be chosen if a capacity 
reduction is necessary for economic reasons. In this case, the new requirements of the accepted customer 
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orders must be allocated to in-house production at an early stage in order to keep production utilisation as 
constant as possible. 

Resume 

The presented form of order-related capacity flexibility brings significant advantages. Short-term 
fluctuations in demand can be absorbed while adhering to the company's internal targets. Active control thus 
enables the right steps to be taken at an early stage in order to survive on the market in the long term. 

Even a strategic shift of orders or individual requirements to suppliers is a thinkable option in order to accept 
further, possibly even more lucrative orders. However, the economic efficiency and strategic importance of 
outsourcing should be examined in advance in all respects.  

Apart from that, it is important to check which parts are suitable for both external procurement and in-house 
production. After this verification and selection of these parts, further important factors have to be taken into 
account for a target-oriented application of the described advantages. On the one hand, there are hard factors 
that define the framework of sourcing possibilities through legal and contractual requirements. These 
include, for example, the certification of suppliers, internal audits to ensure quality and working methods, 
political environmental targets or contractual requirements from customers. On the other hand, there are also 
soft factors that take into account the company's internal strategic actions. These include, for example, key 
performance indicators (KPI´s) and logistical objectives, knowledge transfer to other suppliers, the 
classification of suppliers from previous orders and supplier management to safeguard the company's own 
production. 

5.  Conclusion and Outlook 

In this paper, it was shown that order management as a PPC main task with its input and output data has a 
significant influence on the logistical objectives of company-internal supply chains for MTO manufacturers. 
With the extended process-oriented view of the PPC main task order management, it was shown that the 
active control of primary or secondary requirements using a target-oriented make-or-buy decision can 
positively influence the production load and utilisation. This form of integrated capacity flexibility can thus 
be used for the targeted levelling of load fluctuations if products / parts can be assigned to both in-house 
production and external procurement. Building on this, economic and logistical trade-offs were identified 
from which strategic and economic decision-making options for MTO manufacturers to optimise their own 
production capacity utilisation can be derived. 

Further research activities should focus on the interrelationships and effects of selected order management 
procedures on the logistical objectives. In particular, the minimisation of conflicts between logistical 
objectives through selected procedures should be considered. Furthermore, this more detailed investigation 
could lead to an optimisation approach of the strategic decision for internal supply chains of MTO 
manufacturers with regard to outsourcing in the short and medium-term. In addition, further consideration 
should be given to capacity expansion or minimization enabled by outsourcing opportunities to optimize 
internal company goals. 
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Abstract 

Manufacturing companies are facing an increasingly turbulent environment. In order to respond to these 
dynamic market conditions, products and thus also production systems have to be adapted more frequently 
and much faster. However, time and cost targets are often missed by classic factory planning approaches due 
to the lack of interoperability. Therefore, new ways have to be found in factory planning to overcome these 
problems. Building Information Modeling (BIM), which is used in the construction industry, provides a 
promising method for collaboration and interaction in complex projects. Therefore, an approach is presented 
to systematically implement the BIM method in the factory layout planning process. The aim of this approach 
is to achieve a higher degree of collaboration between the individual specialist planners in earlier planning 
phases in order to reduce time and costs over the entire project and to lead to better and more valid planning 
decisions and results. For this purpose, the individual roles in the planning process are defined, a process 
diagram for layout planning is drawn up, and a basic data set is specified for the systematic entry of the 
trades. 

 

Keywords 

Factory Planning; Building Information Modeling; Layout Planning 

1. Introduction 

The manufacturing industry is one of Germany's most important economic sectors, accounting for 22.9% of 
gross domestic product [1]. However, companies in the economic sector are facing challenges and trends 
such as globalization, dynamization of product life cycles and climate change. These circumstances lead to 
a turbulent market environment for manufacturing companies. Therefore, innovations are developed more 
regularly, to which the production system has to be adapted within the shortest possible time. Production 
adjustments are hence becoming more frequent and must be implemented much faster. Factory planning thus 
becomes a continuous task. [2–4] 

The central target variables of planning projects are time, costs and quality. While the quality targets are 
generally met, the time targets are missed in about 60% of projects and the cost targets in approximately 
72%. This is partly due to a lack of interoperability between the different planning participants [5]. A study 
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by Gallagher et al. [6] concludes that the lack of interoperability in the facilities industry costs $15.8 billion 
per year in the U.S. alone. To overcome these problems, new planning approaches must be developed and 
applied in factory planning projects. 

The methodology of BIM starts exactly at this point. BIM is a collaborative planning method that allows the 
systematic exchange of data and information between stakeholders throughout the entire lifecycle of a 
building based on digital models, which contain geometrical data as well as non-geometrical data like floor 
loadings. With an agile planning approach and standardized exchange formats in the openBIM process, the 
lack of interoperability can be avoided and processes are more efficient. Current studies show that the use 
of BIM in planning projects can reduce time and costs by up to 25%. [7–9] 

While BIM has been mandatory for public infrastructure projects in Germany since 2020, there have been 
few known use cases in factory planning [10]. The main reasons for this are the lack of support for cross-
discipline data exchange formats and the systematic separation of production system and building planning 
procedures [9]. To overcome these shortcomings, this paper introduces a BIM-based collaborative way of 
working in factory planning projects. Thereby, the focus is laid on the layout planning process, since in this 
phase the production system merges with the building to form the factory and a large part of the planning 
interaction between the individual trades takes place. For this purpose, chapter 2 explains the fundamental 
differences between classical and BIM-based planning procedures. Chapter 3 sets out and subsequently 
analyzes the information exchange requirements between the single specialist planners. In chapter 4 the 
implications for the factory layout planning process are discussed. Finally, the paper ends with a summary 
and a conclusion. 

2. Fundamentals 

2.1 Conventional planning procedure 

Factory planning is composed of the planning of the production system, which is responsible for the value 
creation of the company, and the building, which forms the envelope around the production. The VDI 
guideline 5200 part 1 [11] describes the classical planning approach of the production system. According to 
this, the planning process is structured in seven successive phases, ranging from phase 1 setting of objectives 
to phase 7 ramp-up support. The “Honorarordnung für Architekten und Ingenieure” (HOAI 2021) [12] 
describes the planning procedure for construction projects in Germany. Therein, nine different service phases 
are passed through from phase 1 the establishment of the product basis to phase 9 the project management 
and documentation. Figure 1 shows the assignment of the phases of production system and building planning 
to the factory planning process. [11,12] 

 
Figure 1: Assignment of performance phases according to HOAI, Article 15, to the planning phases [11] 
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Layout planning takes place in phases 3 and 4 of the production system planning process. It is divided into 
three steps, ideal planning, real planning and fine planning. The input parameters for ideal planning are the 
dimensioned resources, a rough logistics concept and a scale function diagram showing space assignments. 
In the ideal planning itself, structural units such as resources are then ideally arranged in relation to one 
another. Several layout variants can be designed, for each of which a building envelope is designed. In the 
real planning, the layout variants are merged with the building envelope and the structural framework is 
designed. Subsequently, the generated variants are evaluated monetarily, quantitatively and qualitatively and 
a feasible factory concept is decided upon. In the subsequent fine planning, the material, information and 
communication flows, the equipment, the work organization and the media supply concept are determined. 
This results in a fine layout with specified operating resources and a complete building design, which can 
then be used to prepare the permit applications. The phases of layout planning of the production system 
correspond to the phases 2 and 3 of the HOAI 2021. [11] 

However, the systematic separation of production system planning and building planning in two different 
directives, respectively regulations, often leads to a strict separation of the two in projects. In particular, 
short-term adjustments in both disciplines lead to misunderstandings, planning errors, uncoordinated 
processes, delayed results as well as non-compatible data formats and thus to a failure to meet time and cost 
targets in factory planning projects. 

2.2 BIM-based planning procedure 

BIM-based planning approaches attempt to overcome these problems by systematically connecting the 
individual planning disciplines, by bringing forward planning and decision-making processes, as shown in 
figure 2, and by establishing the standardized data exchange format Industry Foundation Classes (IFC) in 
the openBIM process. Over 300 different software tools for various specialist planners already support IFC, 
which greatly simplifies the exchange of data and information and counteracts the lack of interoperability 
[13]. In addition to IFC, a second exchange format is relevant for a BIM-supported planning process, the so-
called BIM collaboration format (BCF) [14]. This vendor-neutral format is used to exchange coordination 
messages in change management of a design process. If, for example, a collision occurs between different 
specialist models, a report with the position, perspective, affected object and text can be distributed to the 
specialist planners. [7] 

 
Figure 2: Forward shifting of planning and decision making processes in BIM-based planning procedures [7,15] 
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In addition to the data exchange formats, the individual roles in the planning process are also crucial. 
Additionally, to the individual specialist planners, a so-called BIM manager is introduced, who is responsible 
for several tasks, e.g. to take over quality assurance in the project. To this end, the BIM manager regularly 
brings together the isolated planning statuses of the specialist planners and checks them for clashes. The 
specialist planners themselves are divided into authors and coordinators of their subject-specific BIM model. 
The authors provide the content for the specialized model. The coordinator of a specialist discipline is 
responsible for the provision and the quality of the developed model. The authors and coordinators thus 
always cover a specialist discipline, while the BIM manager should be independent of the discipline. [7,14] 

To implement a BIM-based approach in a project, the BIM targets and use cases must be defined after setting 
the project and factory objectives. The concrete implementation of the BIM methodology in the project is 
then derived from these. It is advisable to create an Information Delivery Manual (IDM) in order to define 
which planning participants have to transfer which data to whom and at what time. These data delivery points 
are referred to as data drops [16]. However, such an IDM is not yet available for general layout planning 
process and is therefore described in the following chapter. 

3. IDM for the BIM use case factory layout planning 

To close this gap and generating the IDM for the use case of factory layout planning, an inductive research 
approach was chosen. In several workshops with factory planning experts from industry and research, it was 
defined which planning participants have to transfer which data to whom and at what time. 

In the presented approach, only the layout of the production facilities is considered in layout planning. 
Influencing factors such as the logistics system, work aids or even the people in the factory are not taken 
into account. Moreover, no distinction is made between BIM authors and coordinators, but only the role of 
the specialist planning discipline as a whole is considered. 

3.1 Description of roles 

As shown in table 1, there are four basic planning disciplines and the BIM manager in the factory layout 
planning process. The disciplines are the production system planner, who plans the layout, the architect, who 
designs the building envelope, the structural engineer, who plans the structural framework, and the building 
equipment (MEP) planner, who plans e.g. the media supply and disposal. 

Table 1: Description of roles in the factory layout planning process 

Role Description 

BIM manager Coordination of the individual specialist planners, ensuring quality of 
the planning process and the absence of clashes as well as control of 
change management 

Production system planner Plans the layout from ideal to real to fine 

Architect Plans the building envelope 

Structural engineer Plans the structural framework including the foundations 

MEP planner Plans the media supply system including the IT connection as well as 
electrical engineering and the discharge of emitted media around the 
production facilities 
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3.2 Process diagram 

The stakeholders intervene in the planning process at different points in time and develop its contents. Figure 
3, 4 and 5 show the interlocking as Business Process Model and Notation diagrams throughout the layout 
planning phases. 

The process begins in the ideal planning phase (figure 3) with the BIM manager. The manager creates a 
coordination body, as an empty coordination model with a coordinate system. This ensures that each 
discipline model is planned in a uniform coordinate system. This coordination model is passed on to the 
production system planner as an IFC file. The latter carries out the ideal layout planning and thus generates 
the first model of the production system (Production system model_v1). In contrast to the theoretical 
approach, in which several variants are created, often only one ideal variant is generated. This is used again 
and again as an ideal benchmark in the further course of planning. 

Subsequently, the architect begins to define the building restrictions. The models are always transferred as 
IFC files and normally there are no iterations between the production system planner and the architect. 
Afterwards, the next planning phase begins. 
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Figure 3: Process diagram for the ideal planning 

The structural engineer and building services engineer are involved in the real planning (figure 4). At the 
beginning of this phase, the production system planner creates several real layout variants based on the ideal 
layout and the building restrictions. These variants can follow different target points such as expandability, 
material flow optimization or lead times. These variants are then roughly planned and evaluated by the other 
planning disciplines. It must be ensured that a relatively high level of abstraction is still maintained, but that 
the individual variants can still be validly evaluated by the individual specialist planners. Even in this phase, 
it is not necessary to follow a purely sequential process; instead, there may be several iterations. 

This phase is followed by a clash detection, after the final data delivery as a big data drop. It is crucial that 
the models are collision-free and that the project and factory objectives are met. The BIM manager performs 
these tasks, for both the production system as well as the building planning. Adherence to the objectives is 
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decisive in that the degrees of freedom of the planning and thus the specified restrictions must be moderated 
between the production system planner and the architect. For example, an objective such as the 
transformability of the building must not be allowed to get out of hand when planning should be optimized 
for material flow. The moderation of the focus is decisive because, on the one hand, the building can be 
expected to have a significantly longer service life than the production system and its adaptability can 
therefore be very important. On the other hand, an actual greenfield must not become a brownfield planning 
due to overly tight building restrictions, as a result of which planning close to the ideal layout is no longer 
possible. To ensure that there are no clashes, the BIM manager must merge the individual models in a 
collision check. If clashes are detected, change orders are distributed to the specialist planners as BCF files. 

If there are no collisions or if all collisions are eliminated, a decision will be made for one of the variants 
based on the evaluation of the individual planners (Factory model_v1). The ideal variant is used as a 
benchmark and the evaluation takes place quantitatively, monetarily and qualitatively. Afterwards, the fine 
planning begins. 
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Figure 4: Process diagram for the real planning 

In fine planning as in real planning, all planning disciplines are involved (figure 5). Here, there can be 
significantly more iteration loops, since the high level of detail in planning means that significantly more 
data and information must be exchanged. So the final big data drop at the end of the phase is joined by many 
small data drops in the iteration loops. These are delivered every one to six weeks, depending on the agreed 
interval duration, also called sprints agile planning approaches. Once the collision check has been completed, 
the factory model (Factory model_v2) is available and the permit applications can be prepared. 
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Figure 5: Process diagram for the fine planning 

3.3 Exchange Requirements 

In the case of exchange requirements, the second production system model (Production system model_v2) 
is of particular importance. In a BIM-based planning procedure, this must already contain a first data set on 
which the other specialist planners can carry out their initial rough planning. This information, which is all 
related to the production facilities, includes the spatial arrangement, the geometric dimensions, the weight, 
the vibration behavior, the media requirements and connections, the electrical power requirements and 
connections, the emitted media quantities and their connection points, certain safety as well as fire protection 
requirements and IT connections. The information types as well as the required information are shown in 
detail in table 2. 
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Table 2: Exchange Requirements for the second production system model 

Type of information Information needed 

Spatial arrangement Spatial arrangement in relation to other production facilities 

Geometric dimensions Description of outer contours 

Weight Weight 

Vibration behavior Description of frequency and amplitude of the vibration behavior 

Media requirements All operating media such as cooling lubricants, process gases, 
compressed air or even water according to type and quantity 

Media connections Place and type of connection 

Electrical power requirements Type and quantity of electrical demand 

Electrical power connections Place and type of connection 

Emitted media quantities All emitted media such as exhaust air, heat, used cooling lubricants 
or also waste water according to type and quantity 

Emitted media connections Place and type of connection 

Safety requirements All safety-related requirements such as protective fences and safety 
zones 

Fire protection requirements All fire protection-related requirements like sprinklers 

IT connections Place and type of connection 

 

This data set does not have to be complete and may contain some uncertainties, but should be updated and 
exchanged throughout the planning process. The quality assurance of this process can be ensured by the BIM 
manager through regular quality gates. 

4. Implications for the factory planning process and discussion 

A BIM-based factory planning approach leads as shown in chapter 3 to a significant increase in planning 
efforts in the early phases. For example, the production system planner must provide the most detailed 
information possible on the production facilities as early as the second model so that the other specialist 
planners can build on this. In addition, the technical building equipment planner is involved in the planning 
process at a much earlier stage and has to evaluate planning alternatives for different layout variants. This 
definitely leads to an increased planning effort, which, however, can make the subsequent phases less time-
consuming and lead to better planning results due to the clearly well-founded planning. In addition, this leads 
to a more valid cost estimation for the client. 

If the opportunity for better planning results is set against the risk of increased planning effort in terms of 
time and costs, the risk should not be shied away from. Only 1% of the costs incurred in the life cycle of a 
structure are attributable to the planning phase, whereas 90% are incurred in the operating phase. The 
remaining 9% is accounted for by implementation. Accordingly, a trade-off between a reduced planning 
effort and a worse planning result is only worthwhile from a factor of 90. [17] 
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5. Summary and conclusion 

In the paper, an approach for a BIM-based factory planning procedure was presented. Based on the role 
definitions in the planning process, a process diagram for factory layout planning was developed and the 
information exchange requirements for the first production system model were defined. With the help of this 
model, the other disciplines can be integrated into the planning process much earlier. This early involvement 
can result in additional costs in the early planning phases, which can be more than offset by a reduction in 
the workload in the later phases or a reduction in costs in factory operation and the whole life cycle of a 
building. In addition, BIM has the potential to support the achievement of cost and time targets in factory 
planning projects by the systematic integration of production system and building planning processes, and 
the standardized exchange of information can significantly reduce costs due to a lack of interoperability. 

The next step is to complete the information exchange requirements for all handover documents to generate 
a complete IDM for the factory layout planning process. The Model View Definitions can then be derived 
from this and an IFC extension can be made to include production system data. This is currently being 
developed within the framework of VDI Guideline 2552 part 11.8 BIM – factory planning and the 
buildingSMART Roundtable openBIM in factory planning. In addition, the approach will be applied in pilot 
projects to analyze the implications in reality. 
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Abstract 

Scheduling is the mathematical problem of allocating tasks to resources considering certain constraints. The 
goal is to achieve the best possible scheduling quality given a quality metric like makespan. Typical 
scheduling problems, including the classic Job Shop Scheduling Problem (JSP or JSSP), are NP-hard; 
meaning it is infeasible to use optimal solvers for big problem sizes. Instead, heuristics are frequently used 
to find suboptimal solutions in polynomial time, especially in real-world applications. Recently, Deep 
Reinforcement Learning (DRL) has also been applied to find solutions for planning problems like the JSP. 
In DRL, agents learn solution strategies for specific problem classes through the principle of trial and error. 
In this paper, we explore the connection between known heuristics and DRL: Heuristics always rely on 
features that can be extracted from the considered problem with low computational effort. We show that 
DRL agents, for which we limit the available observation to the underlying features of well-known heuristics, 
learn the behaviour of the more qualitative heuristics from scratch, while they do not learn the behaviour of 
less qualitative heuristics that would also be possible learning outcomes given the same feature as 
observation. Additionally, we motivate the use of DRL as a metaheuristic generator by training with the 
features of multiple basic heuristics. We show promising results that indicate that this learned metaheuristic 
finds better schedules in terms of makespan than any single simple heuristic – while only requiring simple 
computations in the time-critical solution phase and thus being faster than optimal solvers. 

Keywords 

Deep Reinforcement Learning (DRL); Production Planning; Scheduling; Job Shop Scheduling (JSP, JSSP); 
Proximal Policy Optimization (PPO); Heuristics; Metaheuristics 

1. Introduction 

In production and logistics, scheduling is the mathematical problem of allocating tasks to resources 
considering certain constraints. Different types of scheduling problems occur, the formulations range from 
static formulations like the Job Shop Scheduling Problem (JSP, JSSP) to formulations that include dynamics 
(e.g., newly appearing jobs [1] or machines with changing availability) or other complexities (e.g., the 
requirement to schedule tooling in addition to machines). Typical scheduling problems are combinatorial 
optimization problems and finding their solutions is proven to be NP-hard [2]. Classically, scheduling 
problems are solved by either optimal solvers, basic heuristics or metaheuristics. In this work we seek to 
apply Deep Reinforcement Learning (DRL) to scheduling problems. We focus on the following JSP 
formulation: The goal of the problem is to produce a schedule with minimal total production duration 
(makespan) by assigning a number of jobs 𝑛𝑛𝑗𝑗, divided into multiple tasks with fixed durations, to a fixed 
number of machines 𝑛𝑛𝑚𝑚 (denoted a 𝑛𝑛𝑗𝑗 × 𝑛𝑛𝑚𝑚 JSP). The machine required for each task is given by the 
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problem. The constraints for scheduling are: C1) the tasks within each job have to be scheduled in the given 
order; C2) only one task can be scheduled on each machine in each time-step. Figure 1a shows an example 
JSP with four jobs and four machines. An optimal solution regarding this JSP with makespan 24 is depicted 
in Figure 1b. Other optimal solutions can be trivially created by moving tasks which are not lying on the 
critical path (e.g., in Figure 1b, Task 2-3 can be moved by up to three timesteps to the right without changing 
the resulting makespan). 

 
Figure 1a: Example of a 4 × 4 JSP: Each of the four jobs contains four tasks with a unique identifier (“id(𝑗𝑗)-id(𝑡𝑡)”) 
with id(𝑗𝑗) the job number and id(𝑡𝑡) the task number within its job as well as the required machine (“M: id(𝑚𝑚)”) and 

the duration which is represented by the length in blocks 

 

Figure 1b: (Example) optimal solution for the JSP from Figure 1a calculated with the Google OR tools solver 

The objective of our study was twofold: First, we examined whether a DRL approach is able to discover 
basic heuristics for solving the JSP from scratch given a limited feature observation (Experiment E1). 
Second, we trained a DRL agent on a set of features to let the agent construct a scheduling strategy on these 
features. We then tested this strategy against basic heuristics and an optimal solver from a quality as well as 
from a run time perspective (Experiment E2). 

2. Background and Related Work 

2.1 Classic solution methods 

For optimal solving, the JSP inputs and constraints can be expressed mathematically through a set of 
(in)equations and then put into state-of-the art solvers like the CP-SAT solver from the Google OR Tools 
suite [3], where CP indicates Constraint Programming and SAT the Boolean satisfiability problem. The CP-
SAT solver uses a technique called Lazy Clause Generation [4] to find optimal solutions even to NP-hard 
problems as efficiently as possible. 

Heuristics are frequently used, especially in real-world applications, where the available time for scheduling 
is often limited. Heuristics rely on features that are calculated from the problem with low computational 
effort so that heuristics’ run times are typically low – but the simplifying nature of heuristics does not 
guarantee optimal or even good schedules in terms of a given quality metric. Research in heuristics is a vast 
field with a long history. Pinedo [5] discusses various approaches, from simple heuristics like Earliest Due 
Date (EDD), and Earliest Release Date (ERD) to other techniques such as genetic algorithms and ant colony 
optimization. 

Finally, metaheuristics “combine basic heuristic methods in higher level frameworks aimed at efficiently 
and effectively exploring a search space” [6]. They try to get the best of two worlds: Use diverse features to 
try to use better planning decisions while maintaining a low computational effort. 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Job 0: 0-0 (M: 2) 0-1 (M: 1) 0-2 (M: 0) 0-3 (M: 3)

Job 1: 1-0 (M: 3) 1-1 (M: 2) 1-2 (M: 1) 1-3 (M: 3)

Job 2: 2-0 (M: 

  

2-1 (M: 0) 2-2 (M: 0) 2-3 (M: 3)

Job 3: 3-0 (M: 1) 3-1 (M: 1) 3-2 (M: 0) 3-3 (M: 2)

2)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Machine 0: 2-1 2-2 0-2 3-2

Machine 1: 3-0 0-1 3-1 1-2

Machine 2: 2-0 0-0 1-1 3-3

Machine 3: 1-0 2-3 0-3 1-3
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2.2 Deep Reinforcement Learning 

DRL is a machine learning discipline combining Deep Learning (DL) with Reinforcement Learning (RL) in 
which artificial agents are trained to take good actions given an observation based on the state of the 
environment [7]. Agents are trained by exposing them to a large amount of observations and giving them a 
reward signal after individual actions and/or a chain of actions (sparse rewards). The agents in DRL consist 
of at least one neural network that maps the observations to actions (cf. Figure 2). 

DRL has recently seen the biggest breakthroughs in Games like classical board games Shogi, Chess and 
Go [8] as well as real-time strategy games like StarCraft II [9] because computer games and simulations 
allow to generate the large amounts of training data required by DRL more easily than real-world settings. 
Within the field of DRL, different training algorithms have been developed. The algorithm used in this work, 
Proximal Policy Optimization (PPO) [10], is widely used, for example by OpenAI in their work on the game 
DotA2, OpenAI Five [11]. PPO is a policy gradient algorithm which uses two separate neural networks, a 
value network and a policy network, as opposed to the algorithm Deep Q-Network (DQN), which uses only 
a value network [12]. 

 
Figure 2: Deep Reinforcement Learning approach 

More recently, DRL has been applied to a diverse range of problems outside of games, including scheduling 
problems. Liu et al. [13] trained a DQN on the JSP and they formulated the agent’s action as a choice from 
a set of fixed heuristics. This does not allow the agent to find its own heuristic from the underlying features. 
Luo [14] took a similar approach: DQN is used (with the enhancements double DQN and soft target weight 
update) and the agent’s action consists of choosing from “six composite rules [which] are designed to 
simultaneously determine which operation to process next”. Waschneck et al. [15] also apply DQN to 
production scheduling and construct a more complex multi-agent setup to solve their custom scheduling 
problem. The scheduling quality is not better than heuristics, but comparable to a human expert benchmark. 
Rinciog et al. [16] apply the AlphaGo Zero algorithm [17] to a JSP with multiple processing steps and 
compare the results to the simple heuristic Earliest Due Date (EDD) as well as to the classic search algorithm 
Monte Carlo Tree Search (MCTS). The results are better than EDD after Fine Tuning the RL agent by a 
small margin and better than MCTS by a larger margin (taking into account that MCTS was only run with a 
small number of roll-outs in the vast search tree of the scheduling problem). Finally, Kuhnle et al. [18] give 
a good overview about relevant research approaches and other related work. They also solve a dispatching 
problem with several groups of machines using the Trust Region Policy Optimization (TRPO) algorithm 
[19]. They extensively discuss the problem between sparse and dense rewards and describe the modelling of 
their RL agent in a detailed manner. 

Although several groups of researchers have conducted experiments training DRL agents on scheduling 
problems, to our best knowledge there are no studies that explicitly examine what DRL agents learn given 
only basic feature observations with the connected heuristics. 

3. Methods 

This section describes the design of the DRL agent, the data generation, agent training and agent testing in 
the order that is typically followed when applying DRL to a specific problem. 

EnvironmentAgent

Observation

Action

Reward
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3.1 Design of features and the agent’s observation 

In order to be able to learn, a DRL agent needs an observation that is calculated from the state of the 
environment (cf. Figure 2). In our experiments, this observation consists of a number (depending on the 
experiment) of feature vectors that are calculated from the environment state and each have one entry for 
each job, so the vectors have length 𝑛𝑛𝑗𝑗. In the following, we introduce the features used. Some are inspired 
by known basic heuristics and some are our own developments: 

The remaining job duration RJD𝑗𝑗 is defined by the sum of the durations of all unscheduled tasks from a job 𝑗𝑗 
(cf. Figure 3). Two well-known basic heuristics defined on this feature are: The Longest Remaining Duration 
(LRD) and the Shortest Remaining Duration (SRD), which at each iteration choose to schedule the next task 
from the job with the longest respectively shortest RJD. For example, the SRD heuristic would choose Job 2 
in Figure 3. Please note that a large number of heuristic rules can be defined on this feature (not only 
max/min). 

 
Figure 3: Partially scheduled example JSP from Figure 1a (top) with calculated features “remaining job 

duration (RJD)” and “next task’s duration (NTD)” for the tasks remaining to be scheduled (bottom) 

The next task’s duration NTD𝑗𝑗 is defined by the duration of the next task of a job 𝑗𝑗 (cf. Figure 3). Two well-
known basic heuristics defined on this feature are: The Longest Processing Time (LPT) and the Shortest 
Processing Time (SPT), which at each iteration choose to schedule the next task from the job with the longest 
respectively shortest NTD. For example, the SPT heuristic would choose Job 1 in Figure 3. 

The remaining task count RTC𝑗𝑗 counts the number of unscheduled tasks of a job 𝑗𝑗. 

The bottleneck feature BF𝑗𝑗 seeks to guide the agent to choose tasks from jobs that mitigate machine 
bottlenecks. First, to determine a proxy of how likely a machine is to become a bottleneck, it sums up the 
duration of unscheduled tasks per machine (as opposed to per job). This vector is multiplied with a (𝑛𝑛𝑚𝑚,𝑛𝑛𝑗𝑗)-
matrix where each item equals the sum of the unscheduled duration within job 𝑗𝑗 to be scheduled on 
machine 𝑚𝑚. 

3.2 Design of the agent’s actions 

In DRL, it needs to be defined how the agent is able to interact with the environment via actions 
(cf. Figure 2). We decided that the agent chooses from which job to schedule the next task. It cannot choose 
specific tasks; always the first unscheduled task from the chosen job is scheduled. Thus, the action is a 
number 𝑎𝑎 ∈ ℕ ; 0 ≤ 𝑎𝑎 <  𝑛𝑛𝑗𝑗. This action is then transferred to a scheduling component that schedules the 
resulting task at the earliest possible timestep complying with the two JSP constraints (cf. Section 1). 

3.3 Design of the agent’s reward 

We seek to minimize the achieved makespan 𝑚𝑚𝑎𝑎 of the completed schedule and the reward needs to be 
designed so that the agent is steered towards this goal. Because we can evaluate 𝑚𝑚𝑎𝑎 only after the JSP is 

Machine 0: 2-1 2-2

Machine 1: 3-0

Machine 2: 2-0 0-0

Machine 3: 1-0

RJD NTD

Job 0: 0-1 (M: 1) 0-2 (M: 0) 0-3 (M: 3) 13 5

Job 1: 1-1 (M: 2) 1-2 (M: 1) 1-3 (M: 3) 10 3

Job 2: 2-3 (M: 3) 4 4

Job 3: 3-1 (M: 1) 3-2 (M: 0) 3-3 (M: 2) 13 4
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completely scheduled, we deal with so-called sparse rewards. The lowest possible or optimal makespan 𝑚𝑚𝑜𝑜 
of the problems is unknown (without running an optimal solver like the CP-SAT solver), so we compare 𝑚𝑚𝑎𝑎 
to a lower bound makespan 𝑚𝑚𝑙𝑙𝑙𝑙 which is calculated by simply adding all the task durations per machine and 
taking the maximum. Please note that 𝑚𝑚𝑙𝑙𝑙𝑙 ≤ 𝑚𝑚𝑜𝑜 is satisfied for all possible JSPs, because 𝑚𝑚𝑙𝑙𝑙𝑙 = 𝑚𝑚𝑜𝑜 if and 
only if an optimal solution has no empty timesteps on the machine with the longest total duration and 
𝑚𝑚𝑙𝑙𝑙𝑙 < 𝑚𝑚𝑜𝑜 otherwise. When 𝑚𝑚𝑎𝑎 approaches 𝑚𝑚𝑙𝑙𝑙𝑙, the reward shall rise, and with a greater slope for 
diminishing differences. We therefore decided to calculate the reward via a negative logarithm with the ratio 
between 𝑚𝑚𝑎𝑎 and 𝑚𝑚𝑙𝑙𝑙𝑙 as argument. In order to leave room for punishing the agent for unwanted behaviour, 
we added constant shifts and scalings. The final definition of reward 𝑟𝑟 is given in Formula (1) and plotted in 
Figure 4. 

𝑟𝑟 = �− ln �
𝑚𝑚𝑎𝑎

𝑚𝑚𝑙𝑙𝑙𝑙
− 0.95� + 2.5� ∗ 50 (1) 

 
Figure 4: Reward 𝑟𝑟 for successful solutions of the JSP as a function of 𝑚𝑚𝑎𝑎 and 𝑚𝑚𝑙𝑙𝑙𝑙 

If the agent chooses a job that is already completely scheduled, it receives a large negative reward 
𝑟𝑟 = −200.0. The goal is that the agent learns that it should never choose such a job. This works in most of 
the cases, however, depending on the number of training timesteps, it is possible that the agent does not fully 
learn this behaviour which can result in an “action loop”, where the agent always takes the “wrong” job 
while accumulating negative rewards. This behaviour was also described by Kuhnle et al. [18]. It can be 
mitigated by either detecting the action loop and forcing the agent to take a valid decision or choose an 
appropriate number of training timesteps for which this behaviour does not appear. 

3.4 Problem classes and data generation 

Depending on how exactly the JSPs are constructed, different problem classes are generated. As we know 
from extensive research in the ML community [20], the data that is used to train models and agents can (and 
usually will) introduce biases in the resulting behavior. We generate JSPs in a reproducible way, but we are 
aware that different choices could be taken that generate different JSP problem classes. 

First, we initialize a random number generator with a seed. For a JSP with 𝑛𝑛𝑗𝑗 jobs and 𝑛𝑛𝑚𝑚 machines, we 
took the choice that the JSP is constructed so that each job also contains 𝑛𝑛𝑗𝑗 tasks, so that the problems grow 
in two “dimensions” when augmenting 𝑛𝑛𝑗𝑗. For each task, the required machine is determined by sampling 
from a uniform distribution. For the duration 𝑑𝑑, we tested two different generation methods. In the first, we 
generate 𝑑𝑑 by sampling from a normal distribution 𝑑𝑑 ~ 𝒩𝒩(𝑛𝑛𝑗𝑗, �0.25 ∙ 𝑛𝑛𝑗𝑗�

2) with mean 𝑛𝑛𝑗𝑗 and standard 
deviation 0.25 ∙ 𝑛𝑛𝑗𝑗 (discretizing and forcing 𝑑𝑑 ≥ 1). In the second, we sample 𝑑𝑑 from a discrete uniform 
distribution 𝑑𝑑 ~ 𝒰𝒰(1,𝑛𝑛𝑗𝑗). This generates already two different problem classes of JSPs that we have both 
tested in our experiments. 

3.5 Agent training 

The training is done by exposing the agent to the generated training JSPs. In each timestep, the observation 
that is required for the experiment is calculated, normalized and passed to the agent. The agent chooses its 
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action and might receive a reward directly (in the case of the negative reward due to choosing the wrong 
job), then receives the next observation. After the schedule for the current problem is finished, the agent 
receives the reward as described in Section 3.3 and is subsequently presented the next JSP. Our DLR agents 
are all trained with the PPO [10] algorithm. This algorithm trains two deep neural networks, a policy network 
and a value network (Actor-Critic architecture). For our problem sizes we kept the default network 
architecture of the Stable Baselines implementation [21], which defines the policy network and the value 
network as completely separate (no shared neurons) with two layers consisting of 64 neurons each. We kept 
the hyperparameters learning_rate=0.0003, gamma=0.99 and clip_range=0.2 at the proposed defaults. The 
agents were trained for 250,000 timesteps (one timestep being one Reinforcement Learning cycle of 
observation, action and reward) on JSP training data and tested on 1,000 JSPs from a different test set. Each 
JSP from the training set was only used once. 

3.6 Baseline schedulers and agent testing 

In order to test the DRL agent against baseline methods, we have implemented several other schedulers. To 
get the optimal solution, we use Google’s OR tools JSP solver [3]. We also test against well-known standard 
heuristics (cf. Section 3.1) as well as other simple heuristics, like a random solver. Testing is done by letting 
all schedulers solve the JSPs from the test set and comparing the resulting schedules. To compare the 
scheduler similarity, we compare the produced schedules one-by-one and calculate their distances by taking 
the sum of absolute differences of the task starting times (in discrete timesteps) for each task, divided by the 
total number of tasks. We call this distance measure cumulative absolute task deviation (CATD). To examine 
the absolute and relative scheduling quality, we measure the achieved makespan 𝑚𝑚𝑎𝑎 for every schedule and 
for each scheduler calculate the mean, minimum, maximum and standard deviation of the distribution of 
makespans 𝑚𝑚𝑎𝑎 and run times (excluding set-up times for all algorithms). 

4. Experiments and Results 

4.1 Discovering basic heuristics from basic features from scratch (Experiment E1) 

In this experiment we examine if the DRL agent is able to discover known basic heuristics from scratch 
when given only the heuristics’ feature as observation and which of the possible heuristics it learns. We have 
run the experiment (independently) for the two features RJD and NTD (cf. Section 3.1). Figures 5 and 6 
show the distances of schedules (cf. Section 3.6) for a selection of scheduler combinations. 

 
Figure 5: Schedule distances (CATD) histogram comparing our DRL scheduler 

(trained with the RJD feature as the only observation) against baseline schedulers 

Each graph is a histogram that shows the distances between the schedules of two schedulers. A graph that is 
located more towards the origin means that more schedules generated by the two schedulers for the same 
problem are similar, while a graph located more towards larger arguments means that the schedules are less 
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similar. The results indicate that the DRL agent is able to discover known heuristics from scratch given the 
underlying basic feature. For the feature RJD, the agent learns the heuristic LRD and not SRD, which both 
rely on the same feature, presumably because LRD is the better performing heuristic in terms of makespan 
(cf. Section 4.2). For the feature NTD, the similarity of the DRL scheduler and the LPT scheduler is greater 
than for any other heuristic (including SPT), but the results are less obvious than in the RJD case. Our 
explanation for this is that for the feature NTD, neither the heuristic LPT nor the heuristic SPT produce really 
good schedules (in terms of makespan, cf. Section 4.2) and the DRL agent thus is not rewarded to either 
clearly learn the behaviour of LPT nor SPT. 

 
Figure 6: Schedule distances (CATD) histogram comparing our DRL scheduler 

(trained with the NTD feature as the only observation) against baseline schedulers 

4.2 Learning a new metaheuristic from multiple basic features from scratch (Experiment E2) 

In this experiment we trained DRL agents on JSP problems of sizes 8x8 and 12x12 using a set of features as 
the agent’s observation (as opposed to experiment E1, where the agent’s observation only consists of a single 
feature in each experiment). An exhaustive study has been performed in which we have found that an 
observation consisting of the three features RJD, RTC and BF leads to the best results (in terms of makespan). 
See Tables 1 and 2 for the results on 8x8 and 12x12 JSPs respectively, both with normal task duration 
distribution (cf. Section 3.4). 

Table 1: Achieved makespans 𝑚𝑚𝑎𝑎 and solver run times on 1000 8x8 JSPs 

 Achieved makespan 𝑚𝑚𝑎𝑎 Run time per JSP (in ms) 
 mean min max stdev mean min max stdev 
CP-SAT (optimal) 107.9 86 164 10.9 64.3 27.6 412.3 28.8 
DRL (ours) 120.9 91 169 10.9 298.5 257.3 823.0 32.6 
LRD 121.3 96 168 10.9 11.0 9.7 22.3 1.0 
Random 137.3 108 230 13.2 2.2 1.9 5.8 0.2 
LPT 142.6 107 198 14.3 3.0 2.6 5.2 0.3 
SPT 148.9 109 231 16.5 8.6 7.7 15.7 0.7 
SRD 158.2 115 226 17.8 17.0 15.1 183.8 6.7 

 

The results indicate that learning a good metaheuristic from scratch from a set of basic features is possible. 
From a quality perspective, we achieve makespans, that are on average lower (better) than those from the 
best single heuristic. From a run time perspective, we achieve lower run times than the optimal solver for 
12x12 JSPs. When growing the problem size from 8x8 to 12x12, we see more than 20x increase in the mean 
run time of the optimal solver, but less than 3x increase for the DRL solver. We argue that this difference is 
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due to the NP-hardness of the problem and that the effect would amplify with growing problem sizes. We 
thus find a compromise position of solution quality and run time that lies between heuristics and optimal 
solver. 

Table 2: Achieved makespans 𝑚𝑚𝑎𝑎 and solver run times on 1000 12x12 JSPs 

 Achieved makespan 𝑚𝑚𝑎𝑎 Run time per JSP (in ms) 
 mean min max stdev mean min max stdev 
CP-SAT (optimal) 236.8 200 371 17.5 1518.3 123.2 33825.7 2608.4 
DRL (ours) 275.4 233 376 18.1 763.6 712.1 1981.2 58.8 
LRD 277.2  234 391 18.5 39.0 36.2 76.9 2.9 
Random 316.0  258 419 23.9 5.8 5.1 10.4 0.4 
LPT 337.3  261 455 28.6 7.6 6.7 11.8 0.5 
SPT 350.3  276 519 30.1 17.5 16.0 27.9 1.2 
SRD 374.0  294 540 32.6 48.9 45.4 82.2 3.3 

 

Please note, that the run times between the simple heuristics LRD and SRD (analogously LPT and SPT) 
result from slightly more complex code to obtain a minimum value while ignoring values that equal zero in 
comparison with obtaining a maximum. We found that just putting more of the simple features to the DRL 
agent does not help to find schedules with a better quality (the contrary is true). Intuition suggests, that the 
DRL agent is capable to completely learn which features to weigh more or less so that more features should 
not decrease the scheduling quality. But at least this is not the case if the number of training timesteps and/or 
the network architecture/size remain unchanged. We did not observe significant differences between the two 
tested problem classes (cf. Section 3.4), even if an agent was trained on data with normal duration distribution 
and tested on data with uniform duration distribution. 

5. Discussion and Outlook 

In this paper we have shown two distinct results: First, a DRL agent is able to learn basic heuristics from 
scratch given underlying basic features. The results indicate that the agent behaves similarly to the best 
performing heuristic that can be defined on the feature. Second, a DRL agent can discover a good 
metaheuristic automatically, given multiple basic features. It generates lower makespans than any single 
simple heuristic. While this solution method is not competitive compared to heuristics from a run time 
perspective, it requires much less computational effort than an optimal solver. Of course, we would like to 
improve the quality margin of the DRL agent compared to the best simple heuristic. This is important to be 
able to completely justify the use of DRL with its higher runtime and additional training effort for scheduling 
problems. Thus, one path to follow is to increase the number of basic features that are presented to the DRL 
agent, trying to find the features that lead to better results. We would like to examine the JSPs that can 
currently only be solved with large errors in comparison to the optimal solver in order to learn something 
about the structure and to produce new feature vectors that might help the agent. Another idea is to use 
generative processes (e.g., Generative Adversarial Networks, GANs) to produce more of those “hard” JSP 
instances so that we can augment the amount of those JSPs in the training data set with the goal that the DRL 
agent can learn more from those instances. We would also like to further evaluate the impact of other reward 
function definitions. 

The decision logic of the metaheuristic discovered by the DRL agent is hidden inside a neural network and 
could be made visible via “explainable AI” techniques in future work.  
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Currently, we must apply feature engineering to select the best set of features as the agent’s observation. We 
would like to approach end-2-end DRL for scheduling problems, meaning to find a representation that 
describes the structure of the problem directly and can be fed into the DRL agent. 

In our approach, we can possibly generalize to the number of machines, but not to the number of jobs, 
because the agent requires the same observation vector size as well as a fixed action vector size (both 
depending on the number of jobs) determined during training. In the future we would like to look into 
applying Graph Neural Networks (GNNs, like in [22] or [23] for the TSP) to solve JSPs, because the GNN 
architecture offers the possibility to generalize to larger problem instances. 

Our far-stretched goal is to apply DRL to real-world production scheduling scenarios. Therefore, we would 
also like to approach dynamic scheduling problems (like in [1]) in the future, in which new jobs arrive or 
jobs can get deleted dynamically and machines can have defects so that they cannot be used in certain 
timesteps. Currently, we only consider a reward solely based on makespan. But in real-world scenarios, other 
goals come into play. Specifically, in the future we would like to include plan robustness into the reward. 
Our agent should not only be able to minimize makespan, but also produce schedules that are subjected to 
minimal change in the case that jobs, machines or other resources become unavailable. Finally, we would 
also like to tackle more complex scheduling problems that exist in the real world, e.g., including tooling 
changes within production that need to be scheduled along with the job scheduling. 
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Appendix 

The Python framework jobshop that includes all our design choices in code and can be used to produce all 
the described results and diagrams will be published under an open source license upon publication. 
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Abstract 

In the production industry, subscription business models have the potential to create long-term relationships 
where a supplier provides a continuous value-oriented service to a customer based on digitalisation. 
Monetising this increase in value through pricing represents a central challenge for suppliers in subscription 
business. Unlike the current dominant transactional business, the focus of pricing is on the value-in-use of 
the customer (e.g. on the increase in output for the customer). In this regard, there is so far no pricing 
approach for practice that allows the linking of the performance data of the customer with the periodically 
charged price. However, in subscription businesses, such an approach is required to create win-win situations 
for the customer and supplier through continuous performance improvement. Therefore, this paper develops 
a novel process model for pricing of smart-product-service-systems in subscription business for production 
industries. This process can serve as basis for suppliers of subscriptions in the production industry to align 
pricing with the created value-in-use. In the long term, this allows companies to systematically develop their 
pricing to monetise the potential of digitalisation. 

Keywords 

Digitalisation; Subscription business; Value-based pricing, Value-in-use; Data-based pricing; Smart-
product-service-systems 

1. Motivation and challenge 

In the production industry, smart services are increasingly being offered alongside physical products and 
services. These digital offerings provide the potential to raise flexibility, efficiency, productivity, and quality 
within producing companies to a new level. However, despite great expectations and investments, 
digitalisation has not led to a significant increase in sales for machine and plant engineering (suppliers) and 
value creation for manufacturing companies (customers) in the last decade [1]. One of the reasons for this is 
that investment services and goods in the production industry are provided by suppliers mainly in 
transactional business until now [2]. In transactional business, suppliers focus on offering products and 
services in single transactions and leave the responsibility for the operation during the usage phase to the 
customer. However, digital solutions are designed to provide a continuous solution during the usage phase. 
The customer benefits particularly when the supplier integrates into their processes and continuously 
provides resources during the operation in the usage phase [3]. To achieve commercial success with the 
digitalisation of the production industry, tailored business models must be implemented. For this purpose, 
first industrial companies transformed their previous transaction-based business models into subscription 
business models in recent years. Prognoses indicate average annual growth rates of 23 percent for suppliers 
in this sector [4]. In these subscription business models, the supplier and the customer establish long-term 
relationships through a subscription contract. The focus of the supplier is no longer on selling isolated 
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products or services transactionally, but on permanently satisfying customer needs through cooperation and 
collaborative improvement towards a solution tailored precisely to customer requirements [5]. For this 
purpose, a smart-product-service-system (solution) is offered in the form of a customer solution that 
integrates a connected product, services and smart services into a single offering for the customer, which is 
continuously adapted to the customer and improved over the duration of the usage phase [1]. The overall 
objective is to create a win-win situation in which a customer realises substantially higher added value 
through the smart-product-service-system and the supplier generates substantially higher revenues and 
profits from the customer over the usage phase by continuous subscription pricing [4].  

The central task of pricing is thereby to implement functions and mechanisms that allow a supplier to 
participate in the provided added value for the customer during the usage phase [6]. Herby, the suppliers are 
faced with the challenge of pricing individual, continuously adapted solutions accurately as part of novel 
subscription business models that focus on the usage phase of the customer. If the pricing is not configured 
in the favour of all parties or is not linked to the value provided to the customer, the customers will not accept 
it and the suppliers have no incentive to continuously improve the provided value. As a result, suppliers do 
not invest resources in improving performance. Consequently, potential for increasing customer value is not 
exploited and suppliers do not participate in customer value, which is frequently many times higher than the 
effort required to improve performance [6,7,5,8]. Digitalisation acts as a key enabler for individual value 
recording due to access to usage data. A scalable implementation of value-based pricing can be facilitated 
by innovative pricing models where the price is calculated based on the usage data from the customer [9]. 
To create these mechanisms systematically and efficiently, suppliers need a structured approach as well as 
defined tools and a decision-making basis. The cost-plus or competition-based pricing approaches which are 
established in industry for transactional product sales are not applicable for subscription business, as they do 
not consider the value of the customer in the usage phase [4,9]. Furthermore, existing subscription pricing 
approaches from other sectors cannot be adopted to the manufacturing industry due to the complexity and 
high degree of interaction and individualisation within the decision-making processes, smart-product-
service-systems and business relationships [10]. Accordingly, the aim of this paper is to develop such an 
approach for pricing of smart-product-service-systems for subscription business in the production industry. 
To ensure the scalability of this approach in practice, it is designed as an operation-oriented process model 
that integrates data and information from the usage phase of the customer.  

2. Research ambition 

From a research perspective, implementing such a model for pricing of smart-product-service-systems in the 
production industry leads to a novel value-based pricing approach, which has been not possible in the 
transaction-based business so far. In existing value-based pricing for transactional business, all activities 
take place during the sales phase and the pricing is focused on a specific point in time before the actual use 
of the solution [11,12,9]. The determination of the value for the pricing is done a priori regarding the usage 
phase. Consequently, the pricing is based on an anticipated value for the customer (s. figure 1). This means, 
that the generated value-in-use has no direct impact on the price paid, so that there are no direct monetary 
consequences for the supplier from the usage phase. Accordingly, no direct incentives are created for the 
supplier to invest resources in the continuous improvement of the solution for the customer and thus in 
increasing the customers value. In contrast, the subscription business model is focused on continuously 
recurring payments during the usage phase [5]. The pricing is applied in the usage phase for a continuously 
provided solution, based on a contractual framework defined in the sales phase. As result, the pricing takes 
place partially in the usage phase. This means that subscription pricing between a supplier and a customer 
in production industries can be divided into two central phases with different terms and conditions. First 
phase is the sales phase in which a subscription contract is worked out between the supplier and the customer. 
This contract must specify the underlying pricing model, the pricing components, and the pricing metrics 
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[13]. After conclusion of the contract, the second phase is the usage phase of the customer. Within this phase, 
the solution provided in a previously defined cycle and the resulting value-in-use are priced on a recurring 
basis. Therefore, the prices are calculated based on the recorded data of the customer according to the 
conditions specified in the contract. Through this mechanism, it is possible to realise an a posteriori pricing 
based on the value-in-use at the customer. On the one hand, pricing must create incentives for continuous 
improvement for the supplier and on the other hand, the dynamically changing value-in-use of the 
continuously adapted solution must be recorded based on customer data. Therefore, pricing in subscription 
models within the usage phase is a flexible and iterative process [4,5].  

Figure 1: Phases of pricing in production industry (own figure) 

Smart-product-service-systems in subscription business represent a complex integrated customer solution 
consisting of product, service, and smart services, which are individually tailored to a customer [1]. A novel 
aspect of subscription business compared to existing value-based pricing from the production industries 
[11,12], is that these represent individual solutions from the perspective of the customer. This involves taking 
on the technical and economic risks from the customer. In this context, the customer is offered the 
availability, the usage, the result, or the success with the offered solution  [10]. In order to perform pricing, 
it is necessary to determine how the provided solutions are individually perceived by the customer [14]. A 
central feature in this regard is the measurement of the value-in-use. This value, which is mainly referred to 
conceptual approaches for the evaluation of value propositions of services, is not used in operational 
approaches for pricing [15,16]. In practice, companies have difficulty in identifying and quantifying the key 
value drivers for individual customers. Moreover, value-in-use is inherently phenomenological, meaning 
that at one customer, different stakeholders evaluate the value of the same solution differently [15]. This 
implies that the value assessment for pricing must be based on defined and measurable data [16]. 
Additionally, for subscription business, the selection of the pricing model and the pricing metric is 
significantly more complex than in the transactional business. The conventional price metric in transactional 
business reflects the logic of exchanging a product for a fixed one-time price [9]. To capture customer and 
supplier requirements, the price metrics in the subscription business are usually multi-dimensional and a 
price is composed of fixed elements as well as variable elements [13]. In particular, the variable component 
could be linked to the operational data of the customer. A supplier has a high degree of freedom in 
determining the price dimension and price metrics, by means the design represents a complex decision-
making situation [9,8]. For this purpose, the way of data recording and including in the pricing must be 
specifically defined. Until now, existing approaches do not link price metrics with specific data from 
industrial operations of a customer.  In summary, to achieve the objective of this paper, the comprehensive 
extension of current value-based pricing approaches is necessary. Therefore, the process model to be 
developed goes beyond the existing research by addressing both the sales and the usage phase for 
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subscription business models. In this context, novel functions and activities for pricing of smart-product-
service-systems in subscription business for production industries must be defined. 

3. Research method and framework 

For the development of the new process model, the research method of modelling is used. The method 
follows the approach of systems engineering and the principles of orderly model design [17]. For this 
purpose, the method is based on five key principles. 1. Principle of accuracy: The model must have semantic 
and syntactic correctness. 2. Principle of relevance: Only the essential aspects that provide a benefit for the 
task should be included in the model. 3. Principle of clarity: The model must be understandable and intuitive 
for a user from the practice. 4. Principle of comparability: The recommendations of the process model for 
pricing must also be usable independently of the application of the model. 5. Principle of systematic 
structure: The model should have defined interfaces to corresponding models.  

For designing a process model for the operative execution of business processes in compliance with these 
key principles, frameworks are used in research practice. Frameworks define connections among individual 
elements of the methodology on a high level of abstraction and arranges them in a hierarchy or sequence 
[17]. To develop such a framework, relevant elements from processes of existing pricing approaches provide 
the basis. A structured literature research was carried out to identify relevant existing process models. As 
result, approaches for pricing of subscription were identified. Most of these approaches [18,13,19,6] are 
primarily designed for pricing in subscription business in the software industry. Therefore, approaches for 
value-based pricing from the transaction business of the production industry are included as well [20–22,11]. 
The analysis of existing approaches revealed a consistent pattern regarding the content and process of pricing 
(s. figure 2). Although the approaches differ to some extent in their scope and design, the elements of all 
models can be clearly assigned to a higher-level process framework. This process framework contains of the 
four superordinate elements reference basis, value assessment, price dimension and price metric.  

Figure 2: Definition of the framework for the process model to be developed (own figure) 

The first element is the reference basis in which the offered solution is recorded, defined, and described. 
This element is particularly important for complex solution offerings in the production industry [11]. In 
value assessment, a recording of the value of the solution from the perspective of the customer and the 
supplier is conducted. For the customer, this is defined by the value-in-use [9,23]  and for the supplier by the 
customer lifetime value [24].The price dimension describes a qualitative logic between the value of a 
solution and the charged price for the customer [13,10]. The definition of price elements is conducted, that 
relate a monetary equivalent to an offered solution component that is accepted by both parties [9]. The price 
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metric establishes a quantitative relationship between the charged price and the data-based performance 
parameters from the customer [13]. Through a specific calculation mechanism, the charged price for the 
solution is quantified with the data. 

4. Development of a pricing approach for smart-product-service-systems  

In this chapter, the process model for pricing in subscription business for production industries is derived. 
To this end, chapter 4.1 develops the eight process steps of the process model based on the subscription and 
pricing characteristics. Subsequently, chapter 4.2 characterises the individual process steps with features and 
properties. 

4.1 Process model for pricing in subscription business for production industry 

The process model to be developed is formed by the previously developed framework for pricing with the 
four elements reference basis, value assessment, price dimension, and price metric as well as the two phases 
of pricing for subscription business, the sales phase and the usage phase. The two phases are divided by the 
signing of the subscription contract. The steps of the usage phase are repeated over and over when the 
subscription is renewed. As the subscription model in many cases is constantly modified, the steps of the 
usage phase are continuously processed and flexible [4,5]. During both phases, each element of the pricing 
framework is relevant and addressed by requirements and tasks. The process model contains an objective-
based business process with a detailed workflow logic consisting of eight process steps a supplier in practice 
performs to determine the specific price for a smart-product-service-system (s. figure 3).  

Figure 3: Process model for pricing in subscription business (own figure) 

The objectives within each phase result from the elements of the pricing framework, the information and 
data available at the phase, and the characteristic features of subscription business models [2]. The 
characteristic feature of reference basis is the continuous increase in value through performance 
enhancement. The offered solution is oriented to the value-in-use for the customer. The supplier is focused 
on integrating the solutions into the value creation processes of the customer. A solution is provided 
individually for a customer and is based on the individual requirements of a customer. The sales phase begins 
with the design of individual service-systems as a solution that is tailored to the customers’ needs. During 
the usage phase, the solution is continuously optimised on a higher customer value by the continuous 
adaption of the service-systems. In value assessment the characteristic feature is the knowledge of 
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individual customer value and needs. To address individual value propositions, an evaluation of the value 
proposition is conducted in the sales phase. A digital access to the customer in the usage phase enables 
recording of individual usage data. This provides the supplier an in-depth knowledge of the of the customer 
for the calculation of the value-in-use of the customer. Characteristic feature of the price dimension is an 
integrated, continuous, and participatory value creation. A long-term, participative co-creation is established 
between the customer and the supplier. The basis for this is established by selecting the right pricing model 
in the sales phase. In order that the customer profits by improving the performance processes and the supplier 
profits through an increase in revenue of the customer, an optimisation of the pricing model needs to be 
conducted within the usage phase for the exploitation of bilateral benefits. Characteristic features for the 
price metrics are periodic payments based on generated value. Within the sales phase a contract is designed 
that specifies the price components and the reference basis for the chosen pricing model. The continuous 
transfer of the solution from the supplier to the customer takes place in the usage phase. In return, the 
customer pays periodic fees to the supplier that are linked to the provided value. For invoicing the price 
metrics, the data of the defined price reference basis are recorded, and the price is calculated and charged 
for each payment period. 

4.2 Properties of the process model for pricing in subscription business 

Based on the defined process model, properties for each step are derived and defined in the following. These 
properties structure the tasks within each phase. An overview of the properties within each step is shown in 
the following figure (s. figure 4). 

 
Figure 4: Properties of the process model for pricing in subscription business (own figure) 

1. Design Service-Systems: The process of pricing starts with the customer and their needs. The supplier 
must perform an assessment of the individual customer needs. For this purpose, a supplier must analyse and 
understand the objectives, processes, resources, and activities of the customer [25]. The second sub-step is 
to transform the individual customer needs into a concrete solution specification [25]. Based on the 
specifications, products, services, and smart services must be generated for the design of integrated service-
systems for the customer. For the successful design of product-service-systems, Belz defines six design 
principles. These are the integration principle, the principle of accounting, the participation and explanation 
principle, the evolution principle, the long-term principle, and the relevance principle [14,12]. Products, 
services, and smart services are subsumed under a superordinate customer solution, which is integrated into 
the customers value chain in relational processes [25]. The service-system is provided to the customer as a 
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solution-as-a-service that meets his requirements. Products act as a distribution channel for the provided 
solution [15].  

2. Evaluate Value Proposition: According to the service-dominant logic, a supplier alone cannot offer 
values to a customer, but only value propositions. Value for the customer arises from the co-creation of value 
in which both the customer and the supplier are involved [15]. To record the customer-specific value 
propositions, it is necessary to identify which preferences and objectives the customer has in the dimensions 
of efficiency, cost, and quality [3]. In the next sub-step, relevant customer data for the quantitative 
assessment of this value propositions must be identified and recorded. This data is used to determine a 
reference point before the subscription solution is provided to the customer [21]. Based on usage data from 
other customers of a comparison group, a quantitative assessment of the expected customer value income 
must be carried out [3]. Smart-product-service-systems in the production industry that include investment 
products involve associated risks for the supplier in the form of counterparty default, market price, and 
operational risks. Analogously to customer value, a quantitative assessment of the supplier risk must be 
carried out based on available data [1].  

3. Select Pricing Model: The choice of the pricing model has a major impact on customer and supplier value 
realisation. To select the price dimension, an evaluation must be carried out, where a matching of the 
customer’s value and the supplier’s risk is made [23]. On the one hand, taking on promises of higher value 
leads to more customer value and on the other hand, taking on more risks of the customer can lead to high 
costs, if the supplier cannot influence them [10]. For the offering in subscription models, a distinction can 
be made between four different solution types. These successive types define the offer of availability, usage, 
result, or economic success for the customer. The definition of the value-based price dimension is conducted 
by selecting the offered solution type. The selection of adequate pricing models is then carried out in 
accordance to this. For the availability type, the price is taken for the available time of the solution (e.g. flat 
rate). In the usage type, a price is linked to used time units (e.g. pay-per-use). In the result type, a price is 
based on the produced unit (e.g. pay-per-output) and in the success type, a price is based on the increase in 
performance (e.g. profit sharing) [10].   

4. Design Contract: For the continuous payments in subscription models, there are different options for the 
supplier in terms of pricing components. For the determination of the dimensionality of the price metric, a 
differentiation can be made between one-dimensional metrics with a variable or fixed component, two-
dimensional metrics with a variable and a fixed component, and three-dimensional metrics with an additional 
component at the beginning of the subscription [13]. The selected price models need to be designed using 
price metrics based on customer-specific data [9]. Criteria for the definition of the parameters for pricing 
metrics are goal orientation, stakeholder-driven, and simple measurability [9]. The sales phase completes 
with the determination of contract and invoice terms. For the invoice terms, a distinction can be made 
between ex-ante billing and synchronized ex-post billing. Synchronized billing is particularly suitable for 
pricing based on the usage data from a customer [13,11]. 

5. Adapt Service-Systems: The supplier integrates the solution forward into the value creation process of 
the customer to link the processes of the two stakeholders [10]. A continuous analysis of individual customer 
needs is required. The supplier aligns the services, resources, and processes to these needs. Additional 
solutions are configured under continuous supplier integration into the customer processes. Both the supplier 
and the customer provide data, resources, and activities as co-producers [15]. Criteria of successful supplier 
integration are the focus on benefit processes, benefit development at the point of use, the integration 
paradigm, the interaction paradigm, and the combined push-pull principle [15]. The aim is to offer optimised 
solutions to the customer in close cycles of performance optimisation.  To achieve this, conclusions are 
drawn about the actual usage behaviour of the customer within an iterative, data-driven learning process. 
Based on that customer insights, a data-based performance modification is carried within continuous releases 
[3].   
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6. Calculate Value-in-Use: Using KPIs, strategic success factors of a company can be quantified. KPIs 
serve for operationalisation, specification, stimulation, management, and control functions. For pricing, 
these indicators are primarily used to operationalise and specify the value-in-use [6]. To do this, KPIs and 
data must be determined for the quantitative value assessment of the customer. The data for this mostly 
comes from the systems and processes of the customers and from parameters that are defined specifically 
for the calculation of the KPIs. As a further factor, the profitability of a business must also be ensured by 
taking risks into account [9]. Here, suitable data and KPIs must be determined for risk assessment as well. 
In this context, data for cost recording from the internal systems of the supplier play a key role [9]. The 
factors for the value and risk assessments merge into the Customer Lifecycle Value. This sums up all 
incoming and outgoing payments within a customer lifecycle and reflects the potential of a customer for a 
supplier. The individual measurement of the customer lifecycle value represents the central strategic 
parameter for the decisions of pricing in the usage phase [24]. 

7. Optimize Pricing Model: The price metric provides the operational link between measurable KPIs and 
the price [9]. For this, an assessment basis as a logic of linking the individual KPIs with the price model 
plays a central role. An assessment basis for the data-based evaluation of the pricing model consists of 
systematised data types [13]. The pricing for availability and usage-based pricing models requires data from 
the machine, output-based price models require data from the performance process of the customer, and 
success-based price models require business data from the customer [23]. Following this, the design of 
mechanisms for pricing model optimisation must take place by identifying potential win-win situations by 
adjusting the price model. To determine improved price points for price elements, the expected additional 
value-in-use of the customer must be determined in monetary terms [21]. For this purpose, the financial 
effect of an improvement of an operational key figure of the customer must be determined and transferred 
to a single price unit of the price metric [3]. The pricing point is to be set that a supplier only gains a price 
premium from its customer when the KPIs increase [3]. For the implementation of mechanism for pricing 
model optimisation, the measurable added value for the customer and thus the theoretical willingness to pay 
cannot be fully skimmed in practice but only a part of the added value should be monetised [13].  

8. Invoice Price Metrics: To record variable value-based price parameters, the active integration of 
customer-specific data is required to determine the level of the price. This requires the linkage of pricing 
processes from the supplier with the cyber-physical systems of the customer [9]. By using these systems, the 
supplier records data such as machine hours, output quantity or energy consumption in the use phase of the 
customer. To ensure a structured data acquisition for price calculation structures and processes must be 
created to transfer the data from the customer for the pricing processes of the supplier. The formula and the 
method for the calculation of the price is property of the price metric [6]. In the contract is the way how the 
customer pays for the solution and the frequency for the periodic payment defined. With periodic invoicing 
of the price for the offered service-system, the data-based charging of fixed and variable parameters is 
possible [13].  

5. Conclusion 

Manufacturing companies in the production industry increasingly provide their products, services, and smart 
services as integrated solutions within subscription business models. This enables suppliers to establish a 
close, long-term partnership within the usage phase of the machine. The objective is to facilitate a win-win 
situation for both the customer and the supplier, in which a customer receives an increase in value through 
continuous data-based optimisation of the offered solution, and the supplier receives continuous revenue 
from a customer that depends on the value of the customer. To achieve this, the charged price by the supplier 
must be related to the added value for the customer. The digital available data of the customer enable to form 
such a pricing based on value-in-use. However, most approaches for value-based pricing for the production 
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industry focus on transaction-based business. This approach allows only an a priori assessment of the 
anticipated value. The actual value-in-use for the customer and therefore an incentive to the supplier to 
continuously improve the solution is not created. Accordingly, suppliers in practice do not use a structured 
process for pricing. As a result, suppliers lack knowledge regarding the way they should offer their solutions 
or fail to fully exploit the potential for optimising the value they provide when offering their solutions.  

Therefore, this paper proposed a novel process model for pricing smart-product-service-systems based on 
the value-in-use of the customer for subscription business in production industry. Using the structured 
modelling approach, a model framework for subscription pricing is developed and subsequently equipped 
with concrete process steps and tasks within these process steps. The framework for this is an abstracted 
business process of pricing with the four elements reference basis, value assessment, price dimension, and 
price metric as well as two consecutive phases of the subscription business, the sales phase and the usage 
phase. To provide a practical method to an operator, a process model with eight consecutive process steps is 
derived within this framework based on the characteristics of subscription business models. Each of these 
process steps is assigned with concrete tasks and characteristics for the process specification. This allows 
suppliers to use the presented process model as a blueprint for developing new or adapting existing pricing 
processes for subscription business. The approach enables suppliers to establish a standardisable and 
successful long-term pricing for the subscription business. This offers opportunities for both suppliers and 
customers in the production industry to strengthen the competitiveness through close and profitable business 
relationships and to develop new growth potentials. From a scientific point of view, the approach offers a 
novel, operationally oriented process model for pricing, which enables value-in-use to be considered based 
on an a posteriori pricing. 
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Abstract 

Existing as well as new production systems need to adapt to meet increasing requirements of global, volatile 
markets. Companies aim to keep their production systems physically changeable while at the same time raise 
their level of digitalization. The human is a key aspect in the design process of production systems. Humans 
can only systematically develop suitable solutions if they have the necessary competencies to make reliable 
decisions. A promising approach to teach the required competencies is the use of gamification in form of 
learning factories. Approaches for learning factories addressing either digitalization or changeability are 
already described in literature. Although it lacks an examination on how to teach competencies in a learning 
factory environment, it enables participants to use digitalization methodically to promote changeability in 
production systems. This paper describes the required competencies regarding the implementation of 
changeability in production systems as well as competencies to support changeability making use of 
digitalization. In addition, it presents a concept for a learning factory workshop. Each round describes a new 
external impact on the production system that needs to be actively addressed by implementing interactive 
solutions containing digitalization as well as changeability methods. 

 
Keywords 

Learning factory; Gamification; Changeability; Digitalization; Competencies 

1. Introduction 

In the course of the digital transformation and increasingly volatile markets, companies have to digitalize 
their production systems while at the same time remain capable of change. A central point in the design of 
such systems are the professionals creating the production system, who can only systematically work out the 
creative process of the conception if they have the necessary competencies. One promising approach is the 
use of learning factories to teach the required competencies. These small-scale factories provide learners 
with the opportunity to actively take part in implementing and improving production processes in a realistic 
environment and to experience the results of their decisions without delay. The content learned in this way 
does not represent a mere extension of technical expertise but aims on developing competencies in dealing 
with methods and situations. These competencies can then also be applied on an industrial scale with little 
transfer effort [1]. Depending on the purpose and orientation, learning factories teach a very specific subarea 
of engineering, whereby the tasks to be solved are always derived from real problem situations and therefore 
equip learners with the tools to react immediately to such problems in real life situations [2]. 
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The global digital transformation and the associated megatrends are creating a continuously changing market 
situation that is forcing companies to constantly adapt their production systems and, ideally, design them to 
be capable of change [2]. Varying customer requirements, changes in legislation and short-term strategical 
adjustments are examples of internal and external influences that force companies to transform their 
production systems constantly [3]. At the same time, digitalization is putting pressure on manufacturing 
companies. To operate efficiently, quickly and thus competitively, companies require digital support 
processes.  

As mentioned above, professionals face the task of designing future production systems to be both 
changeable and digitally supported. To be able to do this, they need access to training that enables them to 
acquire the necessary skills and competencies. Literature shows that the focus of most learning factories, 
operated at corporate or university level, is on lean management workshops and demonstrating how 
digitalization technologies can be implemented to support lean manufacturing [5,4]. Although changeability 
has already been implemented in the form of modularized assembly workstations [6], literature on existing 
learning factories does not contain any examples that explicitly address the proactive design of changeability 
supported by digital transformation technologies. A description of a learning factory on changeability 
supported by digitalization technologies can help to improve the training of professionals who design future 
production systems. 

The subsequent section describes the basic function of learning factories and the way of teaching 
competencies. Furthermore, it gives a brief overview on changeability in factories and digitalization 
indexing. It provides the framework for the analysis of the needed competencies to improve changeability 
in a factory, supported by digitalization technology in section three. Section four presents the learning factory 
workshop concept that has been developed. Lastly, the conclusions of the paper are summarized and future 
research possibilities are outlined.  

2. Theoretical foundation on learning factories, changeability and digitalization 

2.1 Learning Factories 

Learning factories give participants the opportunity to actively engage in the implementation and 
improvement of production processes in a realistic environment while experiencing the results of their 
decisions without time delay [7]. Learning factories originate from the derivation of the principle of 
university clinics in the medical field [5] whereby both the high practical relevance of the students and the 
direct proximity of research to daily practice were taken into account. Although the term "learning factory" 
was first used in a research proposal by a consortium led by Penn State University [5] the literature agrees 
that the movement for the widespread use of learning factories originated in Central Europe, and from there 
expanded around the world [5,8]. A distinction is made between learning factories for research purposes and 
those for the education and training of professionals [5,4]. This paper considers only the teaching component. 
Depending on the purpose and orientation, learning factories teach a very specific part of engineering, 
whereby the tasks to be solved always derive from real world problems and therefore equip the learners with 
tools for immediate reaction [2]. As a result, learners develop professional competencies while remaining in 
a non-risky environment [9]. The approach of physically experiencing a learning process promises a 
significantly deeper anchoring of the imparted information as well as more joy in the learning process 
[11,10]. Another major advantage of learning factories is the fact that experimental learning is demonstrably 
more suitable for generating knowledge [12]. The lack of consequences of errors for ongoing business 
processes in the real environment clearly promotes curiosity and the willingness to experiment in learning 
factories. In their paper "Digital Learning Factories: Conceptualization, Review and Discussion" Haghighi 
et al. [10] break down four central areas of a learning factory in industrial engineering, on which this paper 
is based. 
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1. Gaining an experience of different concepts and principles of production systems. 
2. Gaining an experience regarding working with machines, tools, or physical equipment in the 

factory. 
3. Obtaining social experiences such as group work and the ability to confront upcoming challenges. 
4. Gaining an experience of working in realistic production environments and the meaning of situated 

cognition which is bodily involvement. 

The last two areas listed are sufficiently documented in literature in the general context of learning factories 
[6]. Therefore, this paper is limited to the principle of changeability in production systems and the use of 
digitalization technologies as tools needed to improve changeability.  

The majority of existing learning factories currently address topics of lean management as well as how to 
deal with digital transformation technologies [5,7,13]. In a recently published study Martinez et al. show the 
rapid increase in publications dealing with learning factories since 2015 [6]. In the field of changeability 
these papers address for example the general handling of volatile market conditions [14], reconfigurable 
assembly processes [15] or building capabilities for agility in learning factory settings [16]. In the field of 
digitalization, the number of populations is larger. Lozano et al. examined 70 papers on digitalization and 
point out that 65 of them contain the term cyber-physical-system [17]. Common concepts and technologies 
such as RFID, digital milkrun, pick-by-light and how to teach the appropriate skills in using these 
technologies are already well documented [18]. In their paper "Digitalization as a catalyst for lean 
production: A learning factory approach for digital store floor management", Meissner et al. analyze the 
influence of digitalization on lean management topics, whereby adaptability is only mentioned briefly [19]. 
A more holistic approach is presented by Graz University of Technology in their LEAD (Lean, Energy 
efficient, Agile and Digital) learning factory. They describe the following requirements as prerequisites for 
building a learning factory for transformability: (1) Holistic case framework including a comprehensive 
image of the value chain, different types of external uncertainties and customer needs; (2) Access to 
ecosystem data; (3) IT systems (hardware/software) to process data; (4) Modular and flexible production 
setup and (5) Multiple case scenarios [14]. The combination of changeability and digitalization in a learning 
factory environment has not yet been deeply investigated. The authors used the value chain of the lean 
management learning factory already existent, allowing access to the ecosystem data and IT systems. 
Therefore, the concept in this paper focuses on changeable production setups and developing game round 
scenarios. As described below, some basics on changeability and digitalization are required to enable the 
creation of a tailored concept for a learning factory workshop.  

2.2 Changeability 

Changeability is defined as the ability to make short-term, but at the same time economic, technological, 
logistical, organizational and personnel changes that exceed the flexibility held in reserve, when the need 
arises [3]. The majority of changes themselves in a production system take place in the dimensions of the 
number of units, quality, time, product and cost structure [19]. Turbulences in the environment of a 
production system act as so-called change drivers, which are defined as internal or external influences that 
force a production system to change through their direct influence [3]. Examples of change drivers are: 
changing customer requirements, changes in legislation or internal strategy changes. The literature 
distinguishes between three classes of change drivers: target drivers, element drivers, and number-of-units 
and variant drivers, which have different effects on the production system [3]. These drivers are contrasted 
by the change enablers. The primary change enablers are universality, mobility, scalability, modularity and 
compatibility [20].  

Universality describes the ability of man and machine to manufacture a wide variety of products and variants 
and their usage in changing tasks. Mobility describes the dynamic movability of objects within a factory. 
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The design of the objects allows them to be rearranged in a short time by means of rollers or by using an 
overhead crane. Scalability can be considered as the property of a production system to be able to expand 
and reduce its own capacities in spatial, technical and personnel terms. Modularity is understood as the 
ability of a production system to provide standardized units that can be exchanged for other, equally 
standardized parts as required. Finally, the change enabler compatibility creates the basis for networking 
individual units and devices within the production system by providing interfaces [20]. Meyer-Schwickerath 
et al. proposed a framework for the development and evaluation of response strategies to counter change 
drivers with the targeted use of change enablers [21]. It will be used later to identify certain competencies 
regarding changeability. Changeability per se, as well as the cited characteristics of change enablers, have 
so far been described only in terms of their physical characteristics. However, to adequately address 
constantly changing markets and the associated need for changeability, the digital aspects of change 
capability should also be considered [2]. 

2.3 Digitalization 

The field of digitalization in learning factories is broad. For finding competencies to support the 
implementation of changeability in production systems, this paper takes into account two major publications. 
On the one hand, the concept is based on the industry 4.0 maturity index [22], on the other hand it considers 
a study that aims for identifying and categorizing the 25 most relevant competencies for digitalization [23]. 
In the latter paper competencies were categorized regarding information technology, multidisciplinary, 
electrical, business administration and mechanical engineering. An explanation of the identified 
competencies is provided in the next section.  

Schuh et al. differentiate digitalization further and developed a model for classifying digitalization and 
industry 4.0 into so-called "benefit-oriented development stages" [22]. Stage 1 of the path describes the 
"computerization" of a company. Already widespread in most companies, computerization addresses the 
cost-effective, precise and low-error handling of routine processes, for example in the form of a computer-
controlled milling machine. The second stage of the development path is "connectivity," which involves 
networking the machines that work in isolation as part of computerization. The Internet is also part of 
connectivity and enables centralized control of production facilities spread across the globe. "Visibility" 
forms the third stage of the model and enables the operator of a production facility to collect real-time data 
using numerous sensors and a collection network. The aggregation of the captured data allows the production 
facility to be mapped as a "digital shadow" in a virtual environment where the current operating status of 
each machine can be viewed. The fourth stage of the development path is the application of the digital 
shadow to better understand the complex interrelationships within the company and thus gain "transparency" 
about the processes taking place. Derived from the transparency of the data, forecasts can be calculated in 
the fifth stage of the model, which simulate different future scenarios by specifying a probability. The sixth 
and final stage of the development path addresses the "adaptability" of a production system. This refers to 
the autonomous reaction of the system to internal and external influences and the independent application of 
automated and self-optimizing counteractions [22]. 

3. Methodology to identify game rounds for the learning factory concept 

Based on the existing structures, the learning factory concept in this paper is grounded on a well-timed 
production system that uses kanban for both material supply and order processing. However, to familiarize 
the participants with the full potential of digitalization technologies the production system works completely 
analog. The desired form of the learning factory is a production system, which, in accordance with the 
benefit-oriented development path, records all relevant production data, gains transparency of the processes 
from the data obtained and finally generates or independently initiates recommendations for action. In this 
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way, the system can respond early to drivers of change and is designed in a way that drivers can be countered 
within a very short time by changing the production system itself.  

To structure the conceptual design of the learning factory, the teaching objectives were defined based on the 
first two areas of interest referring to Haghighi et al. as mentioned earlier. In the area of changeability, the 
didactic objectives are the secure handling of the concepts of flexibility and changeability as well as the 
control loop of changeability according to Nyhuis [24]. They should have an understanding of different 
change drivers and their consequences for the system within the turbulent environment and the interactions 
between change drivers and change enablers.  

In the field of digitalization, the aim of the learning factory is to provide participants with a comprehensive 
overview of the technologies underlying the concept. Building on this theoretical foundation, the aim of the 
learning factory is to emphasize sufficiently the importance of connecting the available technologies with 
reference to each individual case. In addition, participants should have an understanding of the respective 
areas of application of the technologies and the actions required to use them effectively and efficiently. 
Lastly, a key point is to sensitize the participants to the possibility of a technical failure in digitally supported 
systems. Ideally, at the end of the learning factory workshop, participants will have a brief knowledge of the 
interaction between existing changeability and the use of digitalization technologies, both negatively and 
positively. Ultimately, the learning factory needs to enable the participants to independently design 
adaptable, digitally supported production systems or to improve existing systems through targeted actions.  

In the course of game rounds carried out in the learning factory, the participants will encounter different 
drivers of change that either make it necessary to use the implemented changeability or force the players to 
spontaneously transform the existing system. Optimally, they will then resort to the available digitalization 
technologies and use them as supporting change enablers to master the drivers.  

Therefore, in the conceptual design of the learning factory it is advisable to interpret the process backwards. 
Identifying the change enablers and their digital supporters serves as a starting point to derive the necessary 
competencies to handle them. This is followed by filtering from a catalog of change drivers that require the 
broadest possible spectrum of changeability competencies in order to be mastered. The first step is to record 
competencies relating to the general implementation and integration of changeability in production systems. 
The aim of the analysis is to create a competency catalog based on the matrix structure for evaluating 
technical-methodical competencies according to Abel et al. [9]. The second step is to identify competencies 
regarding the five primary change enablers as well as the three change driver classes enhancing the 
competency catalog. Step three is to include the competencies for exploiting the potential of digitalization 
in the context of the benefit-oriented development stages by Schuh et al. Next, a fictitious scenario is 
assigned to each potential change driver in a real-world environment, which could have an effect on the 
production system within the learning factory environment. Subsequently, the change driver scenarios are 
examined, evaluated and classified as applicable or non-applicable with regard to their feasibility in a highly 
simplified model environment as used in the learning factory. This is followed by the identification of four 
different entry scenarios of change drivers on the production system, which are examined as game round 
scenarios along the digitalization development path, which is needed to be able to recognize the change at 
an early stage in the game round. In preparation for the dynamics of participants, possible options for action 
for each changeability scenario are being identified.  

In accordance with the procedure described above, the following section develops a catalog of competencies 
for changeability supported by digitalization in a learning factory environment. 

4. Competencies on changeability and digitalization 
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For the documentation and description of competencies relevant to the professional field, the matrix structure 
developed by Abel et al. for the assessment of professional-methodical competencies is being used [9]. It 
subdivides a main competence (e.g. ability to perform a method) into several sub-competencies. Each sub-
competence is assigned the respective action, e.g. analysis of the actual process. Furthermore, required 
professional knowledge and underlying conceptual knowledge is assigned to each sub-competence. As an 
example: for the application of the Single Minute Exchange of Die (SMED) method, the knowledge of the 
concept and the knowledge of the purpose and area of application of the SMED method would be required 
accordingly as professional knowledge. In addition, process knowledge is required on how the resulting 
shorter setup times affect material stocks and throughput times. Finally, as conceptual knowledge, there 
needs to be the understanding that setup optimization primarily makes sense if the associated equipment 
represents the bottleneck in the production system [9].  

For the determination of the necessary sub-competencies in the field of changeability, the four design fields 
technology, logistics, organization and human resources were used [19]. Furthermore, the identified sub-
competencies are based on the procedure for developing and evaluating response strategies [21]. Table 1 
shows an example tuple from the competence catalog. The full catalog consists of 51 sub-competencies, 
categorized underneath Table 1.   

Table 1: Listing example from the competence catalog 

No. Partial competence Action Professional knowledge Process knowledge Conceptual knowledge 

1 Participants have the 
ability to identify the 
need for change 

Evaluate 
production 
system in 
terms of 
existing 
adaptability. 

Knowledge of the 
concept and general 
relationship between the 
production system and 
the environment. 

Knowledge of the 
implications of sufficient 
or insufficient 
transformability. 

Understanding that 
transformability only needs to be 
improved if it is not sufficient for 
potential drivers. 

 

A total of 35 sub-competencies in the field of changeability were identified and described in accordance with 
the matrix structure for assessing technical and methodological competencies. The sub-competencies were 
subdivided into the three competencies "Assessing changeability" (10 items), "Recognizing change drivers" 
(5 items) and "Using change enablers" (20 items). The sub-competencies for dealing with change enablers 
were further subdivided into the five enablers universality (4 items), mobility (4 items), scalability (3 items), 
modularity (5 items) and compatibility (4 items). 

The digitalization competency catalog consists of competencies relating to the classification and application 
of technologies in the context of the digitalization maturity index [22] as well as the 25 competencies most 
relevant for digitalization [23]. Latter were reduced to the five most relevant sub-competencies in the field 
of digitalization by means of a pairwise comparison. These include the fields of identification systems, data 
analytics, cloud computing, databases and network technology, from each of which a sub-competence was 
derived (5 items). Based on the Industry 4.0 maturity index, the six levels of the model Computerization (1 
item), Connectivity (2 items), Visibility (2 items), Transparency (2 items), Predictability (2 items) and 
Adaptability (2 items) result in a total of 11 sub-competencies.  

The catalog of competencies to be taught contains a total of 51 sub-competencies, broken down into the 
main competencies of handling changeability, change drivers and change enablers, supported by 
digitalization.  

5. Learning factory on digitally supported changeability in production systems 

For the implementation in a learning factory concept, it is necessary to bring the taught competencies into a 
logical sequence so that game events are understandable to the participants. Therefore, in the present case, 
it is necessary to integrate the concept of changeability into the game rounds, considering possible driver 
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categories. These drivers then need to be countered with a specific change enabler and, in parallel, it must 
be communicated how the different levels of the digitalization maturity index can help to recognize and 
initiate the necessary change.  

For the pre-selection of possible change driver scenarios, the exemplary change driver catalog according to 
Klemke et al. [25] is used for the preliminary selection of possible change driver scenarios. It distinguishes 
16 changeability drivers in eight categories being legislator and associations, customer and market, suppliers, 
employees, technology, competitors and miscellaneous. Each category gets assigned two exemplary change 
drivers, which are subdivided into ten element drivers, five number-of-units and variant drivers and one 
target driver. To address the reference to possible instabilities within the production systems, the failure of 
a digitalization technology is also included in the catalog as an element driver of the "Technology" category, 
resulting in a total of 17 change drivers. 

To examine the listed change drivers for their possible use in the context of the learning factory, each 
scenario is assigned an estimated time frame in which the driver will presumably influence the production 
system. Additionally, a scenario will be given that would be suitable for integration in the learning factory. 
The gradation of the assigned change timeframes is subdivided into less than two months, two to twelve 
months, twelve to 60 months, and timeframes of more than 60 months.  

Grouping the individual stages of the digitalization maturity index enables the entire development path to be 
demonstrated, starting from a completely analog production system in the first game round. In each of the 
remaining three rounds of the game, two stages of the development path are combined and implemented. 
The first game round only serves to convey the mechanism of changeability and socialization with the 
existing analog production system. Table 2 shows the structure of the identified game rounds and the 
respective driver scenarios within the rounds.  

Table 2: Structure of the identified game rounds 

R
ou

nd
 

Benefit-oriented 
development 
path 

Change 
driver Change driver scenario 

Change 
Enabler Digitalization actions Improvement actions 

1 Not digitized Changed part 
quality 

Only philips screwdriver 
is available, participants 
face slotted screws 
because no others are 
available. 

Modularity - Universal screwdriver 

2 Computerization 
& Connectivity 

New products 
from 
competitors  
 
Change in 
make-or-buy 
strategy  

Competition has 
individual license plates, 
initially sales slump, but 
then goes up again when 
individual license plates 
can also be attached. 

Scalability 
Universality 

Participants write small 
program to enable 3D 
printer to print rims on a 
conveyer for mass 
production. The 
implement their program 
into the MES software. 

Use production 
machine rims (3D 
printer) for license  
plates  
Reduce employees  
first, then increase 
again 

3 Visibility & 
Transparency 

New/changed 
requirements 
for product 
properties  

SUV is requested by 
customers, requires 
different undercarriage 
chassis. 
Customer requests more 
transparency on 
traceability. 

Universality 
Mobility 

Participants develop a 
KPI system by writing 
SQL-Queries that are 
directly displayed on 
their andon board while 
producing. 

Layout rearrangement  
Design vehicle base  
universally 
Move customer order 
decoupling point 

4 Predictability & 
Adaptability 

Sales figures 
slump  
 
Shorten 
delivery time  

New competitor on the 
market 
Company has to shrink 
healthily or switch to 
pure chassis production 
in a very short time, in 
order to survive. 

Compatibility 
Scalability 

Participants create a 
simple timeseries-based 
machine learning 
software that predicts 
customer demand on 
certain car variants. 

Layout rearrangement  
Use forecast on 
customer orders are 
more interested in 
other vehicles, but the 
chassis for the SUV is 
very popular, but must 
be manufactured with 
shorter delivery times 
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Depending on the round in the workshop, participants have to apply different change enablers to continue to 
operate the production system economically. Additionally, they have to implement a digitalization approach, 
in order to fulfill costumer demands. The driver of the wrong screws in round 1 can be countered by means 
of modularity, in which different bits can be added to the modular screwdriver. As this round only serves the 
purpose of teaching the basic principle of changeability, there will be no digitalization implementations. 
Round two involves converting the existing production system and using the existing 3D printer to produce 
license plates. To do so, they have to write a basic javascript software snippet, that connects the printer to 
the MES system in order to automate rim printing. As the sale related key performance indicators (KPIs) 
suddenly drop, participants must first reduce and then increase the staff employed by means of scaling. In 
round three, participants need to change the entire product design to create a modular base that is fitted with 
the respective chassis for normal vehicle and off-road vehicle at the end of the assembly process. The 
resulting change in layout is initially not possible due to bolted down workstations.  It must be possible to 
solve this problem by mobilizing the tables, for example by means of rollers [8]. In order to meet customer 
requirements regarding the transparency of the production and shipping progress, the group has to extract 
some KPIs from the MES. They do this by completing a short course on structured language queries (SQL) 
that enables them to build their own KPI-System from the MES data. KPIs are now displayed on an andon 
board throughout the whole game round, enabling the group to anticipate the shift in customer variant 
demands. Round four starts with the participants following up on how they determined the point of change 
in round three, based on their KPI system. Instructors provide the group with examples of supervised learning 
approaches based on free software to predict certain outcomes. Participants customize the given models 
according to their experiences from the game and the developed KPI system. The goal is to develop a system 
that predicts changes in customer demands based on data from the latter round. The driver of collapsing sales 
related KPIs, detected early by the new prediction system, leaves the participants with two options. They 
can either scale down the production system to produce the remaining vehicles in a more economical way 
or convert the entire production system to a chassis-only production.  

The aim of the game rounds is for the participants to perceive not only the basic mechanisms of changeability 
but also how the use of digitalization buys them time to be able to recognize and initiate a necessary change 
in reasonable time. To point out the weak points of these technologies, one of the technologies should be 
eliminated in one of the last two rounds to make the participants aware of their dependence on the overall 
function of the implemented IT systems. 

6. Conclusions and Outlook 

Designing changeable, digitally supported production systems requires certain competencies of the planning 
staff. Learning factories can help to acquire these competencies without influencing live production 
operations. For this purpose, the respective learning factories must be precisely tailored to the topics to be 
taught to enable the participants to gain the necessary competencies while playing. Existing learning factories 
address either changeability or digitalization. Systematic analysis of the field of changeability in combination 
with the stage model of the digitalization and industry 4.0 maturity index helps to understand the interactions. 
In order to be able to convey the leverage effect of digitalization technologies on the early detection and 
initiation of a change in a production system, a multi-round learning factory workshop is required. The 
process described in this paper represents an approach to communicating the topics of changeability, change 
drivers and change enablers in the context of digitalization. Follow-up tasks are to continue implementing 
the concept in practice, measuring the learning successes, and iteratively improve the learning factory 
concept. Additionally, the concept could be enhanced by integrating new technology like machine learning.  
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Abstract 

The seamless fusion of the virtual world of information with the real physical world of things is considered 
the key for mastering the increasing complexity of production networks in the context of Industry 4.0. This 
fusion, widely referred to as the Internet of Things (IoT), is primarily enabled through the use of automatic 
identification (Auto-ID) technologies as an interface between the two worlds. Existing Auto-ID technologies 
almost exclusively rely on artificial features or identifiers that are attached to an object for the sole purpose 
of identification. In fact, using artificial features for the purpose of identification causes additional efforts 
and is not even always applicable. This paper, therefore, follows an approach of using multiple natural object 
features defined by the technical product information from computer-aided design (CAD) models for direct 
identification. By extending optical instance-level 3D-Object recognition by means of additional non-optical 
sensors, a multi-sensor automatic identification system (AIS) is realised, capable of identifying unpackaged 
piece goods without the need for artificial identifiers. While the implementation of a prototype confirms the 
feasibility of the approach, first experiments show improved accuracy and distinctiveness in identification 
compared to optical instance-level 3D-Object recognition. This paper aims to introduce the concept of multi-
sensor identification and to present the prototype multi-sensor AIS. 

 

Keywords 

3D-Object recognition; Automatic identification; Computer-aided design (CAD); Direct identification; 
Multi-sensor identification; Natural identifiers 

1. Introduction 

Digitalisation and Industry 4.0 are far-reaching fields of action with great relevance for society, education 
and economy in all areas of life worldwide. The core of the ideas behind Industry 4.0 results from research 
and development activities in engineering or natural sciences which are closely linked to information and 
communication technology as well as automation technology [1]. One promising concept behind Industry 
4.0 is the seamless integration of the real world of things with the virtual world of information, widely 
referred to as the ‘Internet of Things’ (IoT) [2]. Tracing back the origins of this term, it can be found that it 
was already coined around the year 2000 by the founders of the original Massachusetts Institute of 
Technology (MIT) Auto-ID Center, which is nowadays part of the Auto-ID Labs research network [3]. The 
latter institutions conducted research on automatic identification (Auto-ID) technologies for industry aiming 
to establish the foundation for the IoT [2], and they identified Auto-ID technologies as an important 
technology for the future advancement of the IoT and therefore Industry 4.0. 
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2. Motivation 

In the context of industry, the term ‘automatic identification technology’ refers to a variety of techniques for 
the purpose of logistical goods identification within material flow systems, aiming to synchronise the 
information flow with the material flow by collecting identity information [4, 5]. Besides less known 
techniques, visual code identification (approx. 70%) and radio-frequency identification (RFID) dominate 
today’s applications [5]. Common to both techniques is the use of artificial features for the purpose of 
identification. Visual codes are applied to objects either by labelling (e.g., thermal transfer labels, etc.) or by 
direct marking (e.g., laser engraving, printing, etc.) [5-7]. For identification using RFID, active or passive 
electronic transponders are attached to objects, which are available in various designs (e.g., adhesive labels, 
press-in cartridges, etc.). Active RFID transponders differ from passive ones by an integrated power supply 
in form of a battery [7]. 

It is obvious that the utilisation of the above-mentioned artificial identifiers requires additional process steps 
for their attachment to objects. If an object itself is to bear such an artificial identification feature, its 
geometry must also be appropriate in size and shape, which must already be considered in its design phase 
and offers difficulties in application if the geometry cannot be adapted as is the case with functional surfaces 
for example. When going through different production steps, it may be necessary to remove previously 
applied artificial identifiers and afterwards reapply them to objects as they would be destroyed (e.g., painting, 
thermal treatment, etc.), also offering drawbacks in application. Active RFID transponders furthermore 
require maintenance in case their batteries have to be replaced. In conclusion, the use of artificial identifiers 
generates costly additional efforts and is not always applicable. 

Identification based on features that characterise objects by nature is referred to as ‘direct identification’ in 
the literature [5-8]. Natural identification features of objects are mass properties, geometry, surface 
structure/texture, colour/appearance and material [5-10]. Using these features instead of artificial identifiers 
eliminates the issues discussed in the previous paragraph. 

Modern machine vision (MV) systems can recognise three-dimensional objects from image data based on 
their appearance or geometry, known as ‘3D-Object recognition’ [11]. As a basis for the recognition, 
computer-aided design (CAD) models can be used, which serve to define known objects within a knowledge 
base [12]. However, these MV systems are only capable of interpreting visually perceptible characteristics, 
which limits their suitability for direct identification as they cannot distinguish based on the remaining 
natural identification features. As a consequence, the distinctiveness and accuracy of identification using 
3D-Object recognition are limited, which also limits possible application tasks. 

In industry, CAD models are widely used as virtual product models containing related product information 
[13]. In particular, the technical information, as a subset of the product information, provide details on the 
natural characteristics that can be used for identification purposes mentioned above [14]. CAD models are 
thus an ideal source for direct identification, defining industrial objects throughout the entire life cycle 
following the paradigm of product data management (PDM). 

This leads to the core idea behind multi-sensor identification, which consists of extending the perceptual 
capacity of MV systems for 3D-Object recognition by using further sensors to detect the natural identifiers 
not considered so far. The resulting multi-sensor automatic identification system (AIS) is thus no longer 
dependent on the use of artificial identification features, while at the same time offering higher potential use 
for identification tasks than MV systems.  

3. State of the art 

This section briefly summarises the state of the art in related fields and provides insight into the theoretical 
foundations of multi-sensor identification. 
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3.1 Existing approaches for direct identification 

While there are many approaches or technologies for indirect identification by means of artificial 
identification features, there are only a few approaches for direct identification by exploiting the natural 
features of objects, often referred to as ‘fingerprints’ [9]. 

Laser surface authentication (LSA) takes advantage of naturally and randomly occurring imperfections on 
the surfaces of objects to be identified. These imperfections cause diffuse scattering when exposed to a 
focused laser beam. This diffuse scattering, also known as laser granulation or laser speckle, captured by 
photodetectors arranged at different angles generates a pattern of the reflected intensity unique to the object. 
Applying statistical methods, a binary descriptor can be generated from this intensity pattern, which can then 
be used for identification similar to a human fingerprint [9, 15]. 

The characterization of grinding imprints by means of their roughness profile offers another possibility for 
direct identification. Due to the grain structure of grinding wheels and the wear occurring during grinding 
processes, random grinding patterns are created on the surfaces of workpieces. After recording such a ground 
surface with a high-resolution camera, descriptors can be generated by means of various algorithms. These 
descriptors can be used for identification and are also robust to perturbations like corrosion [10]. 

3.2 Instance level 3D-Object recognition based on CAD models. 

The recognition of three-dimensional objects from image data is commonly referred to as ‘3D-Object 
recognition’. In the literature, a basic distinction is made in terms of the level of recognition and the type of 
input image data used. Instance level recognition describes the identification of distinct object instances [11]. 
In contrast to category-level recognition, this means that an object to be recognized can be explicitly assigned 
to a known object within the recognition knowledge base. For the generation of this recognition knowledge 
base, which describes the objects known to the recognition system, CAD models can be used [12]. Numerous 
feature descriptors are available for both 2D and 3D image data. Due to the fact that the depth information 
in 3D image data provides higher quality, 3D feature descriptors are preferably used for recognition based 
on CAD models [11, 12, 16]. Most modern 3D feature descriptors encode surface normal information, that 
is obtained from point clouds [16, 17]. The development of such descriptors has been stimulated by the 
increasing availability and affordability of 3D sensors, that directly capture point clouds of objects. 

CAD models primarily describe the geometric shape of objects and appear in three different basic forms of 
representation: wireframe models, surface models and solid models [18]. By means of virtual rendering or 
sampling methods, these representations can be transformed into point clouds. 

For describing complete point clouds of objects or CAD models, global descriptors are particularly suitable. 
One very accurate and performant global descriptor is the clustered viewpoint feature histogram (CVFH) 
descriptor [16]. Global descriptors are the basis of global processing pipelines for 3D-Object recognition.  
The basic global recognition pipeline consists of the steps ‘description’ and ‘matching’, optionally six 
degrees of freedom (6DoF) pose estimation can be performed. In a preceding offline process, descriptors are 
generated for all point clouds of CAD models and saved as a recognition knowledgebase. The actual 
recognition takes place in an online process, which commences with describing the sensor point cloud of an 
object to be identified in order to generate a so-called scene descriptor. The latter is then matched against all 
descriptors of known objects within the recognition knowledgebase, where the quality of each match is 
assessed by means of a distance metric. If there is a sufficient degree of agreement between the scene and 
the knowledge base descriptors, an object is recognised. By performing the 6DoF pose estimation step, the 
three-dimensional geometric transformation that transfers the CAD point cloud to the sensor point cloud can 
be determined [19]. 
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3.3 Technical information within product models 

Product models in the industry comprise defining information for products. One subcategory of this product 
information is technical information, typically originating from product development. In particular, the 
geometrical and technological information within the technical information contain details regarding the 
physical features of products or objects [14]. 

CAD models are product models which are used in particular to store and distribute technical information 
[18]. There are many different data formats for CAD models, which differ greatly regarding their information 
content. Typically, CAD models contain the following technical information: geometries, mass properties, 
material properties. Some CAD models can serve as a basis for photorealistic rendering, which generates 
detailed information on their appearance or texture. 

4. Concept for multi-sensor AIS 

This section presents the generic process for identification based on natural identification features, a software 
processing chain based on it as well as a hardware concept for a multi-sensor AIS.  

4.1 Generic process of identification 

In the literature, there are only a few formulations regarding the process of identification (e.g. [20]). These 
formulations mainly focus on the superficial phases that are passed through to identify an object in a practical 
environment while neglecting the process of identification itself. For this reason, the formulation of a generic 
process of identification is necessary. 

Identification essentially consists of the assignment of identification features of an object to be identified to 
the identification features of a known object to retrieve associated identity information. The fundamental 
prerequisite for performing an identification is, therefore, an identification knowledge base (e.g., register of 
citizens) that defines individual identities by linking identification features (e.g., appearance from passport 
photo, height, eye colour, etc.) with identity information (e.g., name, address, etc.). Identity is therefore only 
valid within the framework of an identification knowledge base and can have different levels of uniqueness. 
The level of uniqueness of identity depends on the uniqueness of the identification features used. If several 
objects possess identical identification features (e.g., article number), they share the same identity (e.g., 
master data record) within the scope of the identification knowledge base. The identification features must 
therefore always be chosen with regard to the desired identification task and the required level of uniqueness. 

An identification knowledge base 𝐾𝐾 consists of 𝑗𝑗 pairs �𝑆𝑆𝐹𝐹𝑗𝑗 , 𝑆𝑆𝐼𝐼𝑗𝑗� which define identities (see Equation 1).  

𝑆𝑆𝐹𝐹 and 𝑆𝑆𝐼𝐼 describe sets of identification features and identity information with arbitrary length (see Equation 
2 and Equation 3). 

𝐾𝐾 = ��𝑆𝑆𝐹𝐹1 , 𝑆𝑆𝐼𝐼1�1, �𝑆𝑆𝐹𝐹2 , 𝑆𝑆𝐼𝐼2�2, . . . , �𝑆𝑆𝐹𝐹𝑗𝑗 , 𝑆𝑆𝐼𝐼𝑗𝑗�𝑗𝑗
�   (1) 

𝑆𝑆𝐹𝐹 = {𝐹𝐹1,𝐹𝐹2, . . . ,𝐹𝐹𝑘𝑘 }     (2) 

𝑆𝑆𝐼𝐼 = {𝐼𝐼1, 𝐼𝐼2, . . . , 𝐼𝐼𝑙𝑙 }     (3) 

The actual process of identification now describes the search for the pair (𝑆𝑆𝐹𝐹 ,𝑆𝑆𝐼𝐼) within 𝐾𝐾, where 𝑆𝑆𝐹𝐹 matches 
the feature set 𝑆𝑆𝑓𝑓 of an object to be identified (see Equation 4). 

𝑆𝑆𝑓𝑓 = {𝑓𝑓1,𝑓𝑓2, . . . ,𝑓𝑓𝑚𝑚 }     (4) 
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The above formulation of the generic process of identification is the basis for the multi-sensor identification 
procedure as several features are evaluated. This is not the case with state-of-the-art identification systems 
that rely on only one identification feature (e.g., label with identification number). In addition to the 
uniqueness of each individual identifier, a higher degree of uniqueness is created through the way several 
identification features are combined.  

4.2 Processing chain for multi-sensor AIS based on CAD-Models. 

The processing chain consists of an offline and an online process. The offline process generates the 
identification knowledge base from the CAD models, while the online process performs the actual 
identification. 

4.2.1 Offline process for identification knowledge base generation 

The inputs for the offline process (see Figure 1) are the CAD models of objects to be identified. For each 
CAD model, a descriptor for 3D-Object recognition is created after transformation into a point cloud. 
Together with the identity information (identification number and description), as well as the information on 
weight, colour/appearance and centre of mass location, these descriptors are stored in the identification 
knowledge base. The identification knowledge base is the result of the offline process and is subsequently 
provided to the online process. 

 

 
Figure 1: Offline process for identification knowledge base generation from CAD models; input (blue) output (green) 

 

4.2.2 Online process for multi-sensor identification 

The inputs for the online process (see Figure 2) are sensor inputs acquired from a scene containing an object 
to be identified as well as the identification knowledge base from the offline process. The inputs “Sensor 
point cloud” and “Sensor colour/appearance” can be obtained from 3D-Scanners. Regarding the inputs 
“Sensor weight”, “Sensor material” and “Sensor centre of mass location” a sensor platform can be used 
which is presented at a later stage. 

From the sensor point cloud, a descriptor for 3D-Object recognition is generated. Based on weight, material, 
and colour/appearance information the identification knowledgebase is prefiltered in order to only pass 
matching candidate objects to the “3D-Object recognition and 6DoF pose estimation” step. The descriptors 
of these candidate objects point clouds from the prefiltered identification knowledge base are then matched 
against the descriptor of the sensor point cloud in the sense of 3D-Object recognition. For the recognised 
object, an estimation of the 6DoF pose is carried out, which yields the geometric transformation in order to 
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transform the CAD point cloud into the sensor point cloud. By means of this transformation, a “Centre of 
mass validation” step can be performed. This step serves to compare the centre of mass location from the 
CAD model with the centre of mass location detected by sensors, aiming to further improve the accuracy of 
identification. After successfully performing all steps of the online process, the identity information 
originating from the identification knowledge base are available. 

 

 
Figure 2: Online process for multi-sensor identification; inputs (blue) outputs (green) 

 

4.3 Hardware concept for multi-sensor identification 

The concept for the acquisition of sensor inputs for the offline process consists of a structured-light 3D-
Scanner in combination with a sensor platform (see Figure 3). The 3D-Scanner captures the point cloud and 
colour/appearance of the identification object, which is settled on the rotary device of the sensor platform. 
The rotary device rotates the object to be identified during scanning in order to obtain a complete scan. An 
inductive sensor is used to detect the object’s material, which makes it possible to distinguish between metals 
and non-metals. Furthermore, the sensor platform consists of a weighing plate, which uses four force sensors 
to determine the weight and centre of mass location of the object. 

As Figure 3 indicates, three coordinate systems occur in this arrangement: The coordinate system of the 3D-
Scanner (indexed “S”), the coordinate system of the sensor platform (indexed “SP”) and the coordinate 
system of the object (indexed “O”). These coordinate systems are important for the “Centre of mass 
validation” step of the online identification process as geometric transformations have to be applied in order 
to compare the centre of mass location between the CAD model and the physical identification object. 
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Figure 3: Sensor hardware concept for multi-sensor identification 

5. Prototype implementation of multi-sensor AIS 

Based on the above concept, the prototype for multi-sensor identification was implemented (see Figure 4). 
An ‘HP 3D Structured Light Scanner Pro S3’ in combination with an ‘HP Turntable Pro’ were used for the 
structure light sensor and the rotary device. The sensor platform is a custom implementation based on four 
load cells with HX711 amplifiers and an inductive proximity switch connected to an Arduino Nano. The 
weighing plate with the force sensors attached to it is made of steel so that a 3D-printed mount for the 
inductive proximity switch can be slid onto it by means of magnets. 

Since 3D-Object recognition is computationally intensive, the above hardware was connected to a computer, 
serving as the main processing device. The software for the multi-sensor identification processing chain (see 
Section 4.2) was implemented using the programming languages Python and C++. In particular, the module 
performing 3D-Object recognition was implemented using the Point Cloud Library (PCL) written in C++ 
and then integrated into Python via the Pybind11 library. 

 

 
Figure 4: Prototype multi-sensor AIS with an identification object settled on the rotary device 

6. Experimental verification of prototype multi-sensor AIS 

For the experimental verification of the multi-sensor AIS, a set of 21 objects was compiled. Attention was 
paid to the fact that the objects vary in geometry, colour/appearance, weight, centre of mass location and 
material. From the set 16 objects were soda cans, differing in geometry (Ø67mm*115mm, Ø53mm*135mm, 
Ø67mm*115mm), colour/appearance (manufacturer specific design) and weight (full/empty). These soda 
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cans were selected to be difficult to distinguish, as sometimes only one identifying feature differs from 
another object. 

Using the prototype, 63 multi-sensor identifications were carried out, all of which were successful. The 
identification features were recorded reliably in all cases, leading to the appropriate identity information 
each time. On average, it took 3:08 minutes to identify one object by means of the online process. The main 
limiting factor here is the time needed for scanning, which is approximately 80% of the time span. 

As a result of the investigation, it can be stated that the implemented prototype and algorithm for multi-
sensor identification works well with the selected objects. The distinct identification of optically (geometry, 
colour/appearance) indistinguishable objects was always successful, which represents a clear advantage over 
conventional instance-level 3D-Object recognition systems in terms of accuracy and distinctiveness. There 
is still a lot of potential for more efficient software implementation and better hardware setup in order to 
drastically reduce the time needed for the identification process. 

7. Summary and outlook 

This paper introduces the concept of multi-sensor identification. Based on a newly introduced generic 
process of identification (see Section 4.1), a processing chain for multi-sensor identification using CAD 
models (see Section 4.2) is presented. A hardware concept for collecting multi-sensor information as inputs 
for the processing chain is described and implemented as the multi-sensor AIS prototype. Results of 
experimental verification proof the feasibility and effectiveness of multi-sensor identification. 

Further research is needed in order to improve the hardware concept and the processing chain. The use of a 
robotic arm with integrated sensors in the gripper for collecting multi-sensor information and the 
manipulation of objects to be identified in front of a 3D-Scanner is worth investigating. Furthermore, the 
presented approach could be combined with the existing methods for direct identification (see Section 3.1) 
to utilize these distinct identification features. Here, CAD models would be useful for defining the location 
of ‘fingerprints’ (see Section 3.1) on objects. Since some types of 3D scanners already have integrated high-
resolution cameras, using these identification features would not need any additional hardware. 
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Abstract 

The locations of many manufacturing companies are distributed globally. This has led to the development 
of historically grown global production networks whose structure is often very complex, not transparent and 
influenced by many factors. The high number, as well as the volatility of the influencing factors and 
dependencies in the network additionally, complicate the network configuration. As a result, adaptation 
needs and optimization possibilities are recognized too late or not at all. In order to enable early recognition 
of saving potentials, active monitoring and analysis of changes and dependencies of the influencing factors 
on the production network is needed. The necessary consideration of a multitude of influencing factors 
requires further tools to be manageable by the network planner. Therefore, databased methods can be used 
as support for the forecast and the determination of dependencies of influencing factors. In other research 
fields, regression analysis is an established method for a databased analysis. This paper focuses on the use 
of regression analysis in global production networks. It is essential for an accurate analysis, to choose the 
right regression method out of the many different types in existence. A systematic literature review is 
conducted to establish an overview of regression methods used in other research fields. A search strategy is 
developed and implemented and the key findings of the literature review are derived and evaluated. In the 
second step, a new approach for the pre-selection of suitable regression methods for the determination of 
interactions and forecasts in global production networks is proposed.  

 

Keywords 

Regression Analysis; Global Production Network; Influencing Factors; Network Design 

1. Introduction 

Globally located production sites are interconnected with material, information and financial flows [1,2]. 
The challenge for companies is to manage their interconnected network of locations effectively and 
efficiently [2]. The growing complexity of global production networks complicates the management of the 
network and its quick adaptation to changes [3]. To achieve transparency and subsequently to overcome the 
complexity, an understanding of the network is of importance. Global production networks are characterized 
and defined by a multitude of influencing factors [3]. These influencing factors include internal data (e.g. 
production cost, production capacity, etc.) and external data (e.g. changes in local taxes, inflation, 
competitor’s action, etc.) [4,5]. With a better understanding and forecast of influencing factors, predictions 
about the whole network can be made. This is why data-based analysis in global production networks is 
gaining importance [6]. A possibility for a data-based forecast of influencing factors is the use of regression 
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analysis. Regression analysis is a data mining class [7], used for not only predictions and forecasts, but also 
the determination of causal relations between dependent and independent variables [8]. The distinctive 
differentiation between regression methods is in linearity [7,9,10]. Regression is widely researched and 
implemented in other research areas, e.g., it has been used in forecast models for economic and financial 
models [11], as evidence in court cases and as support for legislation [8]. It is the most widely used statistical 
approach in medical research [12]. COE ET AL. present the parallels between global production networks and 
the global financial network and propose an integration of finance into the global production network 
research [13]. Because of its characteristics and a proven track record in other research areas, this paper 
investigates which regression methods can be used and how to select a suitable regression method in global 
production networks. Regression methods can then be used to determine the interactions and forecasts in the 
network, e.g., forecasts of costs or determination of interdependencies between production sites. 

2. State of the art 

This chapter presents the state of the art approaches in the determination of interactions and forecasts in 
global production networks. Until now, the main influencing factors have already been identified and 
described. ABELE ET AL. identify and describe the main influencing factors in global production networks 
[14]. Many other authors develop catalogues of influencing factors such as NEUNER [15]. In this context, 
some authors focus specifically on methodologies for the network configuration. UDE develops a decision 
support method for the configuration and evaluation of global production networks [16]. REUTER ET AL. 
develop a method to evaluate performance differences between manufacturing sites, the correlations between 
key performance indicators and site characteristics are analysed [17]. Some publications propose and 
introduce databased analysis and support for decision making in global production networks. VERHAELEN 
ET AL. develop a methodology to support product allocation in global production networks, with the use of 
different data mining methods [18]. SCHUH ET AL. present a software tool for the configuration and 
optimization of global production networks [19]. GÖLZER ET AL. investigate the configuration and design of 
global production networks using Big Data [20]. MOURTZIS ET AL. propose the configuration of global 
production networks based on smart decision making [21]. HOCHDÖRFER ET AL. use a clustering analysis on 
product portfolios for the reduction of the planning complexity in global production networks [22]. MOSER 
ET AL. approach flexible migration planning in global production networks with the use of the Markov 
decision process [23]. A further step with the use of regression analysis in global production networks was 
made by RITTSTIEG [24]. The author investigates the cause-effect relationships of a few influencing factors 
with multivariant and univariant linear regression [24]. The results are not compared to other regression 
methods and the author does not offer a selection methodology for different regression methods [24]. 
TREBER presents the increase of transparency in production networks with the improvement of disruption 
management through increased exchange of information [25]. For the analysis, the author uses three different 
regression models [25]. In conclusion, the literature review indicates that there is no scientific publication 
investigating the potentials and the use of regression analysis in global production networks. Neither is there 
an established method for the selection of suitable regression models in global production networks. From 
numerous applications in other fields, it will be investigated which regression methods have potentials for 
use in global production networks. 

3. Systematic analysis of suitable regression methods 

To answer the research question, a systematic literature review methodology according to BRAMER ET AL. 
is used [26]. Systematic literature review is a method, that is effective, when used to answer a broad research 
question, because it represents a proven tool for summarizing many primary studies on a predefined object 
of investigation [26,27].  
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As described in the methodology, according to BRAMER ET AL., firstly a search strategy was developed, then 
tested, optimized, and finally reiterated [26]. Every step of the systematic search strategy was documented. 
As the database for the search, Web of Science was selected, since its database is, in comparison to other 
databases, more extensive in the fields of engineering and natural science [28]. In the next step, base search 
keywords were defined, expanded with synonyms, and connected with Boolean operators. To achieve the 
most accurate thematic fit and to limit the number of possible results, only the abstracts of the publications 
were used in the search. The search term was tested and optimized with multiple iterations. The final search 
term was: 

𝐴𝐴𝐴𝐴 =  (𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  𝐴𝐴𝑁𝑁𝑁𝑁 (𝑎𝑎𝑟𝑟𝑎𝑎𝑎𝑎𝑎𝑎𝑟𝑟𝑟𝑟𝑟𝑟  𝑂𝑂𝑂𝑂 𝑚𝑚𝑟𝑟𝑚𝑚ℎ𝑟𝑟𝑜𝑜 ∗)  𝐴𝐴𝑁𝑁𝑁𝑁 (𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟𝑓𝑓𝑎𝑎𝑟𝑟𝑚𝑚 ∗
  𝑂𝑂𝑂𝑂 𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  𝑂𝑂𝑂𝑂 𝑟𝑟𝑟𝑟𝑚𝑚𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑎𝑎𝑎𝑎𝑚𝑚𝑟𝑟𝑟𝑟𝑟𝑟)) 

In the search, no timespan was defined, and all publication years were considered. The number of search 
results before filtering was 33.521.  

A filtration and refinement process was defined (see Figure 1). In the first search, the used parameters were 
open access of publications and English as the language of the publications. After this step, the number of 
search results was reduced to 14.558. In the second step the results were filtered by the following Web of 
Science categories to achieve a thematic fit: “mathematics interdisciplinary applications”, “computer science 
artificial intelligence”, “computer science interdisciplinary applications”, “operations research management 
science”, “computer science information systems”. The initial results were evaluated, and the number of 
results was 343 publications, with the average citation of the publication cited being 7,43. To further reduce 
the number of the results and to ensure a high impact-factor, the publications were filtered according to the 
number of citations. The number of citations in the final selection is 7 overall citations or higher. This yielded 
97 results. The list of publications was checked for errors and one publication was eliminated from the 
evaluation, because of unavailability. After the filtration and elimination process, the final number of 
evaluated publications is 96 (see Figure 1). 

  
Figure 1: Overview of the systematic literature review 

The publication year, of evaluated publications, ranges from the year 2003 to 2020. The total sum of citations 
is 2202 and the average citation is 22.94 per publication, ranging from 7 citations to 206 citations. The 
publications were published in 37 different journals and conferences. 

 

Search term in Web of Science:
(regression AND (analysis OR method*)  AND (forecast*  OR prognosis  OR interrelation))

Key findings:

 Out of 96 evaluated publications, hybrid and custom models 
are used in 48 publications.

 Hybrid and custom models achieve a higher accuracy, when 
compared to other established regression methods.

 No specific regression method, universally most suitable for 
all use-cases in global production networks, can be 
identified.

96 Publications
Published in 37 different journals 

and conferences.

Open-Access

Language

Impact-Factor

Category relevance
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Literature evaluation 

The 96 evaluated publications mostly focus on the implementation of the models and methods. One 
publication discusses how to choose the best forecast model. Other 95 publication either describe the 
development of a new model or present the implementation of a model. Figure 2 shows how many times a 
model is used in the evaluated publications, in some, multiple methods were used and presented. In the 
following section, methods and models used in more than one reviewed publication are presented and a few 
use-cases are highlighted. 

 
Figure 2: Summarized number of times the regression methods used in evaluated publications (N=96) 

Hybrid or Custom Model 

Hybrid or custom models are used in 44 publications. A hybrid model using both artificial neural networks 
(ANN) and support vector regression (SVR) proved a significant improvement in comparison to the use of 
a conventional ANN in a case for daily rainfall forecasting [29]. The hybrid model achieved the best result 
with filtering with single spectrum analysis. It was shown, that enumeration was more effective than 
correlation analysis since it can consider the nonlinear dependence between inputs and outputs [29].  

In financial market forecasting, a new hybrid model was developed by combining autoregressive fractional 
integrated moving average (ARFIMA) and long-short term memory (LSTM) [11]. LSTM networks are a 
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special kind of artificial neural networks. The prediction accuracy of the hybrid model was tested against 
autoregressive integrated moving average (ARIMA), ARFIMA and generalized regression neural network 
(GRNN) independently and showed 80% accuracy improvement [11]. With the high accuracy and reliability 
shown in the reviewed publications, hybrid and custom models offer the possibility to analyse any use-case 
in global production networks, since the model is adapted to the specific problem and is highly accurate. 

Multiple and simple linear regression 

A simple regression model is a linear regression model with a single response variable 𝑎𝑎 and a single 
independent variable x. Multiple linear regression is an expansion of the simple linear regression and is used 
when more than one independent variable is given. [30] 

A general multivariate regression model is a linear model consisting of 𝑘𝑘 independent variables and 𝑟𝑟 
response variables, it can be represented using a matrix [31]. Linear regression can offer a simple approach 
to the analysis of influencing factors in global production networks, when dealing with simple and 
homogenous linear datasets. Linear methods are generally more susceptible to outliers but can be made more 
robust by regularization parameters [10]. 

Support Vector Regression 

The support vector machines can be generalized to be used for regression. SVR is effective in real-value 
function estimation. It is a supervised learning method and it uses a symmetrical loss function, which equally 
adjusts high and low misestimates. The margin of tolerance is symmetrically placed around the function 
[32]. SVR have an excellent generalization capability with high accuracy of forecasts [32]. Due to its 
characteristics, it could be used to analyse influencing factors in global production networks with a complex 
and inhomogeneous dataset. 

Artificial Neural Networks 

The development of artificial neural networks was motivated by the information processing of the human 
brain [30]. An artificial neural network consists of neurons and connectors, which build a network. The 
classes of networks are mainly distinguished by the different network topologies and connection types, such 
as single-layer, multilayer, feed-forward or feed-back networks [30]. RUTH ET AL. use a robust ensemble of 
neural network regressors with smoothing of the output signal [33]. This composite of neural networks was 
tested against others in multiple competitions. Artificial neural networks are a possible method for the 
analysis of complex influencing factors and large datasets in global production networks. 

Regression Trees 

The regression tree can be considered a type of tree-based algorithm, with a continuous response variable 
[30]. In a publication, the M5P algorithm is used to create regression trees for improved earthquake 
prediction [34]. The M5P algorithm is a binary regression tree model where the last nodes are the linear 
regression functions that can produce continuous numerical attributes. It is a further development of the M5 
algorithm introduced by QUINLAN [35]. This tree algorithm can handle high dimensionality tasks. The 
regression trees method could offer a use case in the event prediction of influencing factors in global 
production networks. 

ARIMA 

The autoregressive integrated moving average (ARIMA) model is mostly used for time series forecasting 
models. WANG ET. AL use the ARIMA model for precipitation simulations [36]. ARIMA models are widely 
used to calculate monthly time series with yearly variations. The authors slightly modify the model to 
account for inter-monthly variations, which are, as the authors suggest, often ignored. This modification 
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improves the accuracy by 21%. It is concluded, that the ARIMA approach can be further improved with the 
use of neural networks and support vector machines [36]. This approach could be used for the forecast of 
influencing factors in global production networks since the model is fitted to time series data to better 
understand the data or to forecast data points. 

Cox Regression 

The Cox proportional-hazards model is a regression model, commonly used in medical research for the 
investigation of the association between the time, a specified event takes to happen, and other variables. The 
Cox regression approach has drawbacks since it does not enable the identification of interactions between 
variables [37]. KIM ET AL. propose an improved framework as an improvement to the traditional Cox model 
[38]. Although most of this method’s use cases are in the field of medical research, it could, with some 
modifications, be used in global production networks. 

Lasso Regression 

Least absolute shrinkage and selection operator (Lasso) is a regression method commonly used to model the 
predicted risk of a likely outcome. It has often been used in areas, where the number of potential predictors 
is large relative to the number of observations [39]. Lasso regression has been shown to outperform many 
standard regression methods in some settings. MA ET AL. introduce a new framework to forecast retail sales 
using a multistage Lasso regression [40]. The improved framework results in significantly higher accuracy. 
This method could be of use in global production networks when large influencing factor constructs are used.  

Logistic Regression 

The logistic regression uses a logistic function to model a binary output variable [41]. The logistic regression 
model uses logistic regression to predict the odds of the binary outcome [41]. EMPEREUR-MOT ET AL. use 
logistic regression to calculate activity probabilities in clinical virtual screening methods [42]. In global 
production networks, this method could be used, for the odds prediction of event occurrence. 

Gaussian Process Regression 

Gaussian process regression is used, to profit from the normal distribution. Its property as a machine learning 
method allows automatic model building based on observations. The result is a probability distribution of 
possible interpolation functions and the solution with the highest probability [43]. A Gaussian process 
regression model has been introduced for forecasting the time series of wind energy [44]. The possibility of 
the forecast of influencing factors makes it a potential method for use in global production networks.  

Naive Bayes Regression 

Naive Bayes is usually used for classification tasks and is often more reliable than more sophisticated 
classification methods [45]. Naïve Bayes can also be used for regression. FARD ET AL. introduce new models 
with high accuracy for event prediction in longitudinal data [46]. Due to the high accuracy shown in the 
reviewed publications, naive Bayes regression could, when adapted, be used for the analysis of influencing 
factors in global production networks. 

Key Findings 

The key findings presented in Figure 1 were derived from the review of the publications. Other research 
areas use different regression methods for different use-cases and specific data sets. There is no specific 
method, that prevails in the number of uses. Hybrid and custom models are used in 48 publications. These 
differentiate themself from each other in the combination of models used and the structure of the model as 
well as the result expected. The highest accuracy achieved models, which were adapted and customized to a 
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specific use-case or problem, because of their adaptation to the specific dataset and the expected result. 
Hybrid and custom models, which were compared in reviewed publications with other established methods, 
achieved a higher forecast and prediction accuracy. Because of different data sets, different influencing 
factors and different use-cases in global production networks, a universally best method for use in global 
production networks cannot be identified. Due to the different data sets of influencing factors, different 
regression methods could be most suitable for the analysis, with hybrid and custom models being the most 
accurate and most effort-intensive to implement. 

4. Selection of suitable regression methods 

As identified in section 3, there is no universally best regression method in global production networks. The 
analysed methods are suitable for different use cases depending on the data basis and the result requested. 
As accuracy is not the only criterion to be considered, a structured approach to the selection of a suitable 
model should be implemented. 

This paper proposes a novel methodical approach to the pre-selection of regression methods (see Figure 3). 
The pre-selected regression methods, reviewed in the systematic literature review, are used as support.  

 
Figure 3: Proposed methodology for the method pre-selection 

In the first step, all available internal and external data should be collected needed to describe a construct 
consisting of influencing factors, which were selected beforehand. Subsequently, the data is screened and 
reviewed and afterwards prepared for the analysis. If the collected data is homogenous, and there are little 
changes and outliers in data, and errors in forecasts are of little importance, a simple linear method or a 
method most convenient for the user can be chosen. Otherwise, a list of potential methods should be created 
and evaluated and structurally judged by experts according to criteria for a specific use-case. The criteria of 
YOKUMA ET AL. can be used as a guideline. YOKUMA ET AL. analyse two studies, where expert opinion, on 
the criteria for the selection of forecasting models, was examined and summarized in the following ranked 
list (from most to least significant): accuracy, cost savings from improved decisions, ease of interpretation, 
flexibility, ease of using available data, ease of use, quickly provided forecast [47]. 

Although accuracy is listed as the most important in the expert opinion, other criteria are nevertheless 
relevant and should be considered together in the selection and the development of new methods and models. 
For example, the aspects of convenience, market popularity, corporate guidelines and relative track record 
can be considered [48]. The criteria for the selection should be specific, weighted and can differentiate from 
use-case to use-case. In the creation of the list of potential methods, section 3 of this paper can be used as a 
guide, since these are the most relevant methods in other research areas in recent years. The best-rated model 
can be used, if the decisions made according to the analysis do not critical and standard model is sufficient. 
Otherwise, a new custom algorithm should be developed and tested against already established methods for 
accuracy and other selected criteria. The hybrid or custom models, used in reviewed publications, achieved, 
when compared to other algorithms, the highest accuracy. Potentially the highest accuracy in global 
production networks can be achieved with such a model. In the last step, the selected method should be 
implemented. The result of the implementation are forecasts and the relations between dependent and 
independent variables in the network.  
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5. Discussion and further research 

The findings from the systematic literature review suggest, that the highest accuracy for regression models 
is achieved with hybrid or custom models, which are developed for a specific problem. The publications, 
that used standard regression methods and models mostly modified them and improved them for the specific 
use-case. One of the key findings is that there is not a universally accurate and best regression method in 
global production networks. The accuracy depends on many variables. One of them is available data, the 
more data there is available, the more accurate the forecast can be [49]. The newly developed and modified 
hybrid and custom models were validated with the standard regression methods and achieved a significant 
improvement of accuracy. As a next step, a new approach to the selection of regression methods in global 
production networks is proposed. 

To apply regression methods in the context of global production networks, further research on the validation 
of the proposed methodology should be conducted. The influencing factors that have the most impact on 
global production networks have to be identified, characterized and defined. As a next step, a data mining 
model based on different regression analysis models for global production networks should be developed 
and implemented.  
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Abstract 

The integration of digital technologies to promote digitization is essential for the competitiveness of 
manufacturing enterprises. As part of the production process, the manual assembly is subject of this 
digitizing change process. According to recent studies the integration of digital technologies is primarily 
limited to scenarios in larger enterprises or prototype applications. For companies with a manual assembly 
segment at a lower level of digitization these scenarios, adequately aggregated, potentially contain important 
insights related to the choice of appropriate digital technologies. An investigation of these scenarios, for 
example in the form of a qualitative study, therefore seems appropriate. In advance of such an investigation, 
however, the scope of the investigation, the manual assembly area, must be modeled in order to be able to 
depict specific situations in the scenarios under investigation. Secondly, the spectrum of digital technologies 
currently used in manual assembly must be identified and described. The latter is the topic of this paper. The 
authors of this paper aims to create a framework for describing and classifying digital technologies in manual 
assembly on the basis of their functions. 

Keywords 

Digitization; Digital Technologies; Manual Assembly; Framework; Transformation 

1. Introduction 

Digitization and the associated use of digital technologies are not very advanced yet in the area of manual 
assembly [1]. In particular, the selection of matching digital technologies (related to the company's goals, 
the personnel and organizational situation in the assembly area, etc.) represents a challenge for many 
enterprises [2], [3]. Recommendations for supporting the selection of digital technologies, generated by 
concepts, models and consulting services, are available in abundance. However, these come with certain 
disadvantages. The existing consulting services invole high costs [4], are only available regionally or are 
limited in terms of their scope (e.g. assistance systems, data acquisition) [5], [6]. Self-assessment approaches 
focus either on a larger domain (enterprise, production area) or a smaller domain (specific work station) and 
therefore do not allow any precise conclusions to be drawn about the selection of digital technologies in 
manual assembly [5]. The challenge of providing specific recommendations for action by self-assessment 
approaches with regard to the identification of appropriate technologies is partly due to the diversity of digital 
technologies. In addition, there are a large number of factors that characterize the individual situation of a 
company operating a manual assembly system. [7] However, there are already a number of documented      
(e. g. [8], [9]) and also non documented best practice cases. An examination of these cases can provide 
insights into how the enterprises conducted the technology selection process and what factors they 
considered in the process. These findings can be used to develop an approach that enables other enterprises 
with manual assembly systems to select the right digital technology for their use case. In this context, a form 
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of explorative research seems to be appropriate [10]. The reason for this is the not too high state of knowledge 
(although not a low one) regarding the selection of digital technologies for manual assembly. Also, an 
investigation of this type would strive to gain in-depth understanding of the selection process of digital 
technologies, which also supports an exploratory investigation. In addition, according to preliminary 
research, the number of available cases is small. In sum, a qualitative investigation in the form of a case 
study is considered an appropriate form of investigation. In the apron of this investigation apart from the 
definition of the general boundary conditions the considered scope of investigation in form of the manual 
assembly system must be described in a structured way. Another essential aspect is an identification and 
description of the digital technologies that are potentially applicable in this investigation scope and their 
functions and properties. 

In this paper, as a first step for this qualitative investigation, the digital technologies potentially applicable 
in the manual assembly area and their functions and properties are described in the form of a framework. 
For this purpose, a clear understanding of the subject areas and terms will be presented first. This involves 
digitization (2.1) and digital technologies (2.2) as well as the area of manual assembly (3) as the scope under 
consideration. This is followed by a summary of the relevant findings from the previous sections and a 
description of the boundary conditions that apply in further explanations (4). This is followed by an analysis 
of the functions used by digital technologies in manual assembly (5), taking into account the defined 
boundary conditions. Finally, the framework developed is presented in the same section. 

2. Understanding of digitization and digital technologies 

2.1 Digitization 

First of all, it can be stated that the term digitization is not clearly defined [11]. However, a distinction can 
generally be made between two common forms of interpretation of this term. On the one hand, the original 
understanding in the form of the transformation of analog data into digital data [12]. On the other hand, 
digitization is understood as a transformation process or trend related to a specific system [13]. A system in 
this context can represent an entire society, a business network, an enterprise, an enterprise department or 
just a work system. Digital technologies are an essential part of this transformation process [13], [14], as 
well as the the transformation from analog data to digital data.The intention of the digitization process or the 
associated use of digital technologies can be, firstly, the automation of processes in the system to be 
transformed, or, secondly, a more human-centric approach in which humans are supported in the execution 
of processes through the use of digital technologies [15], [16]. Since this transformation process is 
individualized depending on the characteristics of its reference system [3], [17] there is no generally 
applicable description of a procedure or universal representation of a digitized enterprise or department in 
the literature [16].  

2.2 Digital technologies 

The term “digital technology” is a comprehensive term for various technologies. The term is further 
associated with technologies from the fields of information and communication technologies, identification 
technologies and automation [18]. However, there is no uniform understanding of digital technologies that 
describes which specific technologies fall under this term. Commonly named specific technologies in this 
context include cloud computing, big data, 3D printing, and sensors [14], [19], [20]. In addition to these 
technologies, a large number of other technologies are classified as digital technologies. They are used to 
achieve objectives associated with digitization, such as increasing transparency [21], improving the flow of 
information and increasing flexibility, but also to pursue networking or rationalization purposes within a 
system [13]. Definite manifestations of these digital technologies are technical systems, often referred to as 
digitization solutions or digitization applications. In order to create a uniform understanding of digital 
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technologies, [18] have developed a framework, which describes digital technologies on the basis of their 
general functions in the context of the lean production system. These functions are the storage of data 
(Storing), the processing of data (Processing), the gathering of data (Gathering), the provision of data and 
information (Providing), and the transmission of data and information (Communicating) [18]. 

3. The department of manual assembly 

The term “manual assembly system” is used here as the reference system for the subject of manual assembly. 
The assembly system is a subsystem of production in which objects are assembled into products or 
assemblies [22]. It is a socio-technical system - a system consisting of interdependent technological, 
organizational and personnel subsystems [23]. The assembly system itself is composed of assembly stations, 
which are socio-technical systems likewise [22], [24]. The organizational form of the assembly system is 
determined by the movement of the assembly object, the movement of the assembly station and the degree 
of work distribution [25],[26], [27]. Within the assembly stations, the assembly task on an assembly object 
is performed by human operators and technical systems as part of an assembly process (Figure 1) [28].  
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Figure 1: Illustration of an assembly station in relation to an assembly system  

Within this assembly process, the sub-functions of the assembly function (joining, handling, controlling, 
adjusting and special operations) are performed [25], [26]. Other functions that support the assembly process 
are provided for example by the material supply system and the information system. The material supply 
system is associated with the functions of storage, commissioning, and transportation [22], [25] whereas the 
information system supports the function of assembly with the functions of acquisition, provision, 
communication and processing, as well as storage of data [29].  

4. Conclusions and definition of boundary conditions 

Section 2.2 explained that there is no general consensus on which explicit technologies fall under the term 
“digital technology”. An approach was outlined in [18] which describes digital technologies on the basis of 
their functions. This approach and the functions described therein (gathering, providing, storing, processing 
and communicating of data and information) are adopted in the following to describe the digital technologies 
relevant for manual assembly systems. An advantage of this approach is the possibility of grouping several 
technologies under one function [30], [31], [32]. Furthermore, this ensures a long-term validity of the 
description [18]. It can be assumed that digital technologies will change in their explicit form. However, the 
functions of technologies are presumably subject to a lower frequency of change. 

In order to restrict the scope of the investigation and to reduce complexity, only the concept of a "manual 
assembly system" will be considered in the following. This includes all relevant inner elements, tasks and 
processes as well as the interfaces to other relevant systems. The information system and the material supply 
system are therefore not considered directly in the scope of the investigation. 
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5. Development and description of the framework 

In this section, an analysis of the relevant and currently used individual functions of digital technologies in 
manual assembly systems is carried out. This forms the basis for the intended development of the framework. 
The general functions of digital technologies have already been described in sections 2 and 4. In the 
following, digital technologies are identified, specified and described with regard to their occurrence and 
their characteristics in the manual assembly system in the context of the set boundary conditions (Figure 2). 

General functions
of digital technologies

Providing data & 
information
Gathering data
Processing data
Storing data & information
Communicating data & 
information

Scope of investigation:
„Manual assembly system“

& boundary conditions

What?

Framework: Functions of digital 
technologies in the manual

assembly system

How?

Where? …
 

Figure 2: Description of the approach to the development of the framework 

5.1 Functions of digital technologies in manual assembly systems 

The functions to be identified and described occur in existing practical applications and can therefore be 
consideres as “known functions”. Accordingly, a detailed description of the functions of relevant digital 
technologies can and should be provided, which is also in the sense of the informative value of the subsequent 
qualitative investigation. A rather abstract or iconic representation of functions as in the context of a 
universal technology selection process (e. g. [31] and [33]) is not pursued. 

Identifying and describing the functions of digital technologies requires a structured procedure. 
Therefore, an orientation to the attributes for characterizing work functions according to [34] has been 
carried out. According to this approach, a work function can be characterized by type (“What?”, “How?”, & 
“Who?”), duration (“How long?”), occurrence behavior (“When?”) and place of occurrence (“Where?”). 
However, a work function is always performed by a human. Since in the context of this paper functions of 
technologies and not of humans are discussed, adjustments have been made to these characteristics. 
Accordingly, only the following attributes are relevant for characterizing functions of digital technologies: 
The type of function (“What?” & “How?”) and the place of occurrence of the function (“Where?”). 

Literature research was mainly conducted to identify the relevant functions. Common databases and 
platforms (e. g. Science Direct, Research Gate, Springer) were screened using keywords such as 
"digitalization "+"manual assembly" and "Industry 4.0"+"manual assembly". In addition, current and 
relevant research projects and related publications were scanned on the websites of project managers and 
funding organizations. Furthermore, an initial review of relevant and documented projects from consulting 
institutions such as the competence centers active in Germany was carried out. Further information was 
obtained from observations of the manual assembly line operated in the learning factory of the Chair of 
Production Systems in Bochum. 

In the previous section, the boundary condition was formulated that only the manual assembly system and 
its interfaces to other systems would be considered in this investigation. This results in an initial reduction 
of the relevant general functions of digital technologies (Figure 3). 
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Figure 3: Locating the general functions of digital technologies in the scope of the investigation (marked red) 

The functions of processing, storing and communicating data and information are assigned to the information 
system [29] and are therefore not considered further in the following functional description. Gathering data 
and providing data and information remain relevant for further discussion. These two functions will now be 
identified and specified according to type and location of occurende as part of the procedure already 
described. 

The question of "What?" in the context of characterizing the type of function has already been answered 
in general terms with "data" in the case of the "gathering" function. In order to describe the functions in the 
context of manual assembly as precisely as possible, it is necessary to specify in more detail below what data 
is actually involved. Since the number of generally gathered data in manual assembly systems is large and 
the manifestations of these data are manifold [3], a classification of the relevant data is carried out first. In 
this context, some approaches already exist (e.g. [6], [35] [36] and [37]). Based on these approaches, the 
identification and classification is performed. The classification is done with respect to the reference element 
of the data. A distinction is made between order-related, assembly object-related, process-related, human-
related and logistics-related data. The following table (Table 1) shows some concrete examples of these data 
classes. 

Table 1: Classification and specific data in manual assembly systems in context of the function „Gathering“ 

Classification Specific data 
order-related order status, quantities, times, … 
assembly object-
related weight, dimensions, image, … 

process-related malfunctions, worker experience, reject, proportion of good parts, unloading 
position, unloading sequence, joining force, … 

human-related satisfaction, ergonomic strain, attendance, … 

logistic-related stock at the assembly station, weight of the carrier, number of unloading 
processes, number of insertion processes, missing parts, ... 

 

Furthermore, the type of function ("How?") is specified. Existing approaches from the field of digital 
assistance systems as well as from the areas of sensor technology and production data acquisition form the 
basis for own explanations. Examples are [28], [35], [38], [39], [40] and [41]. Taking these approaches into 
account, a distinction is made here between optical data acquisition (e.g. by cameras or light barriers), 
acoustic data acquisition (e.g. by microphone), mechanical data acquisition (e.g. by scales, vibration sensors) 
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and electromagnetic data acquisition (e.g. via interfaces). Furthermore, in relation to the type of function and 
the question of "How?" the degree of automation of the acquisition is differentiated. Here, a differentiation 
is made between manual acquisition and automated acquisition [35], [39], [42]. 

Finally, the potential occurrence locations ("Where?") in the manual assembly system were identified for 
the "Gathering" function. These are mainly one or several assembly stations. However, in addition to this 
decentralized approach, data can also be captured from a central location in the assembly system (e. g., 
central terminal for capturing order data). [43] 

After the discussion of the "Gathering" function, the identification and description of the function of 
providing data and information in manual assembly systems ("What?") follows. Here, again, the first step 
is to identify which specific data and information are available according to literature and current application 
scenarios. These were also assigned to specific classes. In analogy to the "Gathering" function, the data and 
information are also classified in the case of “Provision” function with regard to their reference element in 
the manual assembly system. Reference sources for the own explanations are for example [28], [29], [40] 
and [44]. Data and information are assigned to the following classes: Order-related, assembly object-related, 
assembly task-related, process-related and logistics-related. The following table (Table 2) lists these classes 
with specific examples of data and information. 

Table 2: Classification and specific data and information in manual assembly systems in context of the function 
„Providing”  

Classification Specific data and information 

order-related order number, quantities; worklist, planned order start, planned order 
completion, key performance indicators (e. g. current productivity), … 

assembly object-
related bill of material, construction drawing (2D, 3D), circuit diagramm, images, … 

task-related assembly instruction, work plan, additional information (e. g. worker 
experience), test plan, assembly part position, force to be applied, … 

process-related abrasion, malfunctions, … 
logistic-related stock, object position, … 

 

Also, an identification of the type of provision ("How?") common in manual assembly systems is 
performed. A distinction is made here between visual, acoustic and haptic provision [38], [40] [45]. 
Furthermore, following the approaches [40], [46] and [47], the type of provision is differentiated into manual 
or automatic provision. 

Once again, individual or several assembly stations have been identified as the place where data and 
information are provided ("Where?"). However, the provision can, just like the gathering, also take place 
at a central location in the assembly system. [8], [48] 

5.2 Presentation of the framework 

The created framework shows potentially applied and relevant functions that can be performed by digital 
technologies in manual assembly systems according to the state of the art. The framework also takes into 
account that the design of the functions "provision" and "acquisition" is specific depending on the 
information and data under consideration. For example, not all information is suitable for acoustic provision. 
Reasons for this may be differences in the complexity of the information. In the following table (Table 3) an 
overview of the created framework is presented. The entire filled-in framework cannot be illustrated in its 
entirety within the bounds of the paper due to its size and the probably resulting lack of readability. The 
framework is a tool that will be used in the subsequent qualitative investigation. In the course of the 
investigation of individual cases, functions of digital technologies can be classified in this framework. 
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Furthermore, this framework can be integrated into a concept to support the selection of digital technologies 
for manual assembly. 

Table 3: Overview illustration of the framework 

Function: Gathering 
Function type Function location 

"What?" "How?" "Where?" 

Data Form Level of automation 

Classification Specific 

order-related order status optical, acoustical manual, automated 
central, decentralized: at  
1-n assembly stations 

  … … … … 
assembly object-
related weight 

mechanical, 
electromagnetical manual, automated 

decentralized: at one 
assembly station 

… … … … … 
          

Function: Providing 
Function type Function location 

"What?" "How?" "Where?" 

Data & information Form Level of automation 

Classification Specific 

order-related work list visual, acoustical manual, automated 
central, decentralized: at  
1-n assembly stations 

  … … … … 

task-related 
assembly 
instruction visual  manual, automated 

decentralized: at 1-n 
assembly stations 

… … … … … 

6. Conclusion and outlook 

In the context of this paper, a framework for describing the functions of digital technologies currently used 
in manual assembly systems was carried out in preparation for conducting a qualitative investigation. Further 
adaptations and extensions of the framework are possible in order to be able to carry out this qualitative 
investigation more specifically. 

Following on from this, a model for mapping the situation in manual assembly needs to be set up, in which 
potential factors influencing the selection of digital technologies are outlined. In the context of the actual 
qualitative investigation, it is then necessary to determine in which constellations of influencing factors 
which digital technologies are suitable. However, due to the large number of different types of influencing 
factors, it can be assumed that it will not be possible to examine the interactions of all types in the qualitative 
investigation. Accordingly, the most important influencing factors must be identified. Furthermore, the 
already started acquisition of cases will be accomplished and subsequently the actual qualitative 
investigation will be conducted. 
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