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Abstract. The analysis of entangled atomic ensembles and their application for

interferometry beyond the standard quantum limit requires an accurate determination

of the number of atoms. We present an accurate fluorescence detection technique for

atoms that is fully integrated into an experimental apparatus for the production of

many-particle entangled quantum states. Number-resolved fluorescence measurements

with single-atom accuracy for 1 up to 30 atoms are presented. According to our

noise analysis, we extrapolate that the single-atom accuracy extends to a limiting

atom number of 390(20) atoms. We utilize the accurate atom number detection for a

number stabilization of the laser-cooled atomic ensemble. For a target ensemble size

of 7 atoms prepared on demand, we achieve a 92(2) % preparation fidelity and reach

number fluctuations 18(1) dB below the shot noise level using real-time feedback on

the magneto-optical trap.

1. Introduction

Large systems of entangled particles can be built by successively adding more and more

constituents and by engineering the entanglement between them [1, 2]. Alternatively,

large numbers of up to 3000 mutually entangled ultracold atoms [3–6] can be generated

by exploiting the indistinguishability of the atoms. To harness the full potential of such

systems, the conceptual and technological challenge is to detect and control the number

of indistinguishable atoms on the single-particle level.

A prime example is the application of entangled atomic ensembles for atom

interferometry beyond the standard quantum limit (SQL) [7]. Atom interferometers

allow measuring a quantity of interest (e.g. electromagnetic fields, time, acceleration,

rotation, gravitational fields) by infering the relative phase θ between two atomic

states from their occupation number difference. The noise of this phase measurement

is limited by the SQL to ∆θ ≥ N−1/2 for a given total number N of unentangled
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Number-resolved preparation of mesoscopic atomic ensembles 2

particles. The phase resolution can surpass the SQL by employing entangled particles,

and may ultimately reach down to the ultimate Heisenberg limit ∆θ ≥ N−1. A phase

resolution near the Heisenberg limit requires the counting of atoms with single-particle

resolution. The need for an accurate detection of the particle number can be avoided

by the application of echo protocols, which can only be implemented in very specific

measurement tasks [8–11].

Large ensembles of 108 atoms have been detected using resonance fluorescence

detection with a performance close to the quantum projection-noise [12]. A technique

for measuring the number of neutral atoms in ultra-cold ensembles with single-particle

resolution is realised by loading the atoms into a magneto-optical trap (MOT) [13].

The method has been extended to two separate spatial modes [14] and thus became

applicable for the operation of an atom interferometer. These experiments demonstrated

single-particle resolving atom counting for up to 1200 atoms. In this sense, the atomic

detection outperforms the capabilities in the analysis of indistinguishable photonic

quantum states [15, 16]. However, a single-atom resolving detection still has to be

combined with an apparatus for the generation of entanglement in BECs.

In this article, we present a single-particle resolving atom number detection in a

MOT which is fully integrated into an apparatus for the generation of many-particle

entangled quantum states. We demonstrate the counting of up to 30 atoms with single-

particle resolution. According to our noise analysis, we extrapolate that the single-atom

accuracy extends to a limiting atom number of 390(20) atoms.

Applying feedback mechanisms to quantum systems has proven useful in protecting

the phase of a coherent spin state against noise [17] and stabilizing photon number

states [18]. Similarly, accurate detection techniques aid the creation of desired atomic

ensemble sizes with sub-Poissonian number fluctuations. The high-fidelity preparation

of a few-fermion system in its ground state was verified using fluorescence detection

in a MOT configuration [19], while a non-destructive Faraday imaging technique has

been utilized to prepare ultracold atom clouds at the shot noise level [20, 21]. We apply

the single-particle resolving atom counting to demonstrate a novel preparation of laser-

cooled atomic samples. In a feedback loop, a dedicated loss process steadily reduces

the number of atoms, while the atom number of the ensemble is regularly measured,

until a target number is reached. We demonstrate the controlled preparation of 7 atoms

with a fidelity of 92(2) %, which corresponds to a suppression of the number fluctuations

by 18(1) dB below the shot noise level. These improved noise conditions in the initial

ensemble can directly impact any following steps, for example the loading of optical

dipole traps. Specifically, the preparation fidelity of single-atom microtraps [22] is

strongly limited by two-body losses — a problem which could be bypassed by loading a

deterministically prepared number of atoms into the trap with high efficiency [23]. We

propose that the developed technique can also be employed to improve the counting

capabilities under the influence of slow drifts. In the future, the developed number-

resolving single-atom detection can be utilized for obtaining unprecedented fidelities in

the analysis of many-particle quantum states.
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Number-resolved preparation of mesoscopic atomic ensembles 3

2. Fluorescence imaging of individual atoms in a magneto-optical trap

The detection of ultracold atomic ensembles is typically realized by a short illumination

of the freely falling cloud with resonant light. During the illumination of a few tens of

microseconds, either the unabsorbed or the scattered photons are collected, until the

atomic sample is accelerated and diluted too much due to the strong light pressure. The

obtainable resolution in the counting of atoms is ultimately limited by the shot noise

of the detected photons, or more precisely, by the shot noise of the photoelectrons that

are counted in the detector. Much longer detection times can be reached, when the

atoms are trapped during illumination. The additional trapping can be realized by far-

detuned optical lattices [24–26], optical dipole traps [27–29] or MOTs [13, 23, 30–34]. In

such traps, lifetimes above one second can be reached which allow for a greatly improved

signal-to-noise ratio.

2.1. Emission and detection of photons

In our experiments, the detection system is integrated into an apparatus that allows for

the fast creation of many-particle entangled states in a BEC. The setup includes a 3D-

MOT with large beams with a 1/e2-width of 14 mm that is loaded by a 2D+-MOT [35]

at a rate of 9.5(1) × 109 atoms per second, coils for a magnetic quadrupole trap with

a gradient of 300 G/cm, and a crossed-beam dipole trap at a wavelength of 1064 nm.

These components form a powerful source for the delivery of optically trapped Bose-

Einstein condensates with a repetition time of only a few seconds. With an actively

stabilized magnetic field, it will be possible to generate entangled ensembles by spin

changing collisions. Spin changing collisions may be used to create high-fidelity Twin-

Fock states [5, 36, 37] or squeezed vacuum states [38–40]. In the described experimental

system, the established techniques for the generation of entangled many-particle states

will be combined with the number-resolving detection to achieve unprecedented fidelities

and to perform atom interferometry at the ultimate Heisenberg limit.

For the detection, we trap 87Rb atoms in an additional MOT with small beams

with a 1/e2-width of 1.25 mm. The atoms are imaged onto a charge-coupled-device

(CCD) camera with a photon detection efficiency of 97%. A large fraction (5 %) of the

scattered photons is captured by a custom designed objective with a high numerical

aperture of NA = 0.45. Despite its high NA, the objective can be placed outside the

vacuum cell, due to the combination of a large diameter of 50 mm and a large working

distance of 48 mm of the first aspheric lens. A second plano-convex lens with a diameter

of 75 mm and a focal length of 142 mm completes the objective, which is housed inside

an aluminum tube. The inside of the tube is painted with blackboard coating, reducing

the transmission of unwanted background light. With a total magnification of M = 2.62

the resolution of the imaging system is limited by the pixel size of the CCD camera to

about 5µm. For an evaluation of the detection system, the recorded images of the

trapped atomic cloud are processed as follows. The overall signal of a cloud of Na

atoms is determined by summing the counted photoelectrons over the area of the MOT
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Figure 1. Number-resolving single-atom detection. (a) Two panels show example

time traces of the recorded fluorescence signal in units of atom number (left axis) and

photoelectrons (right axis). In rare cases the loss of a single atom is recorded (red

highlight). (b) The histogram of all recorded fluorescence images is fit with a sum of

gaussian distributions. Inset left: Fluorescence image of a single atom trapped in the

detection MOT. The white circle exemplifies the region of interest over which counts

are integrated. Inset right: The center positions of the Gaussian fits show a linear

dependence on the atom number and are used to extract the calibration factor of

600(1)× 103 photoelectrons/atom/s.

image on the CCD camera (see figure 1(b)). Each atom within the MOT contributes

a signal of nph = Rscτdetη photoelectrons, where Rsc is the photon scattering rate,

τdet the detection time and η the overall detection efficiency. The photon scattering

rate is given by Rsc = Γ/2 × s0/ (1 + s0 + 4∆2/Γ2), where Γ = 2π × 6.1 MHz is the

natural line width of the 87Rb D2 transition, ∆ represents the detuning of the laser with

respect to the resonance frequency of the transition and s0 = I/Isat is the saturation

parameter that describes the ratio of the collective intensity I of the laser beams and

the isotropic saturation intensity Isat = 3.576(4) mW/cm2. The photoelectron shot

noise contributes a term of σ2
psn = Na/nph to the total signal variance and can thus
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Number-resolved preparation of mesoscopic atomic ensembles 5

be reduced by extending the exposure time. The contrary holds true for the noise

caused by atom loss. Due to the finite lifetime of the trap, atom loss contributes a term

σ2
loss = Naτdet/τlife, where τlife is the lifetime of the MOT. By employing small detection

MOT beams, potential stray light sources causing unwanted background noise in the

images are reduced. With a collective peak intensity of 24 mW/cm2, the three beam

pairs yield a combined saturation parameter of s0 = 6.65. Together with the detuning

of ∆ = 2π × 6 MHz, the scattering rate is estimated to be Rsc = 1.1 × 107 photons/s.

During an exposure of 90 ms, our detection system with its total efficiency of η = 4.71 %

is expected to collect 4.7× 104 photoelectrons per atom.

2.2. Identification of single atoms

Our experimental procedure for the calibration of the atom number detection starts

with the acquisition of a background image without atoms but with all relevant light

sources. This is followed by the loading of atoms from the 2D+-MOT into the 3D-MOT

configuration for a duration of only 15 ms. Afterwards the trapping light is switched

off for a short duration of 10 ms before a small number of atoms is recaptured from the

expanding cloud by activating our small detection MOT. Here, the atomic ensemble is

held for 500 ms to ensure that the remaining untrapped atoms have left the detection

region. Now, the fluorescence signal of the atomic sample is acquired for a duration of

τdet = 90 ms. During camera read-out, the atom cloud is held in the trap for 220 ms

before another image is taken with the same exposure time. These two steps are repeated

until a total set of 11 images is acquired. The time traces of the fluorescence signal (see

figure 1(a)) exhibit clearly discernable levels. In rare cases, unwanted single-atom loss

or loading events can be observed. A histogram based on more than 5200 recorded

atom images shows well-resolved peaks for up to Na ≈ 30 atoms. The peaks reflect

the integer number of atoms that are held in the trap. The clear visibility of these

features proves that the resolution is well below the single-atom level. Fitting a sum of

Gaussian functions to the first 20 peaks of the histogram reveals the center positions

of the individual peaks. These center positions scale linearly with the detected camera

counts, corresponding to single-atom count rate of 600(1) × 103 photoelectron counts

per atom per second (see inset in figure 1(b)), which matches our expectation to within

10 %. Quadratic contributions proved to be negligible in our case. This calibration

yields an accurate absolute value for the number of atoms without the need of a precise

specification of the experimental parameters such as laser powers, laser detunings and

beam sizes.

3. Lifetime and loading rate analysis

For optimal performance of the detection setup, a long lifetime of the MOT is crucial as it

limits the usable illumination time. Similarly, the detection benefits from a small loading

rate, which could be caused by atoms being captured from the background gas or the
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Figure 2. Analysis of consecutive fluorescence levels and noise model fit. (a-i) By

comparing consecutively recorded fluorescence signals single atom loading and loss

events are extracted. The histograms exemplify the event classification depending on

the initial atom number from Na = 1 to Na = 9, respectively. The central peak in each

histogram represents the survival of all atoms present in the MOT, while occurrences

to its left and right correspond to loss and loading events, respectively. (j) The noise

model is fit to the experimental data. The colors indicate the contributions from

different noise sources. Inset: An extrapolation of the noise model fit suggests an

upper limit of 390(20) atoms at which individual atoms become indistinguishable by

our current detection setup.

residual flow from the 2D+-MOT cell. Both parameters, lifetime and loading rate, can

be extracted from the recorded time traces. We evaluate each possible pair of successive

measurements and classify them as loss, loading or survival event for atom numbers up

to Na = 15. For each atom number between Na = 1 and 9, a histogram showcases the

occurrences of those three events in figure 2(a-i). Importantly, across the full data set

no two-body loss events were identified. This fact in conjunction with the occurrence

of only 14 loss events across 24482 observed individual atoms in the image pairs shows,

that the total holding and detection time of τhold+τdet = 310 ms is short compared to the

lifetime of the trap. The loss process can be expected to follow Poissonian statistics, such

that the lifetime is τlife = (τhold + τdet) /Ploss (τhold + τdet) = 540(140) s, where Ploss (∆t)

is the probability for a loss event to occur during the time span ∆t. The loading rate

Rload = 0.014(4) s−1 is based on 12 observed events within a set of 2710 image pairs

and is a result of the low capture velocity in combination with a low Rb background

pressure. In total, these measurements show that the single-atom resolution of the atom

number is not limited by a finite lifetime or residual loading, even for larger ensembles.

4. Noise model

The capability of our number detection is best analyzed based on the shot-to-shot

number counting fluctuations, where long-term drifts of the scattering rate, which

Page 6 of 11AUTHOR SUBMITTED MANUSCRIPT - NJP-112540

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
cc

ep
te

d 
M

an
us

cr
ip

t



Number-resolved preparation of mesoscopic atomic ensembles 7

may be caused by intensity or frequency drifts in the laser light, are not considered.

These shot-to-shot fluctuations can be described by the two-sample variance σ2
N =

〈(Na,j+1 −Na,j)
2〉j/2, where j is an index running across successively captured images.

The noise model [13, 21]

σ2
N = σ2

bkg + σ2
psn + σ2

srn + σ2
loss (1)

includes contributions from background noise, photoelectron shot noise, scattering rate

noise and noise from atom loss. From the acquired background images, the background

contribution is calculated to be σ2
bkg = 8.4 × 10−4 and hence well below the single-

atom level. The photoelectron shot noise σ2
psn = Na/ (ητdetRsc) scales linearly with the

atom number. The scattering rate noise σ2
srn = N2

aα
2/τdet is caused by corresponding

fluctuations in the intensity and frequency of the MOT light that are combined into the

fluorescence noise parameter α. Finally, we consider the linear single-atom loss term

σ2
loss,lin = τdetNa/ (2τlife), while we found contributions from mean atom-loss and two-

body losses due to light-assisted collisions to be negligible for our data. The resulting

noise model reads

σ2
N = σ2

bkg +Na (1/ (ητdetRsc) + τdet/ (2τlife)) +N2
aα

2/τdet. (2)

By fitting the noise model to our data for atom numbers up to Na = 36, with

the fluorescence noise parameter as the only free parameter, we obtain a value of

α = 7.6(4) × 10−4 s1/2. This corresponds to either 22 kHz in laser frequency noise

or to a relative fluctuation of 0.039 in the saturation parameter s0. Extrapolating the

noise model to the critical single-atom detection threshold σ2
N = 1 yields a maximally

discernable atom number of Nmax
a = 390(20) atoms.

5. Atom-number stabilization

We utilize our accurate atom counting to deliver precise atom numbers on demand, by

interleaving the atom number measurement with a dedicated loss process, until a desired

number is reached. We start out with an average cloud of 〈Na〉 = 15(4) atoms trapped in

our detection MOT. Upon image acquisition, the atom number is estimated in real time.

The image data is read out during a holding time of 180 ms and the field-programmable

gate array (FPGA), that controls the experimental protocol stops the loss sequence

once the detected number of atoms falls below a desired threshold of N thr
a = 7.5 atoms.

The prepared ensemble is stored in the MOT to check the final atom number with four

additional number measurements. The loss is induced by turning off the repumping

light for 3 ms during the 198 ms of holding time between the 90 ms detection windows

(see figure 3(a)). Time traces in figure 3(b) show that the fluorescence level of the MOT

detection halts at our desired atom number of Na = 7. All atoms have an independent

and equal survival probability ps with which they remain in the trap. Each loss step

can be viewed as an independent series of Bernoulli trials, such that the atom number

statistics will follow a binomial distribution. The histograms in figure 4(a,b) showcase

the transitions from an input atom number N (i)
a to an output atom number N (s)

a for
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Figure 3. Stabilization experiment. (a) Experimental sequence for the atom number

stabilization. (b) 15 example time traces ending in stabilized atom numbers with

varying initial atom numbers in the MOT. A new measurement is started (vertical

gray lines) once the target atom number of 7 (red horizontal line) has been hit or

undercut for five successive images.
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Figure 4. Loss characterization and stabilization result. (a,b) The exemplary

histograms show the transition statistics of consecutive measurements for initial atom

numbers N
(i)
a = 9 and 8 with the corresponding statistical errors. A collectively fit

binomial model (red points) for the transitions statistics from initial atom numbers

N
(i)
a = 18 to 8 results in a survival probability of ps = 96.66(4) % for an individual

atom over the course of a single loss step. (c) The histogram shows the atom number

distribution for the successful stabilization with the corresponding statistical errors.

It is derived from the atom number evaluation of the threshold image once the loss

process is stopped. An ensemble of 7 atoms was prepared with a fidelity of 92(2) %,

corresponding to an 18(1) dB suppression below shot noise. A truncated binomial

distribution for our derived survival probability centered around 8 atoms describes the

data accurately (red points).
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Number-resolved preparation of mesoscopic atomic ensembles 9

a single loss step. Collectively fitting the histogram data from N (i)
a = 18 to 8 with a

binomial distribution

B
(
ps, N

(i)
a , N (s)

a

)
=

(
N (i)

a

N
(s)
a

)
pN

(s)
a

s (1− ps)N
(i)
a −N

(s)
a (3)

reveals their common survival probability ps = 96.66(4) %, that characterizes our loss

process. For a given survival probability, it is possible to calculate a maximal obtainable

preparation fidelity due to the unwanted accidental removal of two atoms in the final

loss step. For our loss step, we expect a fidelity of 88 % to obtain a state with exactly 7

atoms. This corresponds to a suppression of the number fluctuations of 17.3 dB below

shot noise. Due to the high survival probability, single-step jumps from higher atom

numbers (the dominant unwanted process would be a jump from 9 to 6 atoms) do not

contribute to the obtained results. Figure 4(c) shows the final experimental result of

the stabilization procedure. We obtain the target number of 7 atoms in 142 of the 155

cases, which corresponds to a state preparation with a 92(2) % fidelity. We obtain a

too small result in 13 cases (6 atoms: 12 cases, 5 atoms: 1 case). From these data, we

extract a suppression of 18(1) dB.

On average, 21(10) induced loss steps were needed to reach the desired threshold

with an overall loss cycle time of 288 ms. This results in a total preparation time of

6 s. After the initial loading, about 63 % of the preparation time are caused by the

image readout, which can in principle be reduced by employing different hardware. The

physical limit is set by the exposure time of 90 ms which is necessary to maintain the

demonstrated number counting accuracy. For experimental configurations where the

camera readout time is negligible, the fidelity of the ensemble preparation could be

further improved by reducing the loss probability per step and increasing the number of

steps to reach the threshold. Furthermore, the preparation speed could be increased by

adjusting the loss probability dynamically depending on the current number of atoms in

the trap. Additionally, the success rate of the procedure could be improved by enabling

a reloading mechanism from our initial 2D-MOT in cases where the target number has

been undercut.

6. Summary

In summary, we have demonstrated a number-resolving single-atom detection of up to

30 atoms in an experimental apparatus that is designed for the generation of entangled

many-particle states. The shot-to-shot fluctuations suggest that the scattering rate noise

limits the single-atom resolution to 390(20) atoms. In conjunction with our accurate

atom number detection, we have employed a real-time feedback onto the repumping light

of the MOT to stabilize the number of atoms in the laser-cooled ensemble. A preparation

fidelity of 92(2) % was demonstrated for an ensemble of 7 atoms, corresponding to a

suppression of 18(1) dB below the shot noise level. This technique allows to deliver

number-stabilized atomic ensembles on demand.
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Interestingly, the controlled and well characterized loss mechanism of the feed-back

loop could also be employed to correct for the influence of long term drifts on the

measurement of large atom numbers. Here, drifts become increasingly important, since

the collective noise of all individual atoms should remain larger than the single-atom

signal. To mitigate the effect of such drifts, the initial illumination can be followed

by several iterations of engineered loss and detection. Thereby, one obtains a series of

number measurements that optimally spans the full range of atom numbers between the

initial number and zero. This series of number measurements allows for an individual

calibration of the current scattering rate, as each individual number measurement

must correspond to an integer number. This procedure will enable a number-resolved

detection signal even in the presence of parameter drifts.

In the future, we will apply the developed detection to analyze many-particle

quantum states with single-particle resolution as well as advance our methods for

metrology beyond the SQL [36, 40] towards the ultimate Heisenberg limit.

We acknowledge support from the Deutsche Forschungsgemeinschaft (DFG)

through CRC 1227 (DQ-mat), project B01.
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