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The effect of stochastic variation in material and geometric properties on structural perfor-

mance is important for robust design. Knowledge of such effects can be acquired by applying

variation patterns to a structure using random fields through a Monte Carlo analysis. The

output is postprocessed to show the correlation pattern between the stochastic variation of a

structural property and a chosen mechanical response measure. The resulting patterns are

used to identify areas most susceptible to variations, as well as areas which have the most

potential to increase structural performance by varying the material parameter or geometry.

By using these maps of local sensitivity to variations with respect to the structural response it

is possible to redistribute material properties or geometry to promote certain behavior. This

is demonstrated on a flat plate and curved panel, by either varying the Young’s modulus, or

thickness of the structure to increase the linear buckling load. In both of these variations the

average property is set to remain the same as the original structure. Applying the redistribution

increased the linear buckling load by up to 29%.

I. Nomenclature

cov = covariance operator

ci = Coordinates of element i
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E = Expectation operator

E = Strain tensor

F = 2D cross section shape function

f = Force vector

gi = Unit vector on i axis

H = Correlation pattern

Ĥ = Normalized correlation pattern

h = Vector with correlated random values

K = Conventional stiffness matrix

KG = Geometric stiffness matrix

Lc = Correlation length

L = Decomposed correlation matrix

m = Exponent used to rescale field

mel = Vector with field values at element el

N = Axial 1D shape function

N3D = 3D shape function of the geometric mesh

Q = Array with eigenvectors

R = Correlation matrix

S = Second Piola stress tensor

u = Displacement field

w = Gauss-Legendre integration weights

x = Gauss-Legendre integration points

Λ = Array with eigenvalues on the diagonal

λ = Eigenvalue

µ = Mean value

ρ = Correlation

σ = Standard deviation

χ = Random vector with unit standard deviation and zero mean

II. Introduction

Traditionally structures are designed using constant, meaning uniform and deterministic, material properties

throughout the structure and nominal geometry. This representation is not necessarily appropriate, as internal
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stresses, variations in production processes and chemical composition can cause mechanical properties and geometry to

vary stochastically.

These variations not only exist within the structural topology, but also between manufactured components thought to

be identical. This means that one component coming from the production line may conform to expectations, but another

one does not. These variations are usually included in safety factors used within a structural design. Understanding

these variations and how they affect performance is a source of extensive research and literature [1–3].

One of the ways to calculate the effects of stochastic variations is by applying them through random fields [4]. In

this way a parameter can vary throughout a structure and, by running sufficient analyses, the effects of the variation can

be quantified. Previous uses of this approach have looked at how geometric or material variations can affect mechanical

behavior [5–9].

These analyses usually make assumptions on the spatial distribution of statistical properties, or analyze a range

of correlation lengths∗. The actual distribution depends on the specific structure, manufacturing processes and

environmental conditions. Limited information exists in the public domain, with only a few recent papers attempting to

find spatial and statistical distributions [10–13]. The approaches discussed in these papers use coupon tests to quantify

the variability of mechanical properties and their distributions. This is a costly and time consuming process, which may

be affected by factors such as curing temperature, raw material batches or even the technicians making the structure. A

potential future alternative is to use non destructive testing to find variations, within composites this could be used to

analyze variations in fiber angle, void content as well as other parameters that may affect material properties. This topic

is an active field of research [14, 15] which could potentially be used to gain statistical information about structures

efficiently and cost effectively.

Variations of nominal material properties and geometry are sometimes introduced purposefully by changing material

parameters spatially. One way of achieving local variations is by varying the fiber angle in composites, creating variable

stiffness composites [16–18]. Materials can also have other spatially varying material properties, these are often referred

to as functionally graded materials. These materials can be used to improve thermal properties [19] or improve the

mechanical performance of a structure. This increase can also be achieved by adding variations in the geometry, thereby

tailoring the response [20–22]. One example of such an improvement is where the the buckling load of the structure can

be increased. Solutions are usually based on a combination of linear buckling modes of the structure. Another approach

is to locally vary the thickness, either empirically [23], using periodic functions [24] or by using arbitrary stepwise

variations [25]. Some papers directly vary the stiffness by varying the Young’s modulus [18, 26]. A few papers combine

multiple parameters [27, 28]. There has been some research in optimizing the stiffness topology [26, 28, 29]. These

approaches lead to (local) optima, but do not always give physical insight into the physical changes or evolution of

the structure. This is possible because the topology is directly coupled with the average sensitivity to variations of
∗The correlation length, defined in section III.B, can be thought of as a characteristic length scale within a random field.
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the structure to its response. The changes made to the structure affect the stresses and strains and other mechanical

parameters. It is therefore likely possible to make further improvements through an iterative approach. An iterative

approach would reveal the non-linear topological change of sensitivity between iterations.

The difference between stochastic approaches and traditional optimization methods is that the results take some

degree of random variations into account. The patterns therefore should lead to a design which is less susceptible to

deviations of the improved design. This process is different from traditional structural optimization techniques, in which

the optimized design becomes increasingly sensitive to deviations from the optimized shape (as optima often lie on a

Pareto front of design constraints). Robust optimization is a field of research which is becoming more prominent as

engineers realize that uncertainties can have an ever increasing effect on structural performance [30–32].

The work presented herein tries to identify where in the topology variations cause the most influence on a measure

of the structural response, and can be considered a more generalized stochastic version of the approach presented by

Minera et al. [33] to improve linear buckling loads. Within the current approach a measure, which can be buckling load,

stress, displacement or any other output from an analysis targeted to be improved. Property enhancement is achieved by

analyzing the effects of fictitious local variations on the structure. This is done by looking at the correlation between

these variations and its effect on the structural response. Calculating this correlation at points throughout a structure

generates a pattern, which can be used to redistribute the parameter within the structure. This distribution can improve

the understanding of the underlying structural mechanics. This knowledge can be used to improve the performance of

the structure and identify areas most critical for inspection during manufacture. This approach could potentially be

used in additive manufacturing, where there are fewer design constraints and potentially more variation in material

properties due to the printing process. Additive manufacturing also makes it possible to vary the composition of the

printing material, tailoring it to specific properties needed locally within a structure.

The patterns related to a structural measure are generated through Monte Carlo analyses. These are run using

spatially random patterns of fictitious variations and then correlating how the patterns affect the mechanical response,

e.g. buckling load, displacements, stresses etc. The variations are analyzed on a flat plate and curved panel, by either

varying the Young’s modulus within a structure, or by changing the thickness locally. The variations used in this

procedure are not related to actual variations in the structure, but are instead fictitious small variations which are purely

used to generate the correlation pattern. The correlation pattern is used in turn to tailor the material properties or

geometry of the structure to improve performance, as could be done using additive materials or additive manufacturing

techniques. These techniques make it possible to theoretically vary the composition of the printing material locally,

thereby changing its material properties. The printing process also allows designers to vary geometry such as thickness

throughout the structure.

The remainder of this paper first introduces the methods used in section III, starting with the structural model in

section III.A. Section III.B describes how random fields are generated, how they are mapped is described in section III.C.
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The procedure to apply thickness imperfections is explained in section III.D. Section III.E specifies how correlation

patterns are calculated, section III.F discusses how they are applied to the structure. Results are shown in section IV,

starting with the flat plate example in section IV.A, and continuing with a curved panel example in section IV.B. The

paper finishes with a discussion of the results and method as well as some conclusions in section V.

III. Method

A. Finite element formulation

The model used for the structural calculations is based on the Unified Formulation [34]. The implementation used is

based on Serendipity Lagrange (SL) elements [35]. These elements utilize SL expansion functions in two dimensions

F(x, z), and Lagrange shape functions in the axial direction (N(y) of a 3D element. The implementation is developed

for 3D structures with beam-like geometry, in which a cross section is extended axially. This can be done by warping

the cross section in the axial direction (to include curvature or tapering), but requires element connectivity to remain the

same [36].

The focus of this work is on linear buckling problems, which includes determining the geometric stiffness matrix

KG . This matrix captures the effect that in-plane forces have on the (out-of-plane) stiffness of the structure, which is

essential in buckling problems.

1. Basic formulation

The structural model consists of three-dimensional elements. Different shape functions are used in the cross sectional

F(x, z) and axial direction N(y) to approximate the displacement field.

Starting with a displacement field u = [u, v,w]T the Green-Lagrange strain tensor E can be defined linearly as

Ei j =
1
2

(
u,i ·g j + u,j ·gi

)
, (1)

where commas denote derivatives and gi denotes a unit vector on the i axis. The displacement field u is approximated

within the Unified Formulation as

u(e) (x, y, z) = F(x, z)N(y)ui, with i = 1, . . . ,N, (2)

where N are the degrees of freedom of the model. For quasi-static problems the elastic equilibrium is

δWint = δWext, (3)

where Wext and Wint are the external work and internal energy. Noting that the internal energy of the structure can be
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calculated as the sum of internal energy of all the elements W int =
∑

e W (e)int the internal energy can be expressed using

the stress and strain tensors

δW (e)int =
∫
V(e)

δE · SdV, (4)

where S is the second Piola stress tensor. This can be written as

δW (e)int = δuT
jsk

i jτs

(e)
uT
iτ, (5)

where i, j = 1, . . . ,Ne, τ, s = 1, . . . ,M , Ne are the number of Lagrange nodes in the axial direction and M the number of

terms in the cross section expansion [35, eq. 11]. The term ki jτs

(e)
is referred to as the fundamental nucleus, the explicit

form of which can be found in [34, 37]. The fundamental nuclei can be assembled into a global stiffness matrix K in the

form

Ku = f, (6)

which can be solved to find generalized displacements.

In order to calculate the linear buckling load an additional geometric stiffness matrix KG is needed. For the sake

of brevity the full form is omitted, but can be found in [33, 38, 39]. Linear buckling can be derived as an eigenvalue

problem in the form [40, ch. 18]

(K + λcrKG)δu = 0, (7)

where δu represents a buckling mode with an indeterminate amplitude. The scalar value λ is a proportionality factor

which relates applied force f and the stresses, which are used to generate the geometric stiffness matrix. The buckling

load can be solved as the non-trivial solution to

det(K + λcrKG) = 0, (8)

whereby solving for λcr and subsequently identifying the load factor as

fcr = λcr f, (9)

where fcr is the buckling load.

2. Geometric representation

The element stiffness matrix is obtained by integrating the terms of equation (5) throughout the element domain.

When modelling complex geometries the correct geometrical description is of fundamental importance. The SL
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Axial shape function
N(y)

Cross-section shape functions
F(x, z)

Contribute
to degrees of freedom

(a) SL element shape function nodes

Do not contribute
to degrees of freedom

Jacobian
components

3D mapping
N3D(α, β, ξ)

Geometry
nodes

(b) Geometric respresentation N3D nodes

Fig. 1 Element discretization and shape functions, [36].

expansion functions defined in Section III.A are used to enrich the kinematics in the cross-section. These functions

are integrated over the cross section of the structure, which requires a transformation of coordinates. If the edges of a

quadrilateral element are straight, the approximation of the geometry is obtained through linear mapping by using linear

Lagrange polynomials, which in this case coincide with SL functions of order 1. This approach does not allow for

an accurate representation of curved geometries. When using isogeometric formulations the same functions describe

the displacement field and the geometry. The advantage of this approach is that modeling the geometry correctly,

automatically improves the accuracy of the field. This may however come with a high computational cost, especially

when Unified Formulation is used. An alternative approach is to discretize the geometry and structure separately, as is

done in the current approach. This approach uses higher order meshes for the geometry, and higher order Lagrange

shape functions for coordinate transformations.

The hierarchical nature of the SL shape functions makes it possible to use them within curved elements, as the

expansion order can be increased as needed. The approach adopted in the current structural model aims to do this

without adding to the degrees of freedom of the structure. This can be done by blending the structure with higher order

polynomials [41], which can become cumbersome for distorted or large meshes. Another approach is to use exact

geometric descriptions through non-linear functions [42, ch 5]. This approach requires an exact geometric description

to be given analytically, limiting the geometry that can can be analyzed. The approach used in the current model is

non-isoparametric, utilizing higher order Lagrange shape functions to describe geometry.

The current approach uses a higher order mesh generated using gmsh [43], generating a mesh with elements of 9 or

16 nodes in the cross section. This gives a 2D shape function N2D(α, β) to describe the geometry of a cross section
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which is independent of the structural shape functions F(x, z) and N(y). The function N2D(α, β) is defined in the range

[−1,1]2 and defines the mapping between the global coordinates and local element coordinates

x = N2D
k (α, β)xk, (10)

where xk ∈ IR2 are the position vectors of the nodes of the element, and k = 1, ...,Nne, with Nne the number of nodes; 9

or 16 node Lagrange elements are supported by the current implementation.

To model varying thickness this approach is extended by changing the shape function of the cross section to vary at

every integration point. This adds another dimension to the shape function N2D(α, β) to account for the change in the

axial direction. This new function N3D(α, β, ξ) can change the cross section mapping as a function of ξ, making it

possible to model tapered structures.

The number of nodes used to describe the geometry (N3D(α, β, ξ) is independent from the number of degrees of

freedom in the structural model (F(x, z) and N(y)). The degrees of freedom of the structural and geometric mesh are

shown in fig. 1. The 2D shape function N2D is identical to N3D in structures which are prismatic. For non-prismatic

structures this shape function is calculated at every integration point in the ξ direction.

The current implementation uses 3D geometric Lagrange shape functions to take thickness variations into account

efficiently. This geometric mesh overlaps the structural mesh, but uses higher order brick elements of 27 or 64 nodes.

These shape functions reduce the amount of computation needed during assembly. The 3D geometric mesh shape

functions are used in section III.C and section III.D to map variations to the structure, and to calculate the volume and

average material properties of the structure.

B. Random field generation

Random fields, also known as stochastic fields, are fields in n-dimensional space which spread a parameter in

space with a distribution. Values within a field are correlated with each other. There are many methods which can

be used to generate random fields [4]. These methods have their own advantages and disadvantages. The technique

used here is Covariance Matrix Decomposition (CMD) [44, 45, sec. 5.3.2]. This choice is made due to the relative

ease of implementing customized correlation functions. CMD creates fields directly from an autocorrelation matrix

by decomposing it and multiplying the decomposed array with a random vector. The values of a random field are

usually generated from a (log)normal distribution with an associated mean value (µ) and standard deviation (σ). Actual

variations may not be in such a distribution, but are often assumed to be such as a simplification, or due to a lack of

experimental data. These points are correlated in space, so giving a relationship to the value of a coordinate and those in
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its vicinity. The mathematical definition [46, ch. 10] of correlation between points i and j of field h is

ρhi ,h j =
cov(hi, hj)

σiσj
=

E[(hi − µi)(hj − µj)]

σiσj
, (11)

where E is the expectation operator used in probability and equals the mean value of a distribution given an infinite

amount of samples. Equation (11) can be used to calculate the autocorrelation between points, to generate fields these

correlations have to be given as an input. The most common functions found in literature are based on an exponential

function. The correlation function used to generate the fields here is

ρs,exp = e−
(
∆L
Lc

)2

, (12)

in which Lc is the correlation length, and ∆L the distance between two points. This relationship assumes stationarity, as

the field is only dependent on distance, and does not change throughout the structure. The term ∆L traditionally refers

to Euclidean distance, but as we are concerned with thin-walled structures, the geodesic length is used instead. Using

geodesic lengths creates a more accurate measure for generating random fields than Euclidian distance, particularly for

highly curved structures [47]. Structures which are relatively flat might have a bottom and top which are close to each

other in a Euclidian sense, but distant in a geodesic sense. The geodesic lengths of the current implementation are

calculated using the heat method of Crane et al. [48], using normalized heat gradients to calculate the shortest path

through solving the Poisson’s equation. This can be done with limited computational costs, as these turn out to be linear

problems. The random field method used in this paper does not offer a continuous function and instead discretizes points

into space, which are then coupled to points in the structure. The space between random field nodes should be between
Lc

4 to Lc

2 for the correlation function used [49]. In the context of this paper the correlation length represents a measure

of the resolution of the correlated structure. A shorter correlation length allows variations to be more local, allowing

patterns to be more localized, at the cost of taking longer to converge. Having a large correlation length therefore makes

it harder for smaller details to converge, large scale variations make it easier to converge to a pattern.

Using CMD, random fields are calculated through multiplication of a matrix and a random vector

h = Lχ, (13)

in which L is a decomposed version of the correlation matrix R and χ, a vector with random entries of zero mean and

unit variance. This decomposition has to be done in such a way as to generate a correlated vector h with a mean of zero

and unit variance.
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The first step in generating random fields is to build a correlation matrix of all vertices of the field

Ri j =
cov(hi, hj)

σiσj
→ R =



1 ρ(h1, h2) . . . ρ(h1, hn)

ρ(h2, h1) 1 . . . ρ(h2, hn)

...
. . .

...

ρ(hn, h1) ρ(hn, h2) . . . ρ( fn, fn)


, (14)

in which ρ(hi, hj) = ρ(hj, hi), noting that the correlation here can be calculated using eq. (12).

Taking the definition of covariance

cov
[
hi, hj

]
= E

[
hihj

]
− E [hi]E

[
hj

]
(15)

and keeping in mind the field has a zero mean, it is possible to show that R can be decomposed into two matrices

R = cov[h,h] = E(h,hT ) − 0 · 0

= E(Lχ(Lχ)T ) = LE(χχT )LT = LILT = LLT , (16)

where I is an identity matrix. Noting that from eqs. (12) and (14) the matrix R is symmetric and positive semi-definite,

the eigenvalues should not be negative. This expression exploits the independence of the components of χ. Decomposing

is done by using eigendecomposition in the form of

R = QΛQ, (17)

where Λ is a diagonal matrix with the eigenvalues of R on the diagonal, and Q contains the eigenvectors of the matrix.

The matrix L can be extracted as

R = QΛ̂Λ̂Q = LLT → L = QΛ̂, (18)

in which Λ̂ = diag(
√
λ), where λ are the eigenvalues of the R matrix. Using the decomposed correlation matrix L it is

possible to generate random fields using equation eq. (13), requiring minimal additional computational costs.

C. Random field mapping to structure

The random fields in the current implementation are generated on a surface, while the structural model is based on

3D elements. In order to assign material properties to each integration point using the values of the random field it is
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necessary to implement a mapping procedure.

The mapping procedure used within this paper separates the random field mesh and the structural mesh. This is done

so that in other applications the geodesic length can be calculated with a greater accuracy, being able to more accurately

represent the curved geometry. It also makes it possible to refine the structure without at the same time refining the

random field discretization.

By using the higher order shape functions of the geometric mesh (section III.A.2) it is possible to include the

curvature within an element in the mapping procedure. The mapping procedure starts by projecting each node of the

geometric mesh to the random field surface, finding the shortest Euclidian distance. This only has to be done once,

which saves time during Monte Carlo analyses. While initializing each analysis the values of the random field are

calculated for every geometric node using the four node shape function of the random field element.

During assembly, material properties of each integration point are interpolated using the shape function of the

geometric mesh. This process has the advantage that by using higher order elements (e.g. 27 nodes) it is possible to

have a non-linear variation of properties within an element. It is therefore possible to represent the structure with larger

elements and still have an accurate material property distribution. As a consequence the mapping procedure can have a

higher fidelity than would be possible with the linear shape functions of the 8 node structural elements. The optimal

discretization of the random field is therefore also dependent on the order of the geometric Lagrange elements, and the

structural SL elements in addition to the correlation function used.

The illustration in fig. 2 shows the mapping process, where at an integration point the coordinates within the element

coordinate system are used to interpolate values of the geometric mesh, or mathematically as

hi = melN3D
el (αi, βi, ξi), (19)

where hi is the field value at a point i, mel a vector with the field values at element el, and N3D
el
(αi, βi, ξi) the shape

function evaluated at element coordinate i with components α, β, ξ. It should be noted that this approach has a constant

value assumption through thickness, which is why the value is the same for β between [-1,1].

Random field values are normalized to zero mean and unit variance. Applying the field to a variation in the Young’s

modulus would require the addition of the mean and multiplication with the standard deviation as

Ei = Eµ + hiEσ, (20)

in which Ei is the Young’s modulus at point i, Eµ is the mean value of E , hi is the value of the random field at the point

and Eσ is the standard deviation of the Young’s modulus.
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β

i

αξ

Geometric mesh
Structural mesh

Random field mesh

Fig. 2 Separate discretization and mapping procedure between meshes, and coordinates of point i.

D. Applying thickness imperfections

Applying variations to the thickness in the structure requires changing the 3D mesh to reflect the new geometry.

This is done by mapping the random field to perturbations to the structural mesh.

1. Perturbing the mesh

In section III.C a mapping between the random field and nodes of the geometric mesh (N3D) is described. This

process gives interpolated scalar values of the random field to every node in the geometric mesh. This scalar value is

used to determine the amount of displacement that should be applied to the node.

The approach used in the current work determines the amount of displacement of a coordinate by scaling the

displacement with the distance from the random field surface. This approach makes it possible to apply symmetric

thickness variations, by having the random field in the middle of the structural mesh. It also makes it possible to vary in

one direction, by having the random field intersect the surface which should not be varied.

The direction in which the node is displaced is taken from the derivative of the shape function with respect to the

element normal direction. In the convention used within this paper this gives the normal direction relative to the surface

of the structure. An unrotated element has its α, β, ξ components aligned with x, z, y, with the normal being defined as

the component in z. With the convention used the normal direction therefore equal to gβ = x ∂N3D

∂β , where gβ is a unit

length normal vector of a coordinate in the normal (β), and x an array of the physical coordinates of an element. This

solution may not be unique, if a node is used in multiple elements. In those cases the average normal direction of all

elements containing the node is used. The distance d between a physical node and the random field surface is calculated
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numerically. The displacement is applied to node i by adding a perturbment to the coordinates of the nodes

ci,new = ci,old + δdi = ci,old + diσtgβhi (21)

in which di is the original distance between the node and random field surface and ci the coordinates of node i.

E. Calculating the correlation of a parameter on the structure

By running an analysis n times it is is possible to calculate how variations of material or geometric parameters affect

the structure. This approach makes it possible to identify areas which most influence the mechanical response. In doing

so, offering valuable information on the relationship of buckling load to stiffness variation, stress to displacement or any

other combination of parameters.

The correlation is calculated at the same points in which the random field is discretized, the points are then evaluated

for parameters a and b. Using the definition of correlation of eq. (11) the correlation of each point a on the structure is

calculated relative to parameter b. For the examples discussed in the results section the parameter a would equal the

Young’s modulus or thickness and the parameter b the first linear buckling load. For this example the pattern can be

evaluated as

Hi =

∑n
j=1

(
fj − f̄

) (
Ei, j − Ē

)√∑n
j=1

(
fj − f̄

)2
√∑n

j=1
(
Ei, j − Ē

)2
, (22)

where Hi is the correlated value at point i, fj the buckling load at run j, f̄ the sample mean buckling load over all n

runs, Ei, j the Young’s modulus at point i at run j and Ē the sample mean Young’s modulus over all runs.

F. Applying the correlation pattern to improve mechanical response

The map of correlation gives a direct indication of how the structure responds to a variation of a parameter at a

specific location. Changing the base-state to incorporate the variation pattern of parameter a (e.g. Young’s modulus)

can therefore increase or decrease the parameter b (e.g. buckling load). In order to map this correlation pattern to the

structure it is first normalized by fitting it into a range [0,1]. Using this normalized pattern it is used to redistribute the

parameter with the function

ai = amin + (amax − amin)Ĥi, (23)

where Ĥi is the value of the normalized correlation pattern at ai .

The distribution of Ĥ is not necessarily symmetric, making it necessary to manipulate this pattern to improve

performance or move the sample mean within a selected range. An extension is therefore introduced to eq. (23) to

ai = amin + (amax − amin)Ĥm
i , (24)
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in which either the exponent m or range of a ∈ [amin,amax] can be calculated to ensure the average value of the property

remains unchanged.

In the analyses shown in this paper a is either a Young’s modulus (a functionally graded material), or the thickness

of the structure, the parameter b is the linear buckling load. In these analyses a large value for m would result in very

local increases in the Young’s modulus, or thickness. A small value for m would cause localized low values of the

distribution. The exponent m and range of the pattern are related. When m is decreased the average value of the pattern

increases, while increasing m causes it to decrease. There is a unique value of m for every specified range in which the

average value (Young’s modulus or thickness) remains the same.

1. Calculating volume and average properties in an analysis

When enhancing the structure it is important to analyze the change in mass or average material property within a

structure. Increasing the stiffness of a structure by adding mass or increasing the average Young’s modulus is trivial.

The volume of elements are calculated by using their shape functions, which represents a mapping between coordinate

systems. Taking the definition of a volume element

dV = ρ(u1,u2,u3) du1 du2 du3, (25)

The volume of an element can be found by integrating dV over the volume of an element. Utilizing the 3D Jacobian

J3D =

������������

∂N3D
1
∂α

∂N3D
1
∂β

∂N3D
1
∂ξ

∂N3D
2
∂α

∂N3D
2
∂β

∂N3D
2
∂ξ

∂N3D
3
∂α

∂N3D
3
∂β

∂N3D
3
∂ξ

������������
, (26)

and using Gauss–Legendre quadrature the volume of an element is integrated numerically as

Vi =

N∑
i=1

N∑
j=1

N∑
k=1

J3D(xi, xj, xk)wiwjwk, (27)

where xi, j ,k are the integration points in the range [-1,1], wi, j ,k integration weights, and N the integration order.

To calculate the average value of the property a weighed integration is done of the volume, which is then divided by

the structure’s volume. For a property n within a structure this becomes

µn =

∑N
i=1

∑N
j=1

∑N
k=1 J3D(xi, xj, xk)pn(xi, xj, xk)wiwjwk∑N

i=1
∑N

j=1
∑N

k=1 J3D(xi, xj, xk)wiwjwk

(28)

where pn(xi, xj, xk) is the property n at integration point xi, xj, xk .
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IV. Results
The methods discussed in the previous section were applied to two different structures; a square flat plate and a

curved panel. Both of these examples analyze variations of the Young’s modulus and the thickness separately. These

variations are applied intrusively, by perturbing the mesh in the case of thickness variations, and non-intrusively by

changing the scalar value of material properties at integration points in the case of Young’s modulus variations.

A. Rectangular plate

The first example consists of a rectangular plate of 1x1 m and a thickness of 3 mm, as shown in fig. 3. It is modeled

using a 20x20 mesh with Serendipity Lagrange 3rd order elements (described in section III.A). The material properties

used are E=181 GPa, ν = 0.3. A unit force is applied to the y = 0 and y = 1 edges as a uniform distributed load on

the surface, with a total force of 1 N. Out-of-plane (z) displacement is restricted on all edges, x displacement is also

restricted on the x = 0 and x = 1 edges. The linear buckling load is 16892 N, with the buckling mode shown in fig. 4.

Prior to generating the correlation pattern the buckling load and mode were verified using the finite element code

DIANA [50].

1. Young’s modulus variation

5000 runs were made in which a random field with a correlation length Lc = 0.2 m was applied to a standard

deviation in the Young’s modulus of 1 GPa. An example of such a distribution can be found in section IV.A.1. The

correlation pattern of the Young’s modulus to first buckling load among all 5000 runs is shown in fig. 6a. These runs are

used to generate correlation patterns with which the Young’s modulus is redistributed in order to increase the linear

buckling load. This could be done by utilizing functionally graded materials, where the stiffness varies throughout the

geometry.

This pattern is normalized and used to redistribute the Young’s modulus of the plate in the range of 108-254

GPa, which is ±73 GPa the baseline value. This range is an assumption using data of laser deposition range ratios in
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Fig. 4 First buckling mode of the rectangular plate

Fig. 5 Example of randomly distributed Young’s modulus on the flat plate, Pa
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(a) Correlation of E with first linear buckling load (b) Young’s modulus distribution (m = 0.84), Pa

Fig. 6 Calculated correlation pattern and applied Young’s modulus distribution of flat plate example

Ti6Al4V/TiC functionally graded materials achieved by Mahamood and Akinlabi [51]. Unfortunately, this paper does

not include mechanical properties, the Young’s modulus range is therefore assumed using the deposition ratios achieved.

The average Young’s modulus of the analyses was kept equal to that of the baseline analysis (181 GPa). By having a

fixed range, and a set average in the pattern, it is possible to determine the exponent m in eq. (24) to ensure the average

Young’s modulus in the plate equals that of the baseline. Repeating this procedure for a variety of property ranges,

the results of which are shown in fig. 7. The largest increase was found for the range 108-254 GPa, using a scaling

parameter of m = 0.84. This is a unique value for a specific material range, pattern and average value of the pattern.

The associated material distribution can be found in fig. 6b, applying the same loads and boundary conditions to the

plate results in an 8.6% increase in linear buckling load (18 363 N).

2. Thickness variation

Thickness is varied over 5000 samples. The fictitious variations have a standard deviation of 5% of thickness with a

correlation length of 0.2 m. The correlation of the thickness variation with the linear buckling load can be found in

fig. 8a. The load vector is updated every step to ensure that the total load magnitude is unit, and distributed proportional

to the local thickness. Analyses were run over a range of thickness ranges between ±5% and ±50%, the results of which

can be found in fig. 9. The best result was found using a range of -50% to 35% of the original thickness (0.0015-0.00405

m), using a scaling coefficient m = 0.7409 to retain constant mass. In contrast to the Young’s modulus example the

results here are not the best with the largest range. Using a large range causes the scaling parameter used to retain

constant mass be more focused in the material thickening. In this case this would cause a large local increase of bending

stiffness while reducing the bending stiffness in other parts of the structure. An optimal is therefore found as a tradeoff
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(a) Percentage increase in linear buckling load
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Fig. 7 Linear buckling load improvement of flat plate with Young’s modulus variation, retaining baseline
average

between local stiffening and a decrease in stiffness in other areas. It is quite possible that extending the range through

sequential iterative steps will provide a better result. Applying this pattern, shown in fig. 8b increases the linear buckling

load by 16.9% to 19 754 N.

3. Interpretation

An interpretation of the results is made using the effect on the prebuckling stress distribution, and the buckling state

through buckling mode and strain energy density. The strain energy density gives an indication of the local stresses

and strains that are locally stored through elastic deformation. The center of the plate is stiffened in both parameter

studies. By examining the the strain energy density with definition U = 1
2εi jσi j [52, p. 122] shown in fig. 10, it can be

deduced that the strain energy density is lower at the center of the plate, where the buckle forms. The reduction is due to

a redistribution where the strain energy density is relocated away from the center and towards the loaded edges. The

redistribution of strain energy density is much more prominent than the redistribution of prebuckling stresses. The

redistribution of the thickness and strain energy cause the buckling mode to change, moving the curvature of the buckled

shape from the center towards the edges, as shown in fig. 11. This effect is due to the local increase of stiffness in the

center of the plate, which causes the mode shape to change where the curvature is more prominent at the edges.

18



(a) Correlation of panel thickness to linear buckling load (b) Change of thickness relative to original thickness, %

Fig. 8 Correlation pattern and redistribution of thickness within the flat plate

-50 -45 -40 -35 -30 -25 -20 -15 -10 -5
Change in minimum thickness, % of original

5

10

15

20

25

30

35

40

45

50

C
ha

ng
e 

in
 m

ax
im

um
 th

ic
kn

es
s, 

%
 o

f o
rig

in
al

4.84

8.755

11.97

13.14

4.759

8.55

11.61

13.11

4.666

8.323

11.21

13.08

4.563

8.062

10.77

12.74

13.04

4.442

7.757

10.27

12.07

12.96

4.297

7.395

9.691

11.33

12.44

13.1

13.18

12.79

4.113

6.953

9.016

10.5

11.52

12.19

12.56

12.69

12.65

12.45

3.867

6.393

8.205

9.526

10.48

11.13

11.55

11.78

11.85

11.8

3.505

5.645

7.183

8.324

9.164

9.763

10.16

10.4

10.51

10.51

2.89

4.524

5.682

6.507

7.075

7.444

7.657

7.749

7.747

7.675

14.42

16.07

16.91

16.94

16.26

14.94

13.91

15.43

16.2

16.26

15.69

14.6

13.35

14.75

15.47

15.57

15.14

14.27

14.03

14.72

14.87

14.58

13.95

13.27

13.93

14.15

14.01

13.6

13.39

13.4

4

6

8

10

12

14

16

(a) Percentage increase in linear buckling load
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Fig. 9 Flat plate with thickness variation linear buckling load improvement, with constant mass
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(a) Baseline result (b) Result with varied E (c) Result with varied thickness

Fig. 10 Strain energy density of the first buckling mode (compression in y), outer surface, Jm−1

(a) Baseline (b) With thickness redistribution

Fig. 11 Linear buckling mode of baseline and thickness varied structure, relative displacement (projection
facing unloaded edge)
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R = 0.1m

90o

x
z

y

(a) Force and geometry (b) Curved panel mesh

Fig. 12 Curved panel structure

Fig. 13 First linear eigenmode of the curved panel, compression in y

B. Curved panel

As a second example the curved panel shown in fig. 12a is analyzed. It is a 90° arc of a cylindrical shell with a radius

of 0.1 m, thickness of 2 mm and a length of 0.15 m. A uniformly distributed pressure load 1 N in magnitude is applied

on the curved edges of the panel, while restricting displacements in the plane of the loaded edges. These boundary

conditions differ from an earlier version of this paper [53], in which the same boundary conditions were used for the

prebuckling state but had the loaded edges clamped during the eigenvalue analysis. To restrict the rigid body mode in

the load direction two points on the ends of the curve at y = 0.075 m are fixed in the load direction. A discretization

of 40 SL elements in radial direction and 40 SL elements in the axial direction was used. Material properties of the

previous example (E = 181 GPa, ν = 0.3) are also used in this example. Using the CUF implementation the first

buckling load of 102 504 N was calculated, and verified using DIANA [50] with a 930 Q20SH element shell model

(107 280 N). Figure 13 shows the first linear buckling mode, calculated using the CUF implementation.

1. Young’s modulus variation

A correlation pattern was generated using a total of 10 000 random samples using a correlation length of 0.01 m.

During postprocessing the correlation of the structure’s Young’s modulus with the first buckling mode was computed, as
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(a) Correlation of E with first linear buckling load (b) Young’s modulus (m = 0.78), Pa

Fig. 14 Calculated correlation pattern and applied stiffness distribution

shown in fig. 14a. An examination of the pattern shows that the panel benefits the most from reinforcements in the

center of the straight edges, in the area of the maximum buckling amplitude. Stiffened regions are focused into five

zones around the center. As with the flat panel, the increase was studied under a range of minima and maxima. The

trends of these analyses are shown in fig. 15. Utilizing the full range of 108-254 GPa the material distribution of fig. 14b

shows the largest increase in linear buckling load. Using this redistributed stiffness results in a 7.4% increase in linear

buckling load to 113 820 N. Applying this stiffness redistribution also causes the prebuckling deformation to change, as

is shown in fig. 16b.

2. Thickness variation

Thickness variations are analyzed by running 10 000 linear buckling analyses in which the mesh is perturbed

proportional to the thickness by a 5% standard deviation. The load vector is updated at every sample, updating makes

sure that magnitude on an edge remains unity, and the load is distributed evenly on the surface. Variations are applied to

the structure using a correlation length of 0.01 m. Figure 18a shows the pattern of these correlations. A study was

done to analyze the improvement in linear buckling load, the resulting trends are shown in fig. 20. In these analyses the

thickness range was changed together with an appropriate scaling parameter m, while retaining the original mesh volume

(mass). The greatest increase was found using a range of -50% to 15% of the original thickness, using a scaling factor

m = 1.56. As was the case with the flat plate example the optimal range is a tradeoff between localized bending stiffness

increase and a reduction elsewhere in the structure (due to the constant mass constraint imposed). Applying these ranges

improved the linear buckling load by 29%, to 136 702 N. Figure 18b shows the corresponding thickness distribution.
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(b) Parameter m (eq. (24)) for constant Young’s modulus

Fig. 15 Improvement over a range of Young’s modulus ranges of the curved panel, with average value equaling
the baseline Young’s modulus

(a) Baseline (b) With Young’s modulus redistribution

Fig. 16 Prebuckling displacement of curved panel, m
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(a) Baseline result (b) Result with varied E (c) Result with varied thickness

Fig. 17 Prebuckling stress in y direction for three different curved panel analyses with compression in y, Pa

3. Interpretation

As was done for the flat plate the interpretation focused on the prebuckling stress and the strain energy density of

the buckling mode. Changes in the prebuckling stress in the load (y) direction reduce in areas where buckles form,

particularly for the thickness varying structure, as shown in fig. 17c. At the same time the buckling strain energy density

(U = 1
2εi jσi j [52, p. 122]) of the structures has also redistributed. The original structure had a concentration of strain

energy along the unsupported edges, which decreased in the Young’s modulus tailored structure, and even more so in

the thickness tailored structure. Changes in the prebuckling stress pattern are more prominent than changes in strain

energy density, which differs from the previous example. Increases in buckling strain energy density at the corners of

the thickness tailored structure is due to the local decrease in thickness, which cause a redistribution of the applied force.

This influences the load path of forces applied to the structure, allowing these to be focused in areas less sensitive to

high stresses.

C. Effect of correlation length

Patterns are generated using random variations of the Young’s modulus or thickness throughout the structure.

Variations are correlated to each other, meaning that points close to each other are related, more so than points far apart

from each other. Patterns of correlations shown in this section are similarly related. A comparison of the curved panel

thickness example is shown in fig. 21, where the thickness correlation of the curved panel is shown for a correlation

length of 0.05 and 0.01 m. Both analyses are run 10 000 times, but it is clear that the 0.05 m pattern appears to be more

converged. It is also clear that the pattern with a correlation length of 0.01 m is different, preferring a fairly thin strip

along the edges instead of the larger areas along the off center areas of the panel.

Similarly an analysis was run in which the flat panel analysis of section IV.A.1 was run with a correlation length of 1

m. A round pattern was generated instead of an oval pattern. The correlation length in this context can be interpreted as

a characteristic pattern minimum feature length. A shorter length, while giving more resolution to the pattern also
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(a) Correlation of thickness with first linear buckling load (b) Thickness change (m = 1.56), % of original thickness

Fig. 18 Calculated correlation pattern and applied thickness distribution of curved panel

(a) Baseline (b) With thickness distribution

Fig. 19 Prebuckling displacement of curved panel change with thickness variation, m
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(b) Scaling parameter m (eq. (24)) for constant mass

Fig. 20 Improvement of buckling load of curved panel over a range of thickness ranges, with constant mass

causes the pattern to take longer to converge.

To analyze how the two patterns compare, analyses were done in which the thickness variation was compared. The

0.01 m pattern of fig. 21a shows an increase of 29% using m = 1.56 over a range of change from -50% to 15% of the

original thickness. A similar analysis was done for a correlation length of 0.05 m. The best improvement was found

in the range -50% to 15%, which showed an increase of the linear buckling load of 9.4%, using a scaling factor of

m = 0.44. Comparing this to the result generated with a smaller correlation length gives only a third of the increase. A

shorter correlation length has a better potential enhancement, at a higher computational expense.

V. Discussion, conclusions and future work
Through stochastic analyses of randomized local variations of, for example, thickness it is possible to glean

information on the average local sensitivity of the structure to a variation of that parameter. Using this information

it is possible to tailor structures to enhance their mechanical response. Numerical examples have demonstrated such

effects through examples which improve the linear buckling load of two structures through stiffness redistribution, either

by varying the Young’s modulus or thickness locally. The new stiffness distributions cause the bending stiffness to

increase in areas where buckling deformation is most significant. Another effect is that the prebuckling stress tends to

reduce in those areas, the combination of stiffness and corresponding stress redistributions is that the strain energy

density of sensitive areas reduces. Analyses over multiple correlation lengths were accomplished. An overall trend

shows correlation patterns with a shorter length generate patterns which perform better. This result is due to the pattern

having a higher resolution (i.e. is less smooth), allowing enhancements to be more localized.
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(a) Correlation of thickness with linear buckling load Lc =

0.01 m
(b) Correlation of thickness with linear buckling load Lc =

0.05 m

Fig. 21 Comparison to correlation patterns of thickness variations of curved panel with different correlation
lengths

Correlation patterns are different depending on which parameter (e.g. Young’s modulus or thickness) is varied, in

the examples shown this is due to two effects, the first being the effect variations have on the stiffness. Both parameters

increase in-plane stiffness linearly with their variation. Bending stiffness on the other hand is proportional to Et3,

thickness variations therefore affect the bending stiffness of the structure much more than varying the Young’s modulus.

Variations of the thickness cause another effect, force is applied to the edge of the structure as a distributed load. When

the thickness decreases the load is redistributed away from the area and into other areas (as the area decreases locally),

this can help redirect load to parts of the structure that are less sensitive. The corners of the curved panel depicts this,

these areas are thinner so as to decrease the relative amount of load applied in those areas close to the edge. In this way

the thickness distribution also tailors the load path while tailoring the stiffness.

Future extensions can broaden the use of the method. Local stress amplitude reduction during cyclic loading could

also be decreased, which could lead to an improved fatigue life. The results so far are limited to linear results, it is also

possible run these analyses using non-linear analyses at a specific load level or buckling load.

Potential use of this approach on additive manufactured materials and structures is also of interest. Extra design

freedoms facilitated by these production processes makes it possible to create complex geometry, which would not be

economical with traditional manufacturing processes. When the manufacturing process is well understood and the

variations can be quantified in a representative fashion the effects on the structural performance of the tailored structure

can be directly compared, potentially enabling the structure simultaneously to be more highly tailored and have excellent

performance through the same design process.
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Adding multiple design iterative stages can also lead to further improvement of linear, and potentially non-linear

problems. Results shown in figs. 9a and 20a indicate that maximizing the parameter range does not automatically lead

to the best improvement. To find an optimal distributions successive iterations will likely be needed. By applying the

random fields to out-of-plane displacements it may also be possible to add tailored variations to affect the behavior.

Fields can be generated in 2D, as done here, but random fields can also be generated for 3D structures. Optimization

using these methods does not necessarily require a converged correlation pattern, the patterns could be perturbed and

modified in successive iterations each time an improvement is found. It is noted that convergence would likely improve

by postprocessing on the patterns, utilizing symmetry for instance.
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