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A B S T R A C T

One of the key challenges of Vehicle-to-Vehicle (V2V) communication is to ensure a
reliable information exchange in such a way that a cooperative awareness between
vehicles is permanently established, regardless of the considered environment and
traffic conditions. Consequently, V2V applications have to fulfill quality require-
ments in order to help drivers in critical situations on rural and motorway roads,
as well as in urban and inner-city areas. However, due to the presence of radio
shadowing, a significant portion of message transmissions will be susceptible to
recurrent signal attenuation caused by buildings or vegetation. For this purpose,
it is essential to perform a deep analysis of the fundamental wave propagation
characteristics in typical vehicular environments. The first part of this thesis covers
a measurement-based evaluation of V2V communication by focusing on station-
ary radio shadowing at urban intersections. Hereby, we examine, based on sev-
eral measurement campaigns, the impact of building and vegetation obstructions
on the communication quality. In urban agglomerations, the communication per-
formance is directly associated to availability of a constant line of sight between
vehicles, which may depend on the distribution of buildings. Therefore, we pro-
vided an in-depth analysis and characterization of urban intersections based on
digital maps from selected European big cities. It has been found that intersections
with three up to four corners occupied by buildings are the most frequent. In ad-
dition, while the related work did not sufficiently address the scalability problem
of Vehicular Ad-hoc Network (VANET) experimentally, we present an abstraction
method to overcome logistic issues during real-world measurements. More particu-
larly, we evaluate the impact of buildings on the severity of co-channel interference
through experiments carried out at two different intersections.

The second part of this thesis addresses the performance evaluation of V2V com-
munication at urban intersections by analyzing the influence of building shadow-
ing and penetration rates. Since the evaluation is performed by means of simu-
lation, we propose a hybrid simulation platform composed of a network simula-
tor and a road traffic simulator. To ensure applicability of simulation results, an
ITS-G5 conform protocol stack from the application layer up to the physical layer
is scrupulously modeled under the simulation tool OMNeT++. As propagation
models may directly affect the level of accuracy in simulation-based performance
evaluations, we introduce a dedicated urban propagation model designed to re-
flect radio propagation on urban environments in a realistic way. After a careful
selection of representative scenarios, we perform a simulation campaign under
variation of environment factors and communication parameters. We particularly
concentrate on the scalability issue and the influence of intersection type on the
communication performance. The obtained results indicate that performance of
V2V communication at urban intersection is directly linked to the type of the inter-
section, and packet collisions are mainly caused by the channel access mechanism
due to the broadcast nature of V2V communication.
Keywords: V2V, VANET, Radio Shadowing, Urban Intersections, Intersection type
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Z U S A M M E N FA S S U N G

Ein Ziel der Fahrzeugkommunikation ist es, durch Informationsaustausch den Fah-
rer frühzeitig vor kritischen Situationen zu warnen. Dies soll unabhängig der be-
trachteten Umgebung und den gegebenen Verkehrsbedingungen erfolgen. Eine
zentrale Herausforderung der Fahrzeugkommunikation ist es somit, einen zuver-
lässigen, stabilen und robusten Funkkanal bereitzustellen, sodass eine Interakti-
on zwischen den Fahrzeugen permanent gesichert ist. Durch die Abschattung
von an innerstädtischen Kreuzungen besonders häufig vorhandenen Gebäuden
und/oder Vegetation wird jedoch ein erheblicher Teil von Nachrichtenübertra-
gungen den Empfänger nicht erreichen. Die vorliegende Dissertation befasst sich
mit der Leistungsbewertung der Fahrzeugkommunikation in Bezug auf stationäre
Funkabschattungen in urbanen Umgebungen. Dies setzt ein solides Verständnis
der Eigenschaften des Funkkanals sowie dessen Auswirkungen auf die Kommu-
nikationsqualität voraus. Besonders in städtischen Ballungsräumen hängt die Zu-
verlässigkeit des Nachrichtenaustausches von der Qualität und Verfügbarkeit der
Kommunikationsverbindungen zwischen den Fahrzeugen ab. Die Art der Sicht-
verbindung ist zudem stark mit der Straßentopologie und der Verteilung der Ge-
bäude in Kreuzungsbereichen verbunden. Im Verlauf dieser Arbeit wird zunächst
eine Evaluation und eine Charakterisierung von Kreuzungstopologien mit Hilfe
digitaler Karten von ausgewählten europäischen Großstädten vorgestellt. Als die
am häufigen vorkommende Topologie wurden Kreuzungen mit drei bis vier von
Gebäuden besetzten Ecken identifiziert. Auf der Grundlage dieser Erkenntnisse
steht im ersten Teil der Arbeit eine messungsbasierte Untersuchung von Kreu-
zungstopologien auf der Fahrzeugkommunikation im Fokus. Hierbei werden die
Auswirkungen von Gebäuden und Vegetation auf die Kommunikationsqualität in
mehreren Messkampagnen analysiert und anschließend bewertet. Als ergänzender
Beitrag zu den schon existierenden Arbeiten, die die Skalierbarkeit von Fahrzeug-
Ad-hoc-Netzen behandeln, stellt die vorliegende Arbeit einen Ansatz vor, der den
logistischen Aufwand während der Feldtests minimiert. Darüber hinaus wird der
Einfluss von Gebäuden auf Gleichkanalinterferenzen durch Messungen an zwei
verschiedenen Kreuzungen gründlich untersucht.

Im zweiten Teil der Arbeit wird die Leistungsbewertung der Fahrzeugkommu-
nikation an städtischen Kreuzungen unter Betrachtung des Einflusses von Gebäu-
deabschattung und Verkehrsdichte mit Hilfe von Simulationen adressiert. Es wird
dazu eine aus einem Netzwerk- und Verkehrssimulator gekoppelte Simulations-
plattform entwickelt und vorgestellt. Um einen hohen Realitätsgrad zu gewähr-
leisten, wurde ein dem ITS-G5 Standard entsprechender Protokoll-Stack von der
Anwendungsschicht bis zur physikalischen Schicht modelliert und im Simulati-
onswerkzeug OMNeT++ integriert. Darüber hinaus wurde ein dediziertes Aus-
breitungsmodell für städtische Kreuzungen entwickelt, um die Eigenschaften des
Funkkanals realistisch abzubilden. Das Modell berücksichtigt sowohl die Abschat-
tung durch Gebäude als auch den Signalschwund durch Mehrwegeausbreitung
und basiert auf realen Messungen. Nach einer Auswahl repräsentativer Szenarien
wurde eine Simulationskampagne unter Variation von Umgebungsfaktoren und
Kommunikationsparametern durchgeführt. In diesem Teil der Arbeit wird haupt-
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sächlich das Problem der Skalierbarkeit von Fahrzeug-Ad-hoc-Netzen und vor al-
lem die Auswirkung verschiedener Kreuzungstopologien auf die erzielbare Kom-
munikationsqualität quantifiziert. Ein wesentliches Ergebnis dieser Arbeit zeigt,
dass die Topologie der Kreuzung einen signifikanten Einfluss auf die Kommuni-
kationszuverlässigkeit hat. Es konnte weiterhin gezeigt werden, dass Paketkollisio-
nen vorwiegend durch den dezentralen Kanalzugriffsmechanismus der Fahrzeug-
kommunikation entstehen.

Schlagwörter: Fahrzeugkommunikation, Funkabschattung, Städtische Kreuzungen,
Kreuzungstopologie
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1
I N T R O D U C T I O N

1.1 motivation

The mobility of people and goods is a key factor in the economic expansion of a
country. Besides facilitating access to a large range of products, the mobility pro-
motes the tourism branch by motivating to achieve long-distance travels. At the
individual level, mobility is closely linked to self-determination and personal free-
dom. It opens up opportunities to participate in job market abroad, and, therefore,
a better chance to get high-quality jobs. To increase their standard of living, people
usually need to reach other people, places, goods, and services. For the concrete
implementation of the mobility, transport is the instrument that is then required.
In contrast to the mobility, transport is only a tool to satisfy the need for mobility
and includes vehicles, infrastructures and traffic rules. In other words, transport
can be defined as a targeted change of location of persons or goods, news using
energy and information including support processes. However, it is hard to say
how much traffic is generated or even required in the movement of people from
one place to another. In general, people have at least in cities the choice of how
and where to satisfy their needs and the means of transport they desire.

While the growth of mobility is socially commendable for the political and eco-
nomic policy makers, the growth of traffic is an undesirable objective for traffic
scientists and road operators. The success of the mobility depends on transport
systems, which might provide safer traveling conditions protecting human lives,
enhance the quality of life and avoid the waste of material resources and energy.
However, mobility and transport on the road, rail, aviation and shipping causes
significant environment, social and economic damages mainly due to accidents
and traffic jams. In 2004, a study carried out by the Intergovernmental Panel on
Climate Change (IPCC) reported that the transport sector has a significant impact
on the environment accounting for between 26% of total world energy consump-
tion and 23% of carbon dioxide emissions with about three-quarters coming from
road vehicles. The tendency is rising projected to be about 80% higher than the
current levels by 2030 [1]. It assumed that the transport activity would increase as
the economy grows, which is the case in emerging countries.

According to a study reported by the World Health Organization (WHO), a total
of 92 492 people died from road traffic injuries in 2010 in the European Union
(EU) [2]. That is 253 people killed every day. When considering the number of
serious accidents involving persons killed, different modes of transport come into
consideration. Forty-three percent of the people dying in road traffic in the EU are
vulnerable road users (27% pedestrians, 12% users of motorized two- and three-
wheelers and 4% cyclists), 50% are car occupants and the remaining 7% among
unspecified road users. This study also shows that road traffic accidents are even
the leading cause of deaths and hospital admissions for citizen under the age of 45
in Europe.
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2 introduction

Examining the cause of death among young people between 15-24 years old,
road accidents are recognized as the leading cause of non-natural death in Eu-
rope [3]. However, it should be noted that the increase of injuries in this age group
is related to the lifestyles of young adults. Due to their introduction and integra-
tion in motor vehicle traffic and work environments, the risk of dying as a result
of a road traffic injury is highest between the age of 15 and 24. As can be seen
in Figure 1, two principal causes account for over 70% of all fatal injuries: road
injuries (46%) and suicides (24%) in this age group. Clearly, motor vehicle injuries
are by far the number one killer among young adults.

Other causes

25%

Road traffic injuries

46%

Poisoning

5%

Self-inflicted

24%

Figure 1: Fatal injuries by causes of death among young people between 15-24 year in the
EU-27 [3].

Regarding accident trends by road type, a study of the Royal Automobile Club
Foundation reported that urban-related accidents represent 61% of all reported
accidents that occurred in the EU in 2007 [4]. Although almost two-thirds of the
accidents occur on urban roads, only 56% are serious injuries and 33% are fatal. The
same trend is observed on German roads. Figure 2 shows the accident statistic in
relation to road types carried out by the German automotive organization ADAC
(Allgemeiner Deutscher Automobil-Club) in years 2000 and 2013 [5]. The positive
observation is that safety on German roads is increasing steadily. The figure shows
that the number of accidents in road traffic fell by almost 25% in 13 years. This
effect is even more pronounced when considering the total number of fatalities
depicted in Figure 2b, with a fall of 46% for urban roads, 60% for rural roads and
52% for motorways. Nevertheless, the number of accidents remained on a high
level. Too many people still have accidents in traffic, especially in urban areas,
where the number of the injured road users is by far the greatest (see Figure 2a).
In 2013, for example, three-quarters of all recorded traffic accidents occur in urban
traffic. These results also show that while the number of collisions is higher in
urban areas there is a greater chance of a collision resulting in death on rural
roads. Although serious accidents mostly take place on rural roads, we observe in
Figure 2b that almost one-third of road traffic facilities occurs in city traffic, which
is also not negligible. This deviation is due to the restricted space leading to an
automatic reduction of driving speed which consequently results in a low level of
crash severity. However, more than two people died every day in road accidents in
2013 in urban agglomerations. This leads us to the conclusion that the speed limit
alone does not guarantee absolute safety.



1.1 motivation 3

urban rural motorway
0

0.5

1

1.5

2

2.5

3

3.5

·105

29
64
92

16
78
45

41
10
5

24
24
98

10
53
53

29
63
0

N
um

be
r

of
ca

su
al

ti
es

2000 2013

(a) Road accident casualties

urban rural motorway
0

1000

2000

3000

4000

5000

18
29

47
67

90
7

97
7

19
34

42
8

N
um

be
r

of
fa

ta
lit

ie
s

2000 2013

(b) Road traffic fatalities

Figure 2: Total number of reported road accidents in Germany from 2000 and 2013 in
relation to road types [5].

The big challenge in city traffic is the interaction between different road actors.
Cars, buses, trains, motorcycles, bicycles and pedestrians share the same space in
the inner-city and rely on mutual respect of each other. A cooperation and com-
munication between the different groups is, therefore, indispensable. For example,
a driver who fails to signal his intention by ignoring the indicator could provoke
misunderstandings, and at worst a rear-end collision with other traffic participants.
Furthermore, information about the actual traffic condition would avoid overload-
ing already saturated intersections by re-routing approaching vehicles.

The growth of the economy and the mobility requirement of European citizen
has generated an increase in the volume of road transport. This leads to a rise of
congestion of road infrastructures, which is the source of social and environmental
problems, such as air and water pollution, noise, and other ecological impacts. Due
to space restriction shared by road users, innovation based not only on the expan-
sion of the existing road infrastructure but rather on appropriate and efficient solu-
tions will play a major role in the enhancement of traffic safety and efficiency. This
motivates the introduction of Intelligent Transportation System (ITS) which brings
advanced applications in order to provide innovative services to all kind of modes
of transport and traffic management. Through the use of ITS, traffic participants
are better informed, and road infrastructures are optimal utilized to prevent traffic
jams and accidents. For instance, ITS through intelligent services would enhance
the traffic safety in urban environments by efficiently controlling traffic signal ac-
cording to the traffic conditions. Additionally, the integration of vehicular commu-
nication in advanced vehicle safety systems, so-called Advanced Driver Assistance
Systems (ADAS), is identified to be helpful by supporting installed in-car sensors
and thus would extend the driver’s horizon. Despite the effectiveness of traditional
sensors, they are very limited in detection range and are weather-dependent.

Motivated by the rapidly growing advance in the field of communication tech-
nologies, ITS integrates information and telecommunication into traffic engineer-
ing to control and manage transport systems. More specifically, various forms of
wireless communication technologies enable a broad range of services for traffic



4 introduction

safety, efficiency, information and infotainment applications. Applied communica-
tion technologies include radio modem communication on UHF and VHF frequen-
cies, short-range communication using IEEE 802.11 protocols and infrastructure-
based communication such as WIMAX, GSM, 3G or Long Term Evolution (LTE).

As part of the fight to reduce traffic jams and road fatalities, the European Com-
mission (EC) adopted the decision to provide an EU-wide frequency band to en-
able immediate and reliable communication between cars and between cars and
roadside infrastructures [6]. For this purpose, car manufacturers and research in-
stitutions introduced the communication technology called Vehicle-to-Vehicle (V2V)
communication operating in the 5.9 GHz frequency band with the aim to open up
a wide range of road safety, traffic efficiency and infotainment applications for
next-generation vehicular traffic. The term Vehicle-to-X (V2X) communication (in
Europe Car-to-X, C2X) is mostly used to encompass the communication between
vehicles and infrastructures, where "X" represents other vehicles, traffic infrastruc-
tures - Vehicle-to-Infrastructure (V2I) - or home/enterprise equipment. Generally,
V2V is the popular term to identify V2X. To ensure robust communication in the
context of the highly dynamic vehicular environment, the specific requirements
of inter-vehicular wireless communication have been incorporated into the well-
known IEEE 802.11 [7] by the standard amendment IEEE 802.11p [8]. For this end,
802.11p introduces several modifications to the Physical (PHY) and Medium Access
Control (MAC) layers. The 802.11p PHY is inherited from IEEE 802.11a, but relies
on channels of 10 MHz bandwidth instead of the usual 20 MHz. The MAC sublayer
of IEEE 802.11p introduces several modifications including the newly defined Out-
side the Context of a Basic Service Set (OCB) mode, which allows stations to trans-
mit data frames without prior association or authentication with a Basic Service
Set (BSS).

Various large-scale field operational tests (FOTs) involving V2V systems were tak-
ing place worldwide in the last couple of decades. One can cite the German simTD

project (Safe and Intelligent Mobility - Test Field Germany) and US Department of
Transportation (US DOT). On the basis of these FOTs, new insights on the applica-
bility of V2V contributed not only to the harmonization and standardization of V2V
communication but also to gain insight into the communication protocol behavior.
Moreover, the maturity of Wireless Local Area Network (WLAN) have encouraged
governments, partners from automotive industry, and research institutes to join
efforts by using V2V as the appropriate technology to ensure a cooperative aware-
ness within nodes through the exchange of message between traffic participants.
In this direction, twelve European vehicle manufacturers have signalized their in-
tention to bring cooperative systems based on inter-vehicular communication onto
European roads starting this year by signing a corresponding Memorandum of Un-
derstanding (MoU). This implies that V2V systems would be mandatory for new
cars, and thus are close to market introduction.
However, although V2V has gained a lot of attention, there are several fundamental
factors of V2V communication that make its performance challenging and unique
compared to traditional WLANs, and include the following:

• Highly dynamic mobility of nodes: Vehicles move at different speeds in vary-
ing environments (highway, rural, suburban and urban) resulting in a rapidly
and unpredictably network topology.
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• Radio shadowing and multipath fading: Radio shadowing describes the ran-
dom variation of the received signal, which is subject to attenuation caused
by surrounding obstacles obstructing the communication link. Fading occurs
when multiple times delayed copies of the transmitted signal, each one stem-
ming from a different propagation path, reach the receiver. This results to
constructive or destructive interference depending on the amplitude and an-
gle of reflected signals.

• Co-channel interference: Due to the broadcast nature of V2V, its performance
will suffer under high traffic densities in urban scenarios since hundreds of
vehicles can be present in a relatively small region. However, the traffic pat-
tern at urban intersections is characterized by a heterogeneous concentration
of vehicles depending on traffic control and traffic condition. We will observe
long queue during red phase due to the flow of moving vehicles toward the
intersection.

Through the wireless exchange of information between vehicles and their neigh-
borhood, Vehicular Ad-hoc Network (VANET) based on V2V communication opens
up a plethora of road safety, traffic efficiency and infotainment applications. Safety-
based applications such as Stationary Vehicle Warning (SVW), which informs ap-
proaching vehicles of the risk of collision with vehicles dangerously immobilized
on the road and Intersection Collision Warning (ICW), which alerts vehicles enter-
ing the intersection of a risk of collision with other vehicles are currently stan-
dardized by the Technical Committee for ITS of European Telecommunications
Standards Institute (ETSI) [9]. Moreover, also applications aiming to improve road
traffic efficiency and driving comfort are conceivable. One can cite among others
the Traffic Information and Recommended Itinerary, which informs approaching
vehicles of some abnormal traffic conditions and provides circulation advises to
circumvent traffic jams.

1.2 problem statement

One of the key challenges of V2V is to ensure the communication reliability in such
a way that a cooperative awareness between nodes is permanently established, re-
gardless of the considered environment and traffic conditions. This means that V2V
applications have to fulfill quality requirements in order to help drivers in danger-
ous situations on rural and motorway roads, as well as in urban and inner-city
areas. Furthermore, a proper and reliable operation of V2V applications requires
accurate and timely delivery of vehicle status among nodes, at least in the near
surrounding. However, the reliability of these applications depends significantly
on the characteristics of the radio channel. Due to the presence of radio shadow-
ing, especially frequent at urban intersections, it is essential to perform a deep
analysis of the fundamental wave propagation characteristics in typical vehicular
environments. In behalf of communication link obstruction, a significant portion of
message transmissions will be susceptible to recurrent signal attenuation caused
by buildings and/or vegetation. Consequently, an interesting aspect is a knowl-
edge about the effective distribution of buildings near or around intersections in
Europe. We focus the evaluation on urban environments since yet the performance
of V2V communication in this area has not been fully quantified. This is primarily
attributable to the dynamic and complex topology of vehicular networks at urban
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intersections, and most importantly on the inevitable presence of numerous mo-
bile and static obstacles like buildings, vegetation, and other vehicles. Therefore,
in order to gain insight into the capability of V2V communication, it is essential
to analyze main environment factors influencing the communication performance.
We thus state following research questions:

How is the distribution of buildings at intersections in some European big
cities? How significant is the influence of building shadowing on the perfor-
mance of the communication? Do intersection characteristics such as building
density, street width, and traffic density impact the communication range?
How severe is the attenuation caused by vegetation through foliage? How can
logistic challenges while measuring with a large number of vehicles be experi-
mentally addressed?

V2V communication relies on a single-hop broadcast of vehicle status information
shared on a single channel. This implies that under harsh traffic conditions and
heavy traffic areas, the wireless channel will suffer from severe congestion lead-
ing to a rapid degradation of communication performance. Moreover, considering
the deployment of V2V systems in a near future, even if in early stage of deploy-
ment only a small portion of vehicles will be equipped, traffic densities can be
expected to grow considerably during peak hours. Consequently, interference pro-
duced by nodes in the network could be a limiting factor of communication perfor-
mance. Moreover, besides insight into the relationship between radio shadowing
and severity of interference, the impact of intersection types on the communica-
tion performance is an essential research question. Intuitively, one can argue that,
while radio shadowing caused by buildings could significantly affect the signal
quality at the receiver, this could on the other hand block co-channel interference
from surrounding hidden nodes. For all these reasons, a fundamental task towards
market introduction is an assessment about the impact of intersection layout and
its relationship to interference under crowded networks. To close this gap, we thus
state following research questions:

Which type of intersection experiences the best communication performance?
Does the intersection type and its influence on networking parameters such
as transmission power, message generation rate, vehicle density affect the per-
formance of V2V? Which type of packet collisions mainly occur in urban en-
vironments? How severe is the hidden node problem in broadcast-based V2V
communication? Are delay requirements of V2V applications fulfilled when
considering co-channel interference?

In general, the evaluation of VANET is mostly achieved through field test mea-
surements and/or simulations. While the former allows a realistic investigation,
this expensive approach requires a huge logistic to control the measurement and
fails in the reproduction of experiment runs due to the changing nature of traffic
participants. However, this method which is generally based on interference-free
conditions provides a high accuracy of the path loss estimation. On the other hand,
simulation-based evaluations of V2V which include the co-channel interference may
directly affect the level of accuracy since scalability effect in the vehicular network
is limited by interference. All these reasons together motivate the consideration of
field test experiments as well as simulation technique for the evaluation presented
in this thesis. However, while the simulation-based evaluation of highway scenar-
ios relies on one-dimensional network topology, the two-dimensional nature of
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urban intersections requires a geometry-based representation of results. This intro-
duces a new dimension of complexity during the investigation and representation
of results.

1.3 objective and contribution

This thesis makes contributions in the impact of radio shadowing in V2V commu-
nication based on an experimental and a simulative evaluation, especially at urban
intersections. The objectives followed within this thesis are briefly described in the
following:

analysis of urban intersections : In contrast to highway scenarios with a
frequent availability of Line-of-Sight (LOS) between vehicles, the communication
performance at urban intersections is directly linked to the type and intensity of
obstruction characterized by the distribution of surrounding buildings. Moreover,
from the driver perspective, the presence of buildings around intersection has been
identified as factor influencing the accident risk. To gain insight into the building
distribution, we provide a detailed analysis of intersection types at some selected
Europeans cities. To reinforce the motivation behind the potential of VANET, we
provide a survey of accident statistics and critical scenarios specific for city inter-
sections. By taking the influence of traffic on co-channel interference into account,
we evaluate the traffic density and behavior at signalized and non-signalized inter-
sections.

evaluation of building shadowing : Based on the characteristics of inter-
section type implying that a portion of message transmissions will be susceptible
to frequent interruptions due to building obstruction, we provide an analysis of
main factors influencing the V2V radio propagation and thus the communication
performance at urban intersections. For this purpose, we present and discuss re-
sults obtained from a measurement campaign performed at four different urban
intersections under Non-Line-of-Sight (NLOS) conditions. We further determine re-
liable communication ranges associated with different intersection characteristics,
as insight into these ranges constitutes an important metric for V2V collision avoid-
ance applications.

evaluation of vegetation shadowing : Similar to building shadowing, ob-
structions caused by clusters of trees, plants and high bushes may introduce an
additional loss component to the overall path loss. One interesting open question
in the context of radio shadowing is how severe the signal attenuation due to vege-
tation affects the performance of V2V. This thesis presents to the best of our knowl-
edge a first contribution to a better understanding of this aspect. We investigate
based on measurements the impact of vegetation under varying conditions with
respect to intersection layout as well as vegetation type and structure. There, our
focus is on understanding the influence of foliage on signal propagation by com-
paring measurements conducted in summer and winter under a leaf and leafless
vegetation type, respectively. In addition, a parametrized vegetation-induced loss
model is proposed after a comparison with well-known empirical models found in
the literature. This model could be then integrated in further simulation platform
in order to consider the non-negligible impact of vegetation on communication
performance.
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measurement-based analysis of co-channel interference : The scala-
bility issue is one of the big challenges that V2V have to deal with. We investigate
based on field test experiments the impact of buildings on co-channel interfer-
ence. To deal with the logistic issue and the post-processing of data during large
scale measurements involving a high number of vehicles, we present an abstraction
method by which a single vehicle is used to emulate a set of vehicles. To evaluate
the impact of buildings on the severity of interference, we conduct a measurement
campaign at two different intersections under LOS and NLOS conditions.

communication and propagation models for vanets : To ensure appli-
cability of the simulation results for prospective cooperative safety applications,
we proposed simulation models for V2V communication following the dedicated
ITS-G5 currently developed. On the top, an ITS-G5 conform protocol stack from
the application layer up to the physical layer is scrupulously modeled under the
simulation tool OMNeT++. Moreover, we proposed a dedicated urban propagation
model based on measurements designed to reflect radio propagation on urban en-
vironments in a satisfactory manner. This model reflects conditions found in reality
sufficiently well to be applicable for VANET simulation studies. Since it is demon-
strated in research studies found in the literature that propagation models may
directly affect the level of accuracy in simulation-based performance evaluations.
To be able to investigate realistic urban scenarios, we linked network model and
road traffic model together into a common simulation platform. Doing so, we are
not only able to ensure interaction between traffic behavior and communication
scalability but are also able to analyze communication performance with a high
level of realism.

performance of vanets at urban intersections : An assessment of the
effectiveness of V2V communication by means of simulation is the second most
important contribution made in this thesis. We provide a deeper analysis of en-
vironment factors as well as communication parameters on the communication
quality by focusing on intersection scenarios. We particularly concentrate on the
influence of intersection types on the communication performance. By taking the
influence of traffic density and communication parameters into account, we exam-
ine if packet latency under varying conditions with respect to intersection types
and vehicle positioning would fulfill V2V application requirements.

1.4 overview of the thesis

This thesis addresses the above research questions. The structure of this thesis and
the main contribution is illustrated graphically in Figure 3.

Chapter 2 presents the scope and background of the thesis in greater detail.
The chapter allows to gain a broader understanding of goal and objectives of
V2V communication. After an overview of the protocol stack dedicated to vehic-
ular communication, a detailed presentation of each layer is presented. Then road
traffic applications based on V2V and their requirements are introduced. After-
wards, methodologies often used to evaluate vehicular networks are demonstrated.
The subsequent sections then provide a survey on radio propagation models. An
overview of related works on the performance evaluation of V2V communication,
highlighting methodologies (experiment and simulation) mostly used for the eval-
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uation is also given.

Chapter 3 investigates and classifies the intersection topologies in term of inter-
section type according to the number of intersection corners occupied by buildings.
The classification in the means of distribution of intersection types is performed
based on real data sets of some selected Europeans cities. We survey critical inter-
section scenarios specifically targeted at urban intersections following by a sketch
on the intersection stopping distance required for the operation of safety-based
applications. An analysis of the traffic density in term of a maximum number of
vehicles at a signalized urban intersection concludes this chapter.

After Chapter 3, the thesis is split into two parts. While the first part covers a
measurement-based evaluation of V2V communication, the second part deals with
a simulation-based approach by evaluating environment factors and communica-
tion parameters on the network behavior under consideration of scalability issue
introducing interference.

Part I of this thesis is divided into three chapters and begins with the Chapter 4.
This chapter presents and discusses results from practical field trials at five differ-
ent urban intersections under NLOS conditions. Hereby, Received Signal Strength
Indication (RSSI) levels, Packet Delivery Rates (PDRs), which reflect the ratio be-
tween the numbers of successfully received and transmitted frames, and reliable
communication ranges associated with different intersection characteristics, such
as building density and development, street and intersection width, are quantified.

Chapter 5 assesses and quantifies the impact of vegetation on V2V communi-
cation performance in terms of received power levels and packet delivery rates
under varying conditions with respect to vehicle positioning, intersection layout
and vegetation types. The investigation relies on a profound measurement cam-
paign at three intersections aiming to capture the signal attenuation caused by
different type of foliage. Toward these objectives, the measurements for each inter-
section were conducted both in summer and in winter, which allows comparing
the impact of leaved and leafless vegetation. The subsequent sections propose a
site-specific vegetation path loss model based on measurements and compare its
performance with three well-known empirical models for vegetation-induced path
loss.

In Chapter 6, the effect of co-channel interference through real-world measure-
ments is presented. Besides the presence of numerous mobile and static obstacles,
the natural and non-negligible co-channel interference is of major interest as safety-
based applications rely on the single-hop broadcast of status information shared
on a single channel. This motivates the following section which presents a detailed
investigation of the influence of building shadowing on the severity of interference.
For this purpose, an approach aiming to overcome or to facilitate the logistic issue
during measurement campaign is proposed. The remainder of the chapter focuses
on the discussion of measurement results from field trials, by particularly focusing
in gaining insights into the complex inter-dependencies between radio shadowing,
interference and communication performance.
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Chapter 7 features the main contribution of the second part of this thesis: a
simulative evaluation of the performance of V2V communication. To investigate
the impact of interference in a realistic environment, we performed in this chap-
ter an evaluation of V2V communication performance based on a detailed simu-
lation study. The chapter introduces the hybrid simulation platform used for the
evaluation, which is composed of a network traffic and a microscopic road traffic
simulator and presents detailed models used by focusing in particular on the PHY
and MAC layer modeling. A dedicated urban intersection propagation model, espe-
cially for urban intersections, is proposed in subsequent sections. The remainder of
the chapter relies on the assessment of environment factors such as the intersection
type and penetration rate as well as the analysis of the influence of communication
parameters on the communication performance. Due to the stringent application
requirement in term of latency of received messages, we evaluate the end-to-end
delay and message age under different intersection layouts and communication
parameters. In the next step, we deal with the problem of packet collision by dif-
ferentiating collisions caused by the Carrier-Sense Multiple Access with Collision
Avoidance (CSMA/CA) mechanism from those caused by the hidden node problem.

Finally, Chapter 8 concludes the two parts of this thesis, provides a unifying
statement about the effective capability of V2V communication at urban intersec-
tions and discusses directions for further research.
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Chapter 2

Background and Related Work
V2V communication, reference protocol stack,
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Chapter 3

Analysis of Urban Intersections
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tersection scenarios, queue length at signalized
intersections
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Measurement-Based Evaluation

Chapter 4

Evaluation of Building Shadowing
Measurement campaign, NLOS condi-
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Chapter 5

Evaluation of Vegetation Shadowing
Measurement campaign, vegetation
obstruction, impact of seasonal effect,
vegetation-induced loss model

Chapter 6

Evaluation of co-channel Interfer-
ence
Measurement approach, influence of
co-channel interference, relation between
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Part 2

Simulation-based Evaluation

Chapter 7

Performance Evaluation of Vehicular
Networks

• Simulation study

• Communication modeling

• Radio propagation modeling

• Combined simulation plattform

• Analysis of environment factors

• Sensitivity analysis of communica-
tion parameters

• Evaluation of message latencies

• Classification of packet collisions

Figure 3: Detailed overview of the thesis.
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The benefit and potential of the communication between vehicles (V2V) and be-
tween vehicles and infrastructures (V2I) have been well confirmed by the rapid
proliferation of consortia involving vehicle manufacturers, research organizations,
telecommunications industry, and various government agencies. One can cite the
European Car-2-Car Communications Consortium (C2C-CC) or the Vehicle Safety
Communications Consortium (VSCC) funded by the United States. To harmonize
and facilitate the deployment and advancement of V2V networks, the ETSI has pro-
posed a communication architecture that each ITS station has to implement in order
to ensure interoperability between different V2V systems manufacturers. The com-
munication layers architecture standardizes protocols, interfaces and defines the
interaction between core components. Besides concepts and background on V2V,
this chapter provides a description of functional blocks of the reference architec-
ture by particularly focusing on parts that have been adopted for the deployment
of the V2V communication technology. Subsequently, following sections present
the reference protocol stack of an ITS station that serves as a basis building block
for V2V networks in Europe. Similar to the ISO/OSI reference model, the protocol
stack of communication proposed by ETSI follows a layer structure. As we assess
the performance of the V2V communication, basics on methodologies mostly used
in the evaluation of vehicular networks are provided. The remainder of this chap-
ter provides an overview of related work that investigates vehicular networks in
field tests and by means of simulation.

2.1 reference protocol stack

V2V communication enables a wireless communication between mobile ITS stations,
and between mobile ITS stations and fixed ITS stations (roadside installations), with
single-hops or multiple hops between the source and destination ITS stations. Mo-
bile and fixed ITS stations refer to vehicles and roadside infrastructure, respectively.
In the context of safe and efficient transportation of humans and goods supported
by communication technologies, ETSI has proposed the architecture of communica-
tions supporting a variety of existing and new access technologies and applications.
A simplified version of an ITS station reference architecture specified in [10] as de-
picted in Figure 4 basically follows the ISO/OSI reference model and defines three
horizontal protocol layers, two vertical protocol entities and the ITS applications on
top [11]. Moreover, the access to public and private networks including the global
Internet can be also provided by ITS applications.

Following a top-down approach, the applications and facilities blocks represent
the application, presentation and session layers, which corresponds to OSI layers
7 through 5. The networking and transport block represents the transport and net-
work layers together, and therefore, corresponds to OSI layers 4 and 3. The last
horizontal access block represents the data link and physical layers, which cor-
responds to OSI layers 2 and 1, respectively. The left, and right block shows the

13
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Figure 4: Protocol stack of an ITS station.

management functions and security, respectively, which reside outside the commu-
nication protocol suite. The purpose of the management block is to configure an
ITS station and also responsible for the cross-layer information exchange among
the different layers and other tasks. The security entity is responsible for security
and privacy services, including secure messages at different layers of the commu-
nication stack, management of identities and security credentials, and aspects for
secure platforms.

In the following, we present in detail the purpose of each block of the protocol
stack of an ITS station considering a bottom-up approach, that is, by beginning at
the physical layer and working its way up to the application layer. As the man-
agement and security blocks are out of scope in this thesis, we concentrate on
horizontal layers considering that the evaluation presented within this work was
performed without any mechanisms used to encrypt or/and authenticate mes-
sages.

2.1.1 ITS Access Technologies

The ITS access technologies block group the two lowest layers, physical layer, and
the data link layer. Besides several communication media, it comprises also re-
lated protocols for the physical and data link layers. The access technologies block
includes various types of media based on wireless communication for external
communication (for example with other ITS stations) such as ITS-G5, conventional
wireless LAN technologies based on IEEE 802.11a/b/g/n and cellular radio tech-
nologies such GPRS, UMTS, LTE as illustrated in Figure 5. Bluetooth could also be
used for exchanging data over short distances between ITS stations. For commu-
nication among internal components inside of an ITS station, Ethernet technology
using wired transmission links such as twisted pair and/or fiber optic is an option.

802.11p and ITS-G5

To enable the communication between ITS stations, the specific requirements of
inter-vehicular wireless communication have been incorporated into the well-known
IEEE 802.11 [7] by the standard amendment IEEE 802.11p [8]. However, since
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Figure 5: Overview of the access technologies block.

March 2012 a new version of the IEEE 802.11 called IEEE 802.11-2012 containing
all approved amendments produced between 2007 and 2011 including 802.11p was
compiled by the IEEE [12]. Hence, the former 802.11p amendment is then classi-
fied as superseded. In Europe, both standards IEEE 802.11-2012 and ANSI/IEEE
Std 802.2 [13] lead to the so-called ITS-G5, which is being standardized by ETSI
group for ITS (ETSI ITS). Within the European Union, 70 MHz of spectrum between
5855 MHz and 5925 MHz has been allocated for data exchange between mobile ITS
stations without prior network set-up to form a so-called Cooperative Intelligent
Transport Systems (C-ITS) [14]. In order to cover different types of applications, the
70 MHz bandwidth is structured into six service channels and one control channel
with a guard band of 5 MHz between channel as illustrated in Figure 6.
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Figure 6: Maximum limit of transmission power for each channel type in ITS-G5A, ITS-
G5B, and ITS-G5D [14].

To reduce adjacent-channel interference caused by the non-linear behavior of
the transmit stage, a guard band of 5 MHz between channels is introduced. While
the exchange safety-based information is restricted on control channel over chan-
nel number 180 , non-safety-related information used the service channel for data
transmission and reception. According to the type of application, the ITS-G5 band-
width is divided into four frequency bands. The ITS-G5A and ITS-G5B bands are
dedicated for safety and non-safety-related applications, respectively. ITS-G5C is
dedicated for broadband radio access networks (BRAN), radio local area network
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(RLAN) and WLAN, and occupies the range 5470 -5725 MHz at the bottom end of
the spectrum. The ITS-G5D frequency band is reserved for future usage of ITS road
traffic applications. In order to ensure robust communication in the context of the
highly dynamic vehicular environment, which requires short life communication
duration, 802.11p introduces several modifications to the physical (PHY) and MAC
layers. The 802.11p PHY is inherited essentially from IEEE 802.11a but operates
in a 10 MHz bandwidth instead of the usual 20 MHz. Doing so, the capability to
be robust against challenges of V2V communication such as the high dynamic of
nodes or the multi-path propagation effect, is provided. The change in channel
width implies a doubling of all relevant timing parameters as provided in Table 1.
This is also known as half-clocked operation, which doubles timing parameters as-
sociated with the Physical Layer Convergence procedure (PLCP). Particularly, the
work in [15] demonstrated that increasing the symbol guard interval enables the
possibility to decrease RMS delay spread.

Table 1: Timing parameters comparison between 802.11a and 802.11p.

parameter 802 .11a 802 .11p

Number of subcarriers 52 52
FFT period [µs] 3.2 6.4

Preamble duration [µs] 16 32
OFDM symbol duration [µs] 4 8

Guard duration [µs] 0.8 1.6
Training sequence duration [µs] 8 16

The 802.11p PHY is based on the Orthogonal Frequency Division Multiplex-
ing (OFDM) modulation scheme where the overall transmission bandwidth is sub-
divided into 52 sub-carriers of which 48 are reserved to carry data on parallel data
streams. These sub-carriers also known as carrier signal are said to be orthogonal
to each other, and are modulated using binary or quadrature phase shift keying
(BPSK or QPSK) or using 16- or 64-quadrature amplitude modulation (16-QAM
or 64-QAM). Although sub-carries overlap in frequency domain, they do not in-
terfere with each other due to the orthogonality of chosen sub-carrier frequencies.
Forward error correction coding is used with a coding rate of 1/2, 2/3, or 3/4. This
means that depending on the chosen coding rate, a high number of redundant bits
is incorporated in the transmitted data stream allowing the correction of corrupted
bits during the reception process. One of the advantages of OFDM is that each sub-
carrier only experiences flat fading even if the overall spectrum suffers from severe
frequency-selective fading due to multipath propagation of the signal. The flat fad-
ing nature subjected by sub-carriers allows a simple channel equalization at the
receiver side. The OFDM system provides in 802.11a a communication with data
payload rate capabilities of 6, 9, 12, 18, 24, 36, 48, and 54 Mbps, whereas the sup-
port of transmitting and receiving at data rates of 6, 12, and 24 Mbps is mandatory.
Recalling that due to its 10 MHz wide channel, the 802.11p PHY uses a half-clocked
operation with data rates in half range from 3 Mbps to 27 Mbps. Whereby, 6 Mbps
has been identified in [16] to be an optimal data rate when evaluating VANETs
under relaxed channel loads.
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802.11p MAC

To cope with the rapidly varying environment of vehicular networks, the MAC sub-
layer of IEEE 802.11p introduces several modifications compared to the traditional
802.11a MAC protocol. The message exchange within a BSS is administrated by the
defined Outside the Context of a Basic Service Set (OCB) mode, which allows stations
to transmit data frames immediately without prior authentication, association or
confidentiality services with a BSS. All nodes are a member of a priori registered BSS.
In this way, the management overhead used with the establishment of a network
could be easily avoided. Hence, this is especially well-suited for safety-related ap-
plications, which cannot tolerate long connection establishment delay prior to the
data exchange. In OCB mode, a node transmits and receives on channels known
in advance and defined by some regulatory institutions. Another possibility to
determine PHY layer parameters or any changes in the operating channel can be
achieved through a separate out-of-band communication.

In order to manage the channel access and to reduce the likelihood of packet
collision, the 802.11p MAC protocol relies on the Enhanced Distributed Coordina-
tion Access (EDCA) and is based on the Distributed Coordination Function (DCF)
of IEEE 802.11. It uses the CSMA/CA but with many simplifications in the services
and some enhancements in the cross-layer integration and also adds Quality of
Service (QoS) attributes. In the context of congestion control, the MAC layer should
provide the upper layers with information including the current estimated channel
load or received packet statistics.

V2V communication are based primarily on the single-hop broadcast of informa-
tion within a common channel. However, due to the absence of a central entity
capable of regulating the channel access, the CSMA/CA protocol provides a pos-
sibility to coordinate access of multiple sending and receiving nodes to a shared
broadcast channel. The CSMA/CA is a random access mechanism and follows the
principle of listen before talk called carrier sensing - a node listens to the channel
before transmitting, i.e., the channel is only accessed if it is sensed to be idle -
with the goal to minimize the interference in the system, and thus to increase the
packet reception probability. When the physical layer observes any activities on it
(provided by the Clear Channel Assessment (CCA)), a node then waits a random
backoff time chosen from the interval [0, CW] and then schedules the medium ac-
cess for the duration of the backoff. CW denoted the contention window size and
is decremented as the medium is idle. Whenever the countdown reaches zero, the
frame is immediately transmitted. It should be noted that the CCA does clearly
indicate how exactly a wireless card identifies the channel status, the medium is
simply indicated as idle when the measured received power is below a certain
threshold. Basically, before transmitting a frame, each node should observe the
medium as idle for an amount of time denoted as DCF Interframe Space (DIFS)
or Arbitration Interframe Space (AIFS) depending of the mode of operation (DCF
or EDCA). Figure 7 illustrates an example for random access mechanism. A node
using EDCA shall transmit a frame if the medium is sensed to be idle at the AIFS
slot boundary, and the backoff time has expired.

For unicast packets, a binary exponential backoff procedure is applied when
no acknowledgement is received. In other words, the Contention Window (CW) is
doubled up to at most CWmax with every frame collision detected. In this way, the
probability of packet collisions would be greatly reduced. However, due to the lack
of acknowledgement in broadcast communication, CW in V2V is always set to its
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Figure 7: Random access mechanism of IEEE 802.11p MAC adapted from [12].

minimum value CWmin and it will never be doubled no matter what the network
condition is. This introduced a new challenge that V2V has to deal with. Obviously,
an adequate choice of CW will depend on the channel load conditions since if
CW is chosen too low, frame collisions might increase under congested network
situations. One the other hand, choosing a large value of CW would lead to large
delays before frame transmissions even if node densities are considerably low.

Basically, in unicast communications two additional frames Request-To-Send
(RTS) and Clear-To-Send (CTS) are used to reserve the medium prior to each data
frame transmission. Through this handshake mechanism between transmitter and
receiver, packet collisions caused by hidden stations could be partly overcome. A
station is declared to be hidden when it is located out of range of the transmit-
ter but close enough to the receiver so that it can disturb any frame transmission
between transmitter and receiver. Since the RTS/CTS frame exchange is not used
in broadcast environment, the hidden node problem remains a serious challenge
in the reliability of V2V-applications. To understand and estimate the impact of
hidden stations on V2V communication, a simulation-based analysis is provided in
Chapter 7.

Regarding the issue of QoS in VANETs, the MAC layer implements a differenti-
ated queuing scheme according to the priority of the message based on the EDCA
mechanism. The EDCA incorporates the IEEE 802.11e amendment by adding QoS
to the DCF mechanism with the possibility to set priority to the message according
to their urgency. Queues with different AIFS values and CW sizes are maintained
by each node for the purpose of giving data traffic with higher priority increased
probability to access the channel before data traffic with lower priority. Application
messages are therefore mapped to four different access categories (ACs) according
to the data traffic types: voice, video, best effort and background. Hereby, voice
traffic has the highest priority while background traffic the lowest.

Table 2: Default AIFS values and CW sizes for each access categories in 802.11p.

priority traffic type ac CWmin CWmax aifsn aifs

Highest Voice AC_VO 3 7 2 58µs
Video AC_VI 7 15 3 71µs

Best effort AC_BE 15 1023 6 110µs
Lowest Background AC_BK 15 1023 9 149µs
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Table 2 gives QoS parameters corresponding to ACs used in EDCA for 802.11p.
Different ACs are allocated with different AIFSN. The resulting AIFS is a duration
derived from the value AIFSN by the relation

AIFS = AIFSN× Tslot + SIFS (1)

where AIFSN stands for an integer number and Tslot is the duration of a slot time.
SIFS and Tslot are fixed parameters gathered from the PHY layer. AIFS is calculated
according to Tslot = 13µs and Short Interframe Space (SIFS) of 32µs. The waiting
time also known as channel access time TCAT is the time need for a packet to be
served in the queue. It is composed of the time due to AIFS plus the backoff time.
Depending on the AC, the time duration due to AIFS is set according to Equation 1.
Next, the size of CW is determined, randomly selecting a value between 0 und
CWmin, hence the contention period equals to CW× Tslot. Taking CW = CWmin will
lead to the upper bound of the channel access time TCAT as depicted in Figure 8.
It follows that frames of type voice (AC_VO) have a high chance to access the
medium earlier due to the low value of TCAT (97µs) compared to the background
traffic type (344µs).

58µs

91µs

AC_VO

71µs

39µs

AC_VI

195µs110µsAC_VI

149µsAC_VI 195µs

50 100 150 200 250 300 350 t

97µs

162µs

305µs

344µs

AIFS = AIFSN×Tslot + SIFS

Backoff Time = CWmin×Tslot

Figure 8: Maximum channel access time TCAT for different access categories caused by
contention, considering Tslot = 13µs and SIFS=32µs.

2.1.2 ITS Networking and Transport

The networking and transport layer provides the capability to deliver data among
ITS stations as well as from ITS stations to other network nodes. Nodes in the
core network could be connected to the Internet and would provide, therefore, the
possibility to be connected to servers located in the Internet. ITS network proto-
cols particularly enable a novel addressing scheme that is based on geographical
areas. The efficient dissemination of data in geographical regions is assured by
intermediate nodes, which use several forwarding algorithms to route data from
source to destination. The second role of this layer is to provide the end-to-end
delivery of data applied by ITS transport protocols. Depending on requirements
of ITS facilities and applications, additional services, such as reliable data trans-
fer, flow control and congestion avoidance, well-suited transport protocols based
on connection-less transmission can be implemented. A particular protocol in the
ITS network and transport layer is the Internet protocol IP version 6. The usage
of IPv6 includes the transmission of IPv6 packets over ITS network protocols, dy-
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namic selection of ITS access technologies and handover between them, as well
as interoperability issues of IPv6 and IPv4. As illustrated in Figure 9, several dif-
ferent networking modes are identified including GeoNetworking protocol, IPv6
networking with mobility support and other ways of IPv6 networking. Each net-
working protocol may be connected to a specific dedicated ITS transport protocol
or may connect to an already existing transport protocol, e. g. UDP, TCP. As ITS
transport protocol, ETSI has proposed the Basic Transport Protocol (BTP) which
provides a connection-less transport service similar to UDP. It enables an end-to-
end connection in the ad-hoc ITS network without guarantees on the delivery of
transmitted packets. It also allows entities running at the ITS facilities layer to di-
rectly access the services provided by the GeoNetworking protocol [17].
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Figure 9: Overview of the ITS networking and transport layer.

Particularly interesting for vehicular networks is the GeoNetworking protocol
that sets ad-hoc and multi-hop communication over short-range wireless tech-
nologies utilizing geographical positions with the aim to increase the information
range. The GeoNetworking protocol enables communication in mobile environ-
ments without the need for a central entity or infrastructure for the coordination
of the network. Due to the highly dynamic nature of VANET reflected by the vary-
ing status of network topology, it provides a well-suited support to heterogeneous
application requirements through a rapid multi-hop dissemination of packets in
geographical regions. GeoNetworking can send packets to a node by its position
or to multiple nodes in a geographical region. This implies that an IP addressing
like in conventional networks, where each node is identified by its IP address, is
not needed. For the geographical routing aiming to target messages to certain ge-
ographical areas, GeoNetworking proposes several forwarding schemes including
GeoUnicast, GeoBroadcast, and topologically-scoped Broadcast. For more details on ge-
ographical addressing and geographical routing in GeoNetworking, please refer
to [18–20]. Furthermore, full details on Internet integration and transmission of
IPv6 packets over GeoNetworking protocols can be found in [21].

2.1.3 ITS Facilities

The objective of the ITS facilities layer is to provide a collection of functions to sup-
port ITS applications while satisfying functional and operational requirements of
the defined Basic Set of Applications (BSA) in the application layer. The facilities
layer provides data structures to store, aggregate, and maintain data of different
type and source (such as from in-vehicle mounted sensors and from data received
by means of communication). As for communication, ITS facilities enable various
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types of addressing to applications, provide ITS-specific message handling and
support establishment and maintenance of communication sessions. An important
facility is the management of services, including discovery and download of ser-
vices as software modules and their management in the ITS station. The general
functional architecture of the facilities layer as illustrated in Figure 10 enables fa-
cilities, which can be of one of the following types: application, information or
communication support.
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Figure 10: Overview of the ITS facilities layer.

The application support facility supplies the BSA with common services and
functionalities for their execution. Particularly interesting for this thesis are the
Decentralized Environmental Notification (DEN) and the Cooperative Awareness
(CA) basic service, which are responsible for the processing of Decentralized En-
vironmental Notification Messages (DENMs) and Cooperative Awareness Messages
(CAMs), respectively. Furthermore, this facility provides support for the data ex-
change between running applications and Human Machine Interface (HMI) devices.
The information support facility assures the maintenance of Local Dynamic Map
(LDM) database and management of the database produced by local sensors in-
stalled around or/and inside the vehicle. The communication support facility de-
termines the addressing mode for messages according to the dissemination desti-
nation as being used by the ITS networking and transport layer protocol.

CA and DEN basic services are mandatory facilities for each kind of ITS sta-
tion and are responsible for generation, transmission and receiving of messages
in the network. As its name suggests, Cooperative Awareness Messages (CAMs) are
messages exchanged between vehicles in order to create and maintain a certain
awareness of each other enabling a cooperation between road traffic participants.
Depending on type of the ITS station (vehicle or Road Side Unit (RSU)), status in-
formation such as time, position, motion state, etc. and the attribute information
includes data about the dimension, station type and role in the road traffic, can be
disseminated. CAMs are generated periodically with a frequency controlled by the
CA basic service in the originating station. In the course of message transmission,
vehicle’s status information is constructed according to a specific format and for-
warded to the networking and transport layer. The generation frequency is deter-
mined according to the change of vehicle’s status, e.g., change of position or speed,
and broadcasted within the direct communication range also know as single-hop.
The time interval between two consecutive message generations is limited to an
upper and lower bound ranging between 1000ms and 100ms corresponding to a
message generation rate of 1 msg/s and 10 msg/s, respectively. It should be noted
that due to the single-hop broadcast, the communication range may be influenced
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by the transmission power. Whenever a CAM is received, the CA processes the re-
ceived CAM information and dispatches its content to ITS applications running at
application layer on the receiving station. For more details on the generation trig-
ger conditions, reception management and general structure of CAMs, please refer
to [22].

Similar to the processing of the CAM, the DEN constructs, manages and processes
a DENM. Its construction is triggered by an ITS application depending on the use
case. However in contrast to CAMs, the construction of a DENM is triggered by an
application. Upon detection of a dangerous situation (e. g. road hazard or abnor-
mal traffic conditions) by the originating station, a DENM including information
such as type, the position, a detection time and eventually the time duration of
the event, is generated and forwarded to networking and transport layer to be
transmitted. Since the DENM is not periodically generated, its termination is either
automatically achieved by the originating station once the event disappears or af-
ter a predefined expiry time. In both cases, special messages called cancellation and
negation DENM are used to inform other stations about the abortion of the event.
On the receiving side, a station which received a DENM processes the information
and may decide to present an appropriate warning or information to the user, as
long as the received information is relevant. It should be noted that DENM may
be forwarded by intermediate stations in order to extend the information range in
order to reach stations which are not located in the direct communication range
of the originator. However, the forwarding is accomplished by the networking and
transport layer using the GeoNetworking protocol. Full details on trigger, update,
repetition, and termination of the DENM as well as on its structure and message
content can be found in [23].

2.1.4 Vehicle-to-Vehicle based Road Traffic Applications

In order to harmonize the deployment of applications, ETSI has standardized a so-
called "Basic Set of Applications" for future C-ITS [9]. These applications considered
as Day one applications were selected by stakeholder based on a set of criteria in-
cluding strategic, economical and system capabilities aspects. The deployment of
Day one applications was expected to be completed within a three-year time frame
after the validation of the standardization and following with a market introduc-
tion for the period 2012 to 2015. Thereby, three classes of applications have been
distinguished: Road traffic safety, traffic efficiency and other applications.

Road Traffic Safety Applications

The principal objective of safety-based applications is the improvement of road
safety by supporting the driver in critical situations. Basically, modern vehicles
are equipped with safety systems such as Anti-Blocking System (ABS) and Elec-
tronic Stability Program (ESP), which are designed to help the driver maintain
some steering ability and allow steering while maximizing braking. Since Novem-
ber 2014, both systems are available as standard equipment in all new passenger
cars model series in Germany. Nowadays, Adaptive Cruise Control (ACC) is the
most prominent driver assistance safety system in term of comfort and safety. It
provides the capability to follow a vehicle in front while automatically continually
adjusting the speed to maintain a safe longitudinal distance from vehicles ahead.
Besides the aforementioned system, there are numerous ADAS developed and be-
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ing developed with the objective to adapt and enhance vehicle system by assisting
the driver in critical and dangerous situations. In this way, a driver’s behavior is
passively or actively assisted such that he enjoys a safe and comfortable driving
and hence avoids potential collisions and accidents. All these safety systems rely
on information gathered from on-board sensors installed in or around the vehicle
that measure physical and dynamic values like acceleration, steering wheel angle,
distance, and speed. However, an efficient and complete monitoring of vehicle’s
surrounding requires sensor systems allowing to detect objects or vehicles located
far away. Sensors utilized in ADAS such as radar, laser radar or cameras have a
limited detection range of around 200 m, which may depend on traffic conditions
and the road topology [24]. Although, these sensors provide a high accuracy in
term of object detection, their performance is strongly weather-dependent and are
additionally limited by high costs. V2V communication technology coupled with
ADAS may open up a wide range of road safety applications for next-generation
vehicular traffic. In this context, ADAS could exploit V2V to extend the driver’s
horizon through the exchange of status information and hence ensure a certain
cooperative awareness between vehicles and their neighborhood. Vehicles in the
surrounding can serve as additional mobile sensor as they can share their own
local vehicle dynamics and position to give knowledge about their presence and
status. As for instance a vehicle, which detect slippery roadways or pothole, can
be shared among vehicles located in a common communication range. When re-
ceiving such kind of information, relevant vehicles can predict a potential and
imminent collision by continuously monitoring their actions and the position and
behavior of all other surrounding vehicles.

To evaluate requirements and performance of safety applications, we divided
applications proposed in the BSA catalog into two main groups with regard to the
region of a crash on the vehicle: longitudinal and lateral collision warning. Longi-
tudinal collision refers to the collision between vehicles at any part of the front or
rear side of the vehicle. From an ego vehicle point of view, we distinguish two types
of longitudinal collisions: Forward and rear-end collision which may occur when the
ego vehicle detects a risk of a collision with a forward vehicle or an obstacle in its
trajectory, whereas frontal collision refers to situations where at least two vehicles-
inclusive the ego vehicle - moving in opposite direction detect the risk of collision
between themselves. The lateral collision describes a collision between any vehi-
cle at any part of the ego vehicle side. It includes collisions due to lane change or
overtaking maneuver but also collisions between vehicles entering an intersection
as well as on a crossing roadway belong to this group. Table 3 presents a very
short selection of safety related applications according to the type of warning as
identified in various European research projects and ITS organizations.

Regarding application reliability of safety applications, the standard has speci-
fied for all aforementioned applications a message generation rate of 10 msg/s and
a maximum latency of 100 ms. It should be noted that the latency mentioned here
is determined as the time difference at which the vehicle data is available at the
vehicle electronic systems and the time at which the warning is presented on the
receiving vehicle HMI or at which a direct action is performed e. g. brake, change
or keep lane. It is also known as end-to-end delay. Moreover, a communication
range between 100 meters and 400 meters should be available so that the driver
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has enough time to intervene and avoid a crash. In addition to wireless commu-
nications, object detection sensors which rely on ADAS might be used to identify
vehicles that are not equipped with a communication system. One important chal-
lenge in the efficient operation of safety applications is the vehicle positioning per-
formance. Safety applications such as Forward Collision Warning (FCW) or Lane
Change Assistance (LCA) require 50 cm to 1 m accuracy of positioning method so
that false alarms or missed detection could be eliminated or reduced during the
path planning and prediction [25]. Although, Global Positioning System (GPS) is
the mostly used technology for vehicle localization, a fusion of methods includ-
ing MAP matching or RTK system could also be exploited to enhance the vehicle
positioning.

Table 3: Some safety applications and theirs collision warning type from [9].

collision type application description

Forward
Collision
Warning (FCW)

Avoid or mitigate a risk of forward or
rear-end collision in the same lane.

longitudinal
Emergency
Electronic Brake
Lights (EEBL)

Inform a severe braking to local followers
on the same lane.

Stationary
Vehicle
Warning (SVW)

Alert approaching vehicles of the risk of
collision with vehicles dangerously im-
mobilized on the road.

Traffic Condition
Warning (TCW)

Alert approaching vehicles of the risk of
collision with vehicles at the end of traffic
jam.

Overtaking
Vehicle
Warning (OVW)

Inform overtaking maneuver to con-
cerned vehicles to secure the overtaking
action.

lateral Lane Change
Assistance (LCA)

Inform a lane change intention to vehi-
cles on neighboring lanes.

Cooperative
Merging
Assistance (CMA)

Negotiate the merging process together
with involved vehicles to avoid collision.

Intersection
Collision
Warning (ICW)

Alert vehicles entering the intersection of
the risk of collision with other vehicles.

Traffic Efficiency

The aim of traffic efficiency applications is to improve the traffic flow by exchang-
ing traffic information between traffic management central and drivers on the road
network. Traffic conditions based on information collected by the traffic infrastruc-
ture provider could be delivered to drivers in the way that they are permanently
informed about expected delays or better routes that should be used to circum-
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vent the traffic congestion. Consequently, traffic participants benefit from shorter
travel times and road operators benefit from reduced expenses to maintain the
roadways. A particular interesting traffic efficiency application is Green Light Op-
timized Speed Advisory (GLOSA), which enables a higher driving comfort to driver
approaching an intersection. GLOSA provides a capability to a traffic light equipped
with a communication system to periodically broadcast its timing data in order to
allow the driver to adapt its speed according to current traffic state and timing.
This will result to less stopping on roadways and thus to an increasing traffic flow
and a reduction in fuel consumption and CO2 emission as demonstrated in [26]
and [27].

Other Applications

Besides safety and efficiency applications, the last category typically named other
applications covers all type of applications which do not belong to the safety or ef-
ficiency. These applications include services related to Infotainment, comfort and
vehicle or service life cycle management. Most of these applications require at least
an RSU to access local services provided within the ITS network infrastructure from
providers in the wider Internet. As part of other applications, one can cite media
downloading providing the capability to access, purchase, or download multimedia
content from a dedicated website over a local RSU connected to the Internet. The
automatic access control/parking access facilitates vehicle access to controlled areas by
supplying its identity to the RSU in order to obtain the right to access the area.

A complete list of traffic efficiency and other applications can be found in detail
in [9].

2.2 methods for performance evaluation

Despite providing a profound knowledge about the behavior of each component,
the performance evaluation is a major step in the design and the development of a
system. The evaluation of communication systems requires in addition to an under-
standing of newly developed protocols, a detailed comprehension of architectures
and algorithms and should provide as results a visualization of their component
in macro as well as in micro level. Especially for VANETs, the complete environ-
ment addressing a mix of road traffic and communication systems introduce a new
challenge for protocol designers in the estimation of the effective performance of
the network. Basically, the performance evaluation of a communication system is
achieved by applying three different methodologies including a mathematical anal-
ysis, experiments based on field test measurements and/or simulation techniques.
All these methods have their strength and weakness.

2.2.1 Mathematical Analysis

The mathematical analysis could be defined as the use of an appropriate process
to split a problem into a series of elements easy to understand and thus to solve
mathematically. Each element is represented whether with exact phrases or with
equations. While a mathematical analysis produces a way to get knowledge about
upper and lower bounds of a specific research question on a system, a more fine-
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grained analysis requires a lot of equations which are sometimes hard to catch. It is
then obvious that complex problems would require not only a dozen of equations
but also a wide range of relationships between them.

The goal of the evaluation of VANET is to get a clear statement about the effec-
tive performance of the communication through the network. This can be deduced
from the nature of information exchanged between traffic participants, thus from
the capability of a safety application to inform drivers in dangerous situations.
In this context, performance key indicators used to analyze the performance of
VANETs need to be defined in advance. One of these indicators is the probability of
packet reception, recognized as the most used metric when investigating the com-
munication quality inside the network. The probability of packet reception can be
defined as the ratio of the number of received packets and the number of transmit-
ted packets from a specific node during a considered time interval. This quantity
is directly related to the communication parameters including transmission power,
sending rate as well as the network load or conditions. Furthermore, finding this
measure also requires vehicle dynamics and thus a micro-level driver behavior
modeling. Bianchi did a pioneer work and was the first to derive a model that
incorporate the channel access mechanism in 802.11 as a two dimensional Markov
chain to analyze and quantify the throughput in saturated 802.11 WLAN [28, 29].
Works in [30–34] extend the Bianchi’s model by considering the accurate specifi-
cations of the 802.11p standard including the EDCA mechanism and the effect of
hidden nodes under saturated and non-saturated network conditions. However,
all of these models rely on many assumptions for the sake of simplification which
may lead to inaccurate results in the performance analysis.
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Figure 11: Modeling the probability of packet reception in 1-D linear topology and a city
intersection.

For illustration, let us consider as an example a linear topology and a city inter-
section scenario as depicted Figure 11. The objective here is to derive the probabil-
ity of packet reception according to the broadcast mode of VANET. For this purpose
and to facilitate the modeling, a network topology could be approximated to a line
with nodes uniformly distributed over it. With this abstraction, the probability
of reception experienced, for instance, by node G from the sender E considering
the location of hidden nodes as well as contending nodes, could be then derived.
However, in case of a city scenario characterized by a 2-D topology which reflects a
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more realistic use case, additional to aforementioned aspects, the radio shadowing
effect should also be considered in the modeling process.

A common measure in modeling packet reception in VANETs is the knowledge
about the effective number of contending nodes at any time and location. While
the problem statement in a 1-D network topology may lead to an accurate estima-
tion knowing the traffic density, this would be intractable in urban environments
reflected by shadowing through buildings, vegetation and other vehicles and het-
erogeneous node patterns. Moreover, the time factor due to the mobility of nodes
and the rapidly changing network topologies, the characteristics of propagation
environment, and the requirements of specific applications in VANETs introduce an
additional dimension of complexity in the determination of number of contending
nodes N, which can be expressed as

N(t) = f(R, v(t), ρ(t))

where R represents the effective communication range, v(t) the average vehicle
speed in the considered region and ρ(t) is the traffic density, which may vary with
time of day, and hence depends on the traffic condition.

Taking the unique characteristics of VANETs into account, an adapted perfor-
mance model would be difficult and very challenging to develop since all major
factors affecting the communication performance should be taken into account.
This is more desirable but will lead to complexities that will make the mathemati-
cal model almost intractable.

However, after a derivation of equations and formulas, mathematical analysis
provides a performance bound of a given system based on assumptions which fa-
cilitate the examination of a problem statement. Moreover, the variation of model’s
parameters of a model would allow to evaluate and weigh the scalability of the
considered system.

2.2.2 Field Test Measurements

An accurate evaluation of communication systems requires real hardware proto-
types in field test experiments to measure and experimentally judge their per-
formance. Measurements allow objective statements on the basis of reproducible
experiments. An experimental evaluation of VANETs demands not only communi-
cation systems but also real vehicles and drivers. Even if communication systems
based on hardware prototypes are available, a specific problem statement requir-
ing a dozen of vehicles would be hard to realize. One of the main difficulties in
conducting real-world measurements is the logistic issue during experiments. The
high mobility of traffic participants and the presence of uncontrolled phenomena
such as rain or snow require time and people for a proper planning and implemen-
tation of measurements. Additionally, one up to two persons per involving car as
well as measurement managers are needed during the evaluation.

However, experiments are often used to develop propagation models which can
then be integrated into a simulation environment in order to perform large scale
simulation studies involving thousands of vehicles and communication systems.
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2.2.3 Simulation Technique

Although experimentation plays a principal role in the computer network by allow-
ing the quantification of the performance of a system under realistic conditions, the
experimental evaluation of VANETs based on hardware prototypes is very expen-
sive. Moreover, experiments are hard to reproduce in a controlled environment. All
aforementioned challenges make, therefore, simulation very attractive by allowing
an objective basis of performance evaluation based on the reproducibility of results
and the capacity to explore a large range of scenarios in a reasonable amount of
time.

However, simulations are based on models developed in advance. The modeling
in micro level is very challenging since abstraction errors of the modeling process
will lead to inaccurate results during the performance evaluation. Furthermore, as
simulating VANET requires the consideration of two parallel research contributions,
a detailed modeling procedure of each system component as its implementation
is a very complicated task. It requires interdisciplinary knowledge about road traf-
fic engineering and communication technology. However, due to considerable re-
search efforts in the past few years, a set of simulation frameworks based on the
coupling of existing simulation tools on road traffic and network are available in
the research community.

2.3 related work

The past decade has seen a surge of research activities and projects conducted
worldwide aiming to estimate the potential benefit of V2V communication. This
section will give an overview of related works that evaluate V2V communication
based on field test campaigns. Furthermore, we review related work dealing with
simulation studies in vehicular networks.

2.3.1 Measurement Campaigns

Motivated by the understanding and quantification of channel characteristics of
V2V communication, numerous measurement campaigns have been carried out re-
cently. The work in [35] is one of the first real-world V2V measurements in a road-
way environment. Although the authors performed RF experiments at 900 MHz,
obtained results give an insight into the measurement-based evaluation of V2V com-
munication and its channel characteristic. In [36], the authors studied the fading
distribution of the inter-vehicle transmission at 5.2 GHz in four different environ-
ments (urban, suburban and highway). To evaluate the impact of environmental
factors, experiments with traditional IEEE 802.11b WiFi cards carried out in vary-
ing vehicular traffic densities, and scenarios were presented in [37]. As radio stan-
dard WiFi chipsets are widely deployed, results from a measurement campaign
with off-the-shelf WiFi hardware is presented in [38]. Hereby, the performance
of V2V based on three mostly used IEEE802.11a, b, and g standard were investi-
gated and compared. To gain insight into the Doppler problem in V2V, the work
in [39] presents measurements of joint Doppler-power profile made at 2.4 GHz in
various multipath environments. To understand propagation channel characteris-
tics including path loss, power-delay profiles, and delay-Doppler spectra, a similar
measurement campaign using vehicles traveling at high speed on a highway were
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performed in [40]. Results of a channel measurement and modeling campaign for
the vehicular communication at 5.1 GHz using a wideband (50 MHz) sounding sig-
nal are presented in [41]. The authors described nonstationary channel features
such as delay spread, multipath component and frequency correlation estimates
based on data collected in various cities and on highways. In order to provide
a characterization of propagation channels for collision avoidance warning appli-
cations, the measurements reported in [42] show that the radio channel in such
scenarios is influenced by scatterers such as traffic signs, trucks, and bridges.

Although significant insight into channel characteristics of V2V communication
is provided, all measurement studies presented above have been conducted at fre-
quencies outside the 5.9 GHz. Multipath fading and obstruction by mobiles and
stationary obstacles might depend on the frequency. This motivated measurement
campaigns performed at 5.9 GHz band under realistic driving conditions and pre-
sented in [43–45]. Moreover, due to the unavailability of prototypes for V2V ra-
dio, the above-mentioned works used measurement equipment such as channel
sounders, signal generator or commercial WiFi chipsets.

In the last decade, a wide range of V2V measurement campaigns aiming to in-
vestigate the performance of V2V in field tests were conducted using real 802.11p-
enabled prototypes [46–50]. The work in [51] presents extensive field trial cam-
paigns carried out in several countries focusing on six safety-based V2V appli-
cations. A comparison between off-the-shell WiFi-based radio with an advanced
802.11p compliant radio is also provided. In specific V2V environments, radio sig-
nal might be subject to a severe attenuation caused by stationary objects or mobile
obstacle such as vehicles.

Regarding the problem of radio shadowing, several research studies were car-
ried out aiming to evaluate the impact of shadowing caused by stationary objects
or mobile obstacle such as vehicles, first through simulation and recently in small
scale field trials. Field test experiments conducted in various environments (urban,
suburban and highway) in [52] reported that vehicular obstructions could signifi-
cantly attenuate the signal power by analyzing the impact of obstructing vehicles
on a communication link. Moreover, the authors point out that the effect of station-
ary obstacles, such as buildings, is even more pronounced than mobile obstacles.
An experimental evaluation found in [53] confirms the significance of the impact
of vehicles on the received signal strength. In similar studies, it has been found
that a truck and a bus reduce the received signal power by approximately 13 and
20 dB, respectively [54, 55]. To cope with the problem of radio shadowing caused
by buildings and other obstacles, few empirical works have proposed different
concepts aiming to improve the V2V communication performance under NLOS sit-
uations. With regard to message relaying, a study was reported in [56], where the
authors performed field test measurements in order to extend the communication
range by exploiting the vehicle height in obstructed environments. The obtained re-
sults show that even if tall vehicles often obstruct the LOS between communicating
vehicles, the height of vehicles could be exploited. Based on experimental measure-
ments, it is demonstrated in [57] that using tall vehicles as relays can significantly
increase the effective communication range. The work in [58] used a fixed relay
at the center of the intersection assuming LOS between the relay and involving
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vehicles. Despite the fact that the communication range could be significantly in-
creased, the complexity of the realization of such multi-hop relaying approaches
brings new challenges which include synchronization issues in multi-transceiver
architecture and the complexity of the design of relaying strategies.

2.3.2 Simulative Studies

A large amount of simulation studies on the performance evaluation of VANET has
been made in the two last decades. What distinguishes the evaluation in the re-
search community is the type of models developed and the simulation tool used. A
proper and comprehensive simulation-based evaluation of VANETs requires at least
a modeling of the communication as well as the mobility of nodes. While simple
random-waypoint models are mostly used for Mobile Ad-Hoc Network (MANET),
the simulation of vehicle’s mobility due to the unique nature of road traffic has
to be reproduced in a realistic way. As each node may contribute in the commu-
nication, a microscopic simulation of vehicles needs to be considered. Also, car
following, lane change, traffic control aspects have to be taken into account to en-
sure a realistic behavior of models. Starting from random-waypoint mobility mod-
els over real-world mobility traces up to microscopic mobility models, the impact
of node movement on the network connectivity is yet well investigated. However,
the influence of vehicle’s behavior during a simulation run is unfeasible. For the
simulation of all aspects of VANET scenarios, road traffic simulator, and network
simulation have at least to be combined, and interaction among them at simu-
lation runtime has to be enabled. For this purpose, there are a couple of existing
bidirectional simulation frameworks for VANET currently used by the research com-
munity. V2X Simulation Runtime Infrastructure (VSimRTI) allows the integration
of several time-discrete simulators [59]. It provides the integration and exchange of
simulators according to the specificity of the research question. Hence, simulators
for vehicle traffic, wireless communication, emissions and execution of application
can be coupled into a common simulation platform. For immediate use, VSimRTI is
per default available with a set of traffic simulators such as VISSIM and SUMO and
communication simulators, NS-3, OMNeT++ and JiST/SWANS [60]. An overview
of simulation tools and techniques for vehicular communication, in general, can
be found in [61, 62]. Beside VSimRTI, the authors present in detail mostly utilized
openly available simulation frameworks such as Veins and iTETRIS [63, 64].

Concerning related work on simulation-based evaluation of VANETs, the work
in [65] and [66] present an evaluation of IEEE 802.11p standard identifying its per-
formance and limitations using simulations and analytical means. To cope with
the abstraction issue by considering frames or packets as indivisible units, thereby
ignoring channel effects on individual bits, a physical layer simulator is proposed
in [67]. Furthermore, after highlighting the differences in modeling from isolated
perspectives, the authors merge a detailed physical layer simulator into the net-
work simulator NS-3. However, the improved accuracy due to bit-level modeling
comes at the cost of increased computational effort. Following this trend, the au-
thor in [68] investigate based on a simulation study the impact of communication
performance on a vehicle collision application. After a modeling of physical layer
of V2V in MATLAB, bit error rate and delay spreads are hereby quantified.

To deal with vehicle shadowing on radio propagation, the work in [53] propose
a model for integrating vehicles as obstacles in vehicular simulators in order to
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increase the credibility of simulation results. In the same trend, the authors in [69]
propose a dynamic beaconing algorithm that react to network changes caused by
the time-variant signal due to radio signal obstructions created by neighboring ve-
hicles, as well as by buildings. Their results indicate that this algorithm by adapt-
ing more quickly to change in network topology could substantially improve the
communication performance compared to a traditional static periodic beaconing
approach. Motivated by the problem of radio shadowing caused by buildings, a
similar simulation study was proposed in [70] with the purpose of using parked
vehicles as node relaying which then allow to see around the corner at the inter-
section areas. A simulation-based analysis of attenuation caused by buildings is
provided in [71]. Hereby, the authors make a comparison of three channel model-
ing techniques aiming to reproduce the effects produced by buildings.





3A N A LY S I S O F U R B A N I N T E R S E C T I O N S : T O P O L O G Y,
C R I T I C A L A C C I D E N T S C E N A R I O S A N D T R A F F I C D E N S I T Y

As mentioned in the introduction in Chapter 1, we focus on the urban environment
due to its fast changing nature. In contrast to highway scenarios, the investigation
of the communication performance at urban intersections is very challenging. This
is primarily due to the two-dimensional nature of intersection topologies - and
beyond this - there are a lot of obstacles present around intersections. Especially
in this complex environment, drivers have to deal with several parallel tasks in-
volving lane change maneuver, observation of traffic light status and behavior of
others traffic participants (pedestrian, and cross traffic). Moreover, the geometry
and the intersection layout have been identified as factors influencing the accident
risk at urban junctions. From a driver point of view, the complexity of an intersec-
tion increases as the number of approach legs to the intersection increases. To cope
with this scope and complexity, safety-based V2V applications such as an intersec-
tion collision avoidance application coupled with driver assistance systems could
help by assisting the driver in critical situations. However, from the evaluation
perspectives of the potential of VANET at urban intersection, the understanding of
environment factors that may affect the performance of the communication is a
crucial task. In contrast to highway scenario with a frequent availability of LOS be-
tween vehicles, the communication performance at urban intersections is directly
linked to the layout of the intersection as well as the distribution and placement of
buildings. This motivates the analysis of urban intersections in this chapter, which
is structured as follows: After introducing a classification method to determine
the topology of intersections, we will first examine the distribution of intersection
types from real data sets of some selected European cities. To reinforce the poten-
tial and motivation of VANET, a survey of critical intersection scenarios specifically
targeted at urban intersections is then presented. A brief determination of the in-
tersection stopping distance required by safety-based applications to assist drivers
in critical situations is provided. Finally, to introduce the scalability issue, we close
this chapter with an investigation of the traffic density in term of the number of
vehicles at signalized intersections.

3.1 classification of urban intersection topologies

In the context of radio shadowing, the analysis of the placement of buildings, es-
pecially present at urban intersections is an important task in the investigation of
channel characteristics. Depending on the topology of the intersection and on how
buildings are distributed around, the performance of V2V will suffer from severe
signal shadowing since obstructions caused by stationary obstacles may partially
or completely obstruct the communication link between vehicles. Furthermore, an
intersection with buildings located at all four corners will indisputably have a
strong degree of obstruction compared to one having only one or two corners oc-
cupied by buildings. In this section, we investigate the intersection topologies in
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term of intersection type following by a discussion of results. We defined the type
of intersection according to the number of intersection corners occupied by one or
more buildings.

3.1.1 Data Gathering and Extraction Tools

To classify intersection types, we require a 2D digital map containing information
about the building data as well as road network topology of a given city. Due to the
free availability of OpenStreetMap data, it is possible to extract a map of a complete
city directly from the homepage. For this purpose, there are a lot of tools such as
OSMConvert, OSMosis, and OSMFilter that assist in the extraction and processing
of specific data-set based on prior given characteristics. In this work, we used the
software tool OSMget, which enables a capability to download a large area using
a prior configured bounding box. It defines the geographical coordinates of the
region to retrieve. The extracted map can then be visualized on the graphical user
interface of the traffic simulator SUMO. In this way, a verification of the quality of
the extracted map. The tool OSMget is an open source software written in Python.

3.1.2 Data Post-Processing

Prior to investigation, we first present the analysis method employed for the evalu-
ation. Figure 12 shows the process flowchart used to analyze the intersection type.
Starting in the left corner, the file city.osm.xml containing raw data of a given city
is downloaded from the OpenStreetMap homepage. Next, we used the netconvert

tool to post-process and extract the road network topology data as well as the
building structure from the gathered map. The building’s attribute such as identi-
fied, type and shape is then selected using the tool Polyconvert. In the obtained
file city.poly.xml, each building is represented as an approximated polygon. Both
netconvert and polyconvert tools are provided by SUMO. The classification algo-
rithm presented in this thesis takes as input the information about the intersection
center (from file city.net.xml) and building data (file city.poly.xml). We used an XML
parser to extract useful information and store the content of input files to a list of
objects. Each object is defined following the geographical position and the identi-
fier of the intersection center or a list containing the shape of each building for the
intersection and the building, respectively.

Intersection
Classification

Algorithm

netconvert

polyconvert

OSM
city.net.xml

city.poly.xml

city.osm.xml

city.net.xmlextract map from
OpenStreetMap

Figure 12: Block diagram of post-processing of the digital map data up through the phase
of intersection type classification.
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3.1.3 Intersection Classification Algorithm

The basic idea it to match a square centered at each intersection to the structure of
each building and then judge its existence by evaluating how this square intersects
with building polygons around the considered intersection. The below pseudo-
code as shown in Algorithm 1 gives a summary about the intersection classification
block (red block in Figure 12).

Algorithm 1 Intersection classification algorithm

1: INPUT: List of intersections I and list of buildings B
2: OUTPUT: List of intersections with type
3: n← size(I)
4: m← size(B)
5: for i← 0 to n do
6: for j← 0 to m do
7: InterCenter← I[i].center
8: BuildingShape← B[j].shape
9: getIntersectionType(InterCenter, BuildingShape)

10: end for
11: end for

Based on the intersection center and the considered building’s shape, the proce-
dure getIntersectionType in line 9 implements a detection algorithm that, in a first
step, searches buildings that are around an intersection. Each building’s shape is an
array of geographical points depending on the structure of the building. Further-
more, a square with sides of length S whose diagonals intersect at the intersection
center is defined. Afterward, the existence of building is performed by iteratively
checking if each quadrant of this square is overlapped by one or more building
polygons. Finally, the type of the intersection is then classified according to the
number of quadrants occupied by buildings. We distinguish five types of inter-
sections as depicted in Figure 13: Intersections without buildings at quadrants of
the square belong to Type 0, Type 1 corresponds to one or more buildings found
at one quadrant, and up to Type 4 with all four quadrants occupied. Type 4 also
comprises irregular intersection geometry with more than four legs.

(a) Type 0 (b) Type 1 (c) Type 2 (d) Type 3 (e) Type 4

Figure 13: Intersection types assuming that all buildings are regular polygons. The blue
area represents the square with sides of length S whose diagonals intersect at
intersection center. S is used to check the presence of buildings.

To gain a deeper understanding of the building detection approach, let’s con-
sider an example illustrated in Figure 14. It shows an intersection with buildings
at its corners. We assume in this example that all polygons are regular meaning that
all internal angles have 90◦. The blue square is a quadrilateral polygon with four
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equal sides and is divided into four quadrants (Q1 to Q4). The intersection between
two polygons (Building and Quadrant) is then used for evaluation of the presence
of one or more buildings in the corresponding quadrant. In this illustration, three
corners (Q1, Q2 and Q3) are occupied with buildings which subsequently leads to
an intersection of Type 3. Obviously, the decision behind the presence of a building
on a corner depends on the choice of S, since assuming a small value will result in a
miss detection of buildings whereas a too large value leads to a misinterpretation.

S

Q1
Q2

Q3Q4

dIB

Figure 14: Illustration of the evaluation of the presence of building at intersection corners

Despite the simplicity of the building detection approach, this method may fail
when two intersections are close to each other. For this purpose, the total set of
intersections was filtered according to their relative distance. However, for han-
dling high computational time and memory constraints caused by the processing
of large city maps, we used an efficient search algorithm based on a region clus-
tering method. This technique performed in the same manner as the region-based
segmentation algorithm used in the area of digital image processing that consists
of partitioning an image into regions.

3.1.4 Estimation of Square Side S

To provide reliable detection of buildings required by the classification of intersec-
tion type, one of the great challenges is the estimation of the length of the square
side S as introduced above. Since the choice of S will influence the accuracy of the
building detection algorithm. Moreover, setting high values of S might result to
an inaccurate detection because also far away located buildings cannot be detected
while lower values will result in a miss detection. To cope with this problem, we
have conducted a prior study in order to determine the length of the square side S.
Intuitively, the choice of S would be directly linked to the intersection width. But
more advantageously is the knowledge about the average intersection-building
distance dIB measured at several cities. We denote dIB as the distance from to the
intersection’s center to the nearest building vertex, which is a meaningful value in
the detection of the presence of a building. To estimate optimal and realistic values
of dIB, we have performed an experimentation using data sets from five cities in
Germany and six cities in Europe. Selected cities differ in the number of population
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within the inner city area as well as the amount of intersections. Obtained results
in the form of a box plot showing the distribution of dIB are depicted in Figure 15.
The plot shows the distributional characteristic of distance dIB and eases its visual-
ization. The bottom of the box represents the 25% quantile while the top of the box
75% quantile. Particularly interesting is the large spread of the box for the city of
Charleroi compared for example to Munich. Since half of the distance are between
the 25% and 75% quantile, we see that half of the distance for the Munich city are
between 10 and 20 meters, whereas half of distance for the city of Charleroi are
between 15 and 35 meters. This implies that over 50% of intersections in Charleroi
are wider than in Munich resulting in a high availability of LOS at intersection area.
In general for all cities, we observe that 75% of the measured intersection-building
distance fall below 35 meter. Considering again the example from Figure 14, it has
been shown that a building vertex is detected only if the square side S >

√
2 · dIB

so that we can argue that choosing the square side S with a length of 50 meters
will provide good results.
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Figure 15: Distribution of the distance from the intersection’s center to the nearest building
vertex dIB conducted from data of 11 European cities.

3.1.5 Intersection Type Classification

After determining the length of the square side S, we have conducted measurement
from the data set gathered from OpenStreetMap and provided statistics about the
intersection type. The data set employed cover 11 big cities in Europe. The obtained
results presented in Table 4 show statistics about the distribution of intersection
type at different cities. One can conclude that except for the city of Charleroi, 50
to 70% of all intersections from our data set belong to Type 2, 3 or 4 which im-
plies that two up to four corners are occupied by buildings. On the other hand,
only 10% to 26% of all intersections provide a perfect availability of LOS (Type 0).
These findings emphasize the increasing effect of signal shadowing reflected by
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a degradation of the received signal power reflected by a lower communication
range when considering performance evaluation at urban intersections. Moreover,
the challenging problem of V2V at urban intersections in term of obstacle shadow-
ing is through this presented study validated. For the sake of validity of results,
we compared the obtained statistic with those reported in [72] where the authors
performed a similar study at the city of Munich. They reported that 70% to 90% of
all intersections are of Type 4, whereas we found only 34% in our analysis. The de-
viation in the results is attributed to the size of the considered map. While we em-
ployed data set of the whole city containing 23151 intersections, they concentrated
on a data set of the administrative area of the city with only 12307 intersections.
Moreover a potential reason of this deviation could be attributed to the inaccuracy
of OpenStreetMap data as the map employed in their work was gathered from the
city homepage. Nevertheless, both results are in line since the larger the area, the
larger the probability to capture rural intersections which are often from Type 0 or
1.

Table 4: Intersection type statistic

city # of Intersections Type 0 Type 1 Type 2 Type 3 Type 4

hamburg 41010 0.13 0.14 0.22 0.21 0.30
berlin 30482 0.14 0.16 0.25 0.21 0.24

munich 23151 0.11 0.13 0.22 0.20 0.34
düsseldorf 16082 0.12 0.11 0.19 0.20 0.38
hannover 2116 0.18 0.14 0.21 0.17 0.30

london 60509 0.16 0.12 0.20 0.18 0.34
st petersburg 20630 0.26 0.19 0.22 0.15 0.18

rome 13969 0.24 0.17 0.23 0.16 0.20
madrid 13425 0.23 0.19 0.26 0.15 0.17

lyon 9085 0.10 0.10 0.19 0.22 0.39
charleroi 1234 0.36 0.26 0.22 0.10 0.06

3.2 road traffic at intersections

In the previous section, we have presented a classification of intersection types. We
are now going a bit more deeply into the analysis of specific intersection accidents
independently of the type of intersection. Instead, we focus on the identification
of most critical relevant scenarios. Our investigation is based in part on a report
of the project Traffic Accident Causation in Europe (TRACE) found in [73, 74].
In the two-year period (2006 - 2008), a descriptive and analytical statistic about
accident causation in Europe using existing data sources that includes accident,
injury, insurance, medical and exposure data has been provided. For this purpose,
in-depth accidents databases were analyzed according to road user situation and
accident conditions. The data was obtained from sources available at the 27 mem-
ber states of the European Union (EU27) and combined in a common database.
Moreover, this project has identified the most promising solution - among possible
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technology-based safety functions - that can assist the driver or any other traffic
participants in a normal road condition or a critical situation. In this section, we
concentrate on the statistic of accidents at intersection areas followed by an identi-
fication of most critical intersection scenarios.

3.2.1 Critical Intersection Scenarios

After a review of intersection situations reported in [73, 74], critical intersection
scenarios can be classified according to the cause of accident into four representa-
tive groups as illustrated in Figure 16. However, it should be noted that this study
considers intersection accidents like those that happen at a junction or close to a
junction.

crossing scenario : This corresponds to accidents occurring between two or
more vehicles coming from crossing directions. Consider, for example, a situation
where one driver (red vehicle in Figure 16a) crosses, while the opponent comes,
turns left, right or crosses. It represents the most complex scenario regarding the
number of object in the surrounding as well as the required driving maneuvers.
70% of all intersection accidents belong to this kind of scenario, and is therefore of
particular interest. Obviously, when crossing an intersection, drivers are confronted
with a significant amount of information which can lead to misinterpretation of the
situation.

rear-end with straight path : This concerns accidents where involving ve-
hicles drive on the same road and in the same direction so that no turning maneu-
ver except slowing down is required. Here the leading vehicle (see blue vehicle in
Figure 16b) is slowing down in order to cross with enough visibility or for another
reason. This leads to a misinterpretation of the gap to the following vehicle which
has to brake accordingly. Rear-End with straight path accidents occur particularly
in queuing traffic and represents 5% of all intersection accidents.

incoming scenario : This belongs to accidents where involving vehicles drive
on the same road but in different directions, and no turning maneuver except
slowing down is required. Accidents caused by an involuntary lane departure due
loss of control or sudden conflict situations, among others, belong to this type of
scenario. It represents 2% of all intersection accidents.

rear-end with turn path : Similar to the rear-end with straight path scenario
except that the leading vehicle performs a left- or right-turning. It represents 2%
of all intersection accidents.

By examining critical intersection scenarios presented above, we remark that
intersection lateral collision warning applications such as Intersection Collision
Warning (ICW) could help to enhance the traffic safety by assisting the driver in case
of potential collisions. Through V2V communication, the driver’s horizon would be
extended so that a better and complete visibility is achieved.

3.2.2 Intersection Stopping Sight Distance

The drivers’ ability to see the road ahead and other intersection users is critical to
the safe and efficient use of all roadway facilities, especially urban intersections. It
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(a) Crossing (b) Rear-End with straight path

(c) Incoming (d) Rear-End with turn path

Figure 16: Critical intersection scenarios.

is imperative that intersection collision applications provide drivers sufficient in-
formation to the distance to perceive, recognize, and react to the presence of traffic
control elements such as traffic signal indications, pavement markings, and sign-
ing. In addition, these kinds of applications might enable the possibility to safely
maneuver into auxiliary lanes prior to the intersection. Stopping sight distance, de-
cision sight distance, and intersection sight distance are particularly important at
signalized intersection [75]. The stopping sight distance is the roadway distance re-
quired for a driver to perceive and react to an object in the roadway and to brake to
a complete stop before reaching that object. Research documented in the literature
often based on a laboratory study performed with a high number of test drivers,
expressed the stopping distance as

dstop = dreact + dbrake (2)

= 0.278 · v · treact + 0.039 ·
v2

a
(3)

where v is the vehicle speed in km/h, treact the driver reaction time in sec and a
the deceleration of the vehicle in m/s2. Table 5 gives stopping sight distances for
varying vehicle speed as computed from the Equation 3 provided by the American
Association of State Highway and Transportation Officials (AASHTO) policy and
assuming a perception-braking time treact = 2.5 s, and a = 3.4m/s2 driver decel-
eration [76]. By examining these results, it is obvious that the stopping distance
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increases with the speed. Moreover, we can conclude that in urban environments
considering vehicle speed up to 60 km/h, a minimum communication range of
83m is required for a proper operation of collision warning applications. From
the view of communication designers, the communication quality in term of the
probability of packet reception should provide sufficient information to vehicles
throughout the intersection and on each entering and exiting this area.

Table 5: Intersection stopping distance.

speed reaction breaking stopping
[km/h] distance [m] distance [m] distance [m]

20 13.9 4.6 18.5
30 20.9 10.3 31.2
40 27.8 18.4 46.2
50 34.8 28.7 63.5
60 41.7 41.3 83.0
70 48.7 56.2 104.9
80 55.6 73.4 129.0
90 62.6 92.9 155.5
100 69.5 114.7 184.2

3.2.3 Queue Length Analysis: Signalized and non-signalized Intersections

When judging the communication performance at urban intersections, it is very
important to understand the traffic characteristic in term of queue length in this
specific traffic environment, and then identify their impact on the communication
quality caused by interference from surrounding vehicles, in particular under high
congested traffic conditions. Traffic scientists usually expressed queue length as the
number of vehicles or in meter depending on the length and type of vehicle present
at a given road section or lane. It is a measure used to quantify traffic congestion
and associated delays at intersections. Since the longer the queue length, the larger
the delay in front of the traffic light.

The estimation of traffic density, as well as queue length, is usually realized
using stationary traffic detectors, e.g. magnetic loop detectors but other methods
including microwave, radar, photocells, ultrasonics, and video cameras or even
manual count could be also employed [77–80]. However, the deployment and main-
tenance of stationary detectors is associated with significant expense, especially if
larger road networks shall be covered instead of single sections.

A real-time optimization of urban intersection capacities can be achieved by
continuously adapting traffic signal control systems to current queue length and
consequently improve traffic efficiency. More recently, ITSs coupled with the ve-
hicular communication technology was identified as an interesting alternative to
provide a real time information about the actual traffic conditions, which is a ba-
sic requirement for dynamic traffic management. For this purpose, the capacity
of vehicles to exchange information with infrastructure nodes is then exploited
to estimate the current traffic condition. As traffic load typically varies strongly
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throughout the day, an adaptation of traffic management according to the actual
demand is essential and very challenging, especially in urban areas. Due to its two-
dimensional nature, traffic distribution at urban intersections is characterized by a
heterogeneous concentration of vehicles that directly depends on the actual traffic
condition as well as on the time of day.

In a study reported in [81], we presented a travel time estimation approach for
urban environments based on V2I communication. Although we focus on the in-
fluence of communication parameters on the travel time accuracy, we found that
already at a low penetration rate of 10% and a message generation rate of one
message per second, the V2I-based travel time estimation approach provides a very
good performance compared to conventional approaches. But studying traffic con-
dition methods is out of scope of this work, we concentrate rather in the analysis
of queue length which in turn would have an influence of the network load and
thus on communication performance. The level of interference will depend consid-
erably on the density and distribution of nodes within the available urban intersec-
tion space. By analyzing the characteristics of traffic flow at signalized intersection,
it is obvious that we will observe long queues during the red phase created by the
flow of vehicles moving toward the intersection as illustrated in Figure 17. Analog-
ically at non-signalized, we may also observe long queues during high congested
traffic conditions according to the traffic volume. To date, most researches on traffic
control classify urban intersections in two groups: Signalized and non-signalized
intersection:

signalized intersection : refers to an intersection controlled by traffic signal
indicating which traffic has the right of way at a particular time. The vehicular
flow at intersections is traditionally controlled by traffic lights when the density of
cars in both perpendicular streets is considerably low [82, 83].

unsignalized intersection : represents an intersection controlled by a give
way sign and stop-controlled junctions with one or more STOP signs. This is ap-
propriate when the traffic flow is high.

Basically, while the traffic flow at a signalized intersection is characterized by
queue areas induced by the traffic control system, the flow at a non-signalized
intersection is dependent on the density of vehicles on the main road. As men-
tioned above, the performance of the communication will depend on the traffic
conditions characterized by the queue length behind the stop line; we will focus
on the analysis of length of traffic at signalized intersections. Based on a theoret-
ical study in [84], the authors estimate the number of vehicles that would share
a common communication range at intersections under worst-case conditions in
rural, suburban and urban environments. They found out that up to 600 vehicles
can be sporadically present at city intersections.

Because of the lack of real queue length data from European cities, following
investigations with the respect to the approximate number of vehicles at signal-
ized intersections is performed as a theoretical approach. To get an idea about the
average queue length Q in some cities, we can estimate the queue length based on
the traffic flow and the duration of the red phase by the intuitive expression

Q =
f · Tred

3600
(4)
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Figure 17: Queue length at a signalized intersection.

where f represents the arrival traffic flow in vehicle/hour and Tred the duration
of the red phase in second. Note that in Equation 4, a uniform arrival pattern
of vehicles is assumed. Furthermore, we assume for the sake of simplicity that
vehicles will leave the queue when the light turn to green are not considered. We
consider a controlled traffic light at the intersections with fixed timing consisting
of green and red phases denoted Tgreen and Tred, respectively. Table 6 presents
average queue length from selected cities based on traffic flow statistics gathered
from respective city homepages [85–87]. The relationship between queue length
and number of vehicles N is given by

N = 2 ·Q (5)

Assuming a typical red phase of Tred = 50 seconds and a four-leg intersections, the
maximal number of expected vehicles within a common communication range for
these selected German intersections will vary between 38 and 166 vehicles.

From the communication point of view, considering for example 180 vehicles
sending 10 packets per second each of size 500 bytes, the generated channel load
will be 7.2 Mbps, which is clearly higher than the recommended data rate of
6 Mbps. This implies an increase of packet losses that would directly influence the
accurate operation of safety-based applications in critical situations. As the traffic
flows are averaged over 24 hours, the effective traffic flow in peak hours is probably
larger than those given by the traffic flow statistic from Table 6. This implies that
more vehicles can realistically be expected at intersections, hence, estimated queue
length from the table is underestimated during traffic jams. Nevertheless, from the
reasoning and investigations presented above, the level of interference could grow
significantly in the area around intersections and requires careful investigation to
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Table 6: Estimation of queue length in some cities in Germany.

city intersection f [veh/24h] Q [veh]

braunschweig
Hamburg Str./Rebenring 54600 31

Hagenmarkt 32400 19
John F. Kennedy Platz 33912 20

munich
Landshuter/Nymphenb. Str. 142008 83
Gründwalder/Tegerns.-Allee 123000 72

Ludwig Str./Von-der-Tann Str. 95040 55

berlin
An der Urania/Kleist Str. 65616 38

Molkenmarkt 69816 41
Karl-Max-Allee/Lebuser Str. 45312 27

properly assess the performance of V2V in urban environments. This motivates a
measurement-based as well as a simulative investigation of the scalability problem
at urban intersections presented in the next chapters.

3.3 summary

In this chapter, we presented an analysis of urban intersections. We focused on
the evaluation of building’s distribution and classified the type of intersection ac-
cording to the number of intersection corners occupied by one or more buildings.
The backbone of our examination is based on geographical data sets of eleven
big Europeans cities provided by OpenStreetMap. First, we explained the architec-
ture and method behind the intersection classification. We particular focused on
the choice of the square required to provide a reliable and accurate detection of
building’s shape. For this purpose, an investigation on the intersection-building
distance, which is the separation from the intersection’s center to the nearest build-
ing vertex, is presented. This is an important quantity required to judge the pres-
ence of building obstruction. We found out that 75% of the intersection-building
distance in selected European cities are below 35 meter. After the determination of
square needed to check building availability, we have then analyzed intersection
type. The results revealed that 50 to 70% of all intersections are from Type 2, 3 or 4
implying that two up to four corners contain buildings. In a nutshell, the findings
emphasized that only 26% of intersections in European cities provide perfect LOS
implying that a significant portion of message transmissions would be susceptible
to frequent interruption most of the time.



Part I

E X P E R I M E N TA L E VA L U AT I O N





A determining step during the design and deployment of communication systems
is the estimation of their performance in real scenarios. Measurements with real
prototypes is therefore the appropriate methodology to investigate and understand
the behavior of a given system. As V2V systems are close to market introduction, it
is crucial to test and quantify their capability in real traffic conditions. For this pur-
pose, we evaluate in the first part of this thesis the performance of V2V based on sev-
eral measurement campaigns by focusing on the impact of radio shadowing caused
by stationary obstacles, e. g., buildings and vegetation. The most critical challenge
that V2V communication has to deal with is the inevitable radio shadowing caused
by physical obstruction in the environment such as building, vegetation or traf-
fic infrastructures. These kind of obstacles are unfortunately frequently present at
urban intersections. For this purpose, we divide this part into three chapters that
are as follows. First, we examine in Chapter 4 the impact of shadowing caused
by buildings through measurements. Prior to the evaluation and discussions of re-
sults, we first give an overview about hardware and software utilized throughout
the whole measurement study. Following the same trend, we performed a second
measurement campaign aiming to investigate the impact of vegetation at selected
intersections showing different foliage structures. Measurement setup and results
are discussed in Chapter 5. Finally, we consider in Chapter 6 the influence of radio
shadowing through buildings and its impact on co-channel interference and dis-
cuss results obtained from obstructed and non-obstructed environments. For all
aforementioned chapters, the investigation is performed at urban environments
concentrating on intersections.

47





4E VA L U AT I O N O F S H A D O W I N G C A U S E D B Y B U I L D I N G S

The analysis of intersection topology in Chapter 3 has demonstrated that only
9% to 23% of intersections at 11 big European cities provide a perfect availabil-
ity of Line-of-Sight (LOS) between vehicles approaching the intersection, whereas
up to 70% have at least 2 corners occupied by buildings. Moreover, this implies
that a significant portion of message transmissions will be susceptible to frequent
interruption most of the time. Additionally, research in [88] has shown that a sig-
nificant large proportion of crashes often occurs at intersections. For this purpose,
intersection collision avoidance applications, such as intersection collision warning
which informs the driver about a risk of collision at an intersection, are currently
been developed. Hence, the effort of the research community to improve the traffic
efficiency and to reduce road mortality through adequate and intelligent applica-
tions based on V2V communication is indisputable. However, from the perspective
of communication engineers, the design of such applications is very challenging
since obstructions caused by stationary or mobile obstacles, especially frequent at
urban intersections, may partially or completely obstruct the communication link
between vehicles. This will probably lead to a substantial reduction of the com-
munication range. Moreover, the effectiveness of safety-related applications will
strongly depend on the characteristics of the radio channel and the quality of the
communication link. Therefore, the analysis of main factors influencing V2V radio
propagation is an important task not only for the specification and dimensioning
of systems, but also for the investigation of key performance indicators of traffic
safety applications. Furthermore, a credible simulation-based evaluation of V2V re-
quires a profound understanding of the wireless channel. In consideration of the
quality of communication link depending on the characteristics of the radio chan-
nel, reliable and efficient operation of any V2V application requires accurate and
timely delivery of vehicle status. Therefore, for enabling these applications, it is
essential to perform a deep analysis of the fundamental wave propagation charac-
teristics in typical vehicular urban environments.

This motivates the measurement campaign conducted at five different urban in-
tersections under Non-Line-of-Sight (NLOS) conditions and presented in this chap-
ter. To discuss and evaluate the obtained results, we quantify (i) Received Signal
Strength Indication (RSSI) levels defined as the energy measured during the re-
ception of the packet’s preamble, (ii) Packet Delivery Rate (PDR) which reflect the
ratio between the numbers of successfully received and transmitted frames, and
(iii) Reliable Communication Range (RCR) associated with different intersection
characteristics, such as building density and development, street and intersection
width. Insights into these metrics are necessary to meet the requirements of re-
liable communication ranges for collision avoidance applications. The results are
obtained by means of measurements in realistic V2V application scenarios using a
measurement system that meets current standards for vehicular communication.
Parts of the contributions of this chapter have been previously published in [89].
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4.1 related work

Since 2005, there are numerous measurement campaigns which cope with the prob-
lem of radio shadowing caused by buildings. The work in [90] presented a pro-
found field test performed at several intersections showing NLOS conditions and
found out that urban intersections provide better performance than suburban in-
tersections. This behavior is explained by constructive interferences at the receiver
due to the multipath propagation, especially present at urban intersections having
all corners occupied by buildings. The impact of street width on the radio signal
propagation is empirically investigated in [91]. It is found that the narrower the
street, the more dominant the influence of reflected waves by buildings. In [92],
results on typical channel properties such as power delay profiles, pathloss and
delay spreads derived from a channel measurement are presented. The authors
focus on different intersection types which differ in the availability of a LOS com-
ponent and the location and density of scatterers such as buildings and vehicles. A
stochastic model used to estimate communication distances for different data rates
and traffic densities, in particular, in NLOS scenarios is provided in [93]. Hereby,
a propagation model suitable for typical urban intersection scenarios is derived
from narrow-band V2V measurements. A similar model associated with an addi-
tional derived empirical fading model is presented in [94]. Following the same
trend, the work in [95] presents a computationally inexpensive empirical model
for urban environments after a profound investigation of building shadowing on
radio communication between vehicles based on real world measurements. In [96],
a survey of comprehensive V2V propagation channel measurement campaigns in
different relevant environments is given. It is found that propagation aspect of ve-
hicular environment might vary with respect to speed difference, vehicle density,
and road and intersection topology. Furthermore, the authors found that the type
of equipment mostly used for V2V channel measurement is mostly the same as that
for infrastructure-based network which range from signal generators, vector signal
analyzers up to wideband sounders.

The majority of works presented above cannot be directly applied to assess the
performance of the communication as for a realistic evaluation of V2V, real V2V-
based transceivers are needed. For this reason, our work contributes to the general
analysis of urban intersections utilizing wireless radio modules that conform with
the IEEE 802.11p [8] or ITS-G5 [97] standard. Moreover, we cover additional issues
like transmitter location, the impact of street width and traffic density.

4.2 measurement equipment

The choice of measurement equipment as well as the software set used for mea-
suring V2V communication have an impact on the interpretation of results, hence,
influence the quality of performance evaluation. To ensure applicability of the mea-
surement results for prospective cooperative safety applications, the utilized wire-
less radio have to be compliant with the IEEE 802.11p or ITS-G5 specifications.
In this section, we presented self-developed hardware and software used for mea-
surements following by a validation of the proposed measurement set.
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4.2.1 Hardware Components

The on-board V2V communication module installed in each vehicle is composed
of an embedded PC, a wireless radio unit, a GPS receiver, an antenna, an external
hard disk and a notebook which allows the configuration, monitoring and control
of experiments during the measurement campaign. Due to the limited memory
capacity on the compact flash, we use the external hard disk to backup measure-
ment results after each measurement run. The embedded PC is an ALIX3D3 board
running an Ubuntu Linux distribution with kernel version 2.6.32. The Linux sys-
tem was configured to boot directly from a flash memory card mounted on the
ALIX3D3 board. As shown in Figure 18, the embedded PC can be equipped with
two wireless radio cards. We used commercial off-the-shelf Compex Mini PCI
802.11abg wireless cards based on the Atheros AR5006X (AR5414) chipset. Since
no commercial ITS-G5 receiver was available, we adapt the protocol stack for the
Atheros by modifying a driver based on ath5k and the Linux wireless subsystem
in order to be standard compliant. This allows us to be able to communicate on a
10 MHz channel centered at 5.9 GHz. Furthermore, the MAC part of the driver was
extended in order to employ the newly defined OCB in 802.11p and adopted by
ITS-G5 mode, which allows stations to transmit data frames without prior associ-
ation or authentication with a BSS as described in Chapter 2. The communication
module was linked to a Navilock NL-402U GPS receiver using the u-blox5 chipset
in order to log the vehicle positions and the distance between vehicles.

Figure 18: A detailed view of the embedded PC and the wireless radio board.

Furthermore, each vehicle was equipped with a vertically polarized magnetic
mount antenna (Mobile Mark ECOM6-5500) mounted on its roof. The antennas
have kindly been measured by Delphi Deutschland GmbH and show an omni-
directional radiation pattern and a nominal antenna gain (including antenna cable
attenuation) of 3.2 dBi at zero degrees elevation on a metal ground plane. Accord-
ing to the provider’s data-sheet, the antenna operates at 5.0-6.0 GHz and is 254 mm
long. The transmit power was configured to be 23 dBm. Together with the antenna
gain and a system loss of approximately 3 dB caused by the connectors between
interface card and external antenna, this resulted in an Equivalent Isotropically
Radiated Power (EIRP) of 23.2 dBm.
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4.2.2 Measurement Software

The measurement software set running on the embedded PC is composed of two
self-developed software tools, a CAM generator (CAM-APP), a receiver program
(C2XdBm), as well as several scripts used to control the experiments during the
measurements and to adapt the parameter settings based on predefined configura-
tion files.

CAM-APP is a software tool based on a packet generator that generates and
sends CAMs of one or several streams with different rates over a User Datagram
Protocol (UDP) connection to the network. Its capability to create and configure
multiple streams allows a further operation of parallel V2V applications on a single
platform. Furthermore, CAM-APP supports radiotap header generation to append
user defined payload to existing packet header. This allows an integration of infor-
mation such as sequence number, GPS data and sending time on packet headers
giving a possibility to recover even packets of which payloads are corrupted. While
a TCP connection establishment requires a handshaking procedure before a data
transmission, we chose a UDP protocol because it provides a connection-less trans-
mission without any formal preliminaries. In this way, no additional delay is intro-
duced due to the missing connection establishment procedure as prescribed by the
ITS-G5 standard. However, a UDP transmission cannot take care of incrementing
sequence or acknowledgement number. For this reason, we implement a packet
numbering with a 32-bit sequence number easing a further computation of packet
delivery rate at the receiver. During the experiments, the CAM-APP was config-
ured based on a configuration file to periodically broadcast CAMs with a constant
generation rate and a net message size of 500 bytes on a given network. Including
UDP, IP, LLC and MAC header (8/20/8/28 bytes), this resulted in a MAC frame
size of 564 bytes.

C2XdBm is a tool running at the receiver that utilizes the libpcap library to log the
measured RSSI values, sequence number as well as the transmitter and receiver po-
sition for each frame reception. Furthermore, the driver supports radiotap header
generation to gather measurement data. Based on geographic coordinates gathered
at the receiver and those from the sender, a distance separation between sender and
transmitter can be computed after a coordinate system conversion from WGS84
datums (latitude and longitude) to two dimensional coordinates UTM on a map
projection. In order to compute the PDR, we used a 32-bit sequence number in the
message header. The receiving wireless interface remained in monitor mode, pas-
sively listening to frames on the configured channel. RSSI values were extracted
from the radiotap header and recorded for each successfully received frame to-
gether with the separation between involving nodes.

Both CAM-APP and C2XdBm tools are implemented following a component-
based software architecture concept facilitating the reuse of developed modules for
further V2V applications. The core program and data post processing algorithms
are written in C. The post processing of data is performed using self-developed
Matlab and Python scripts. However, one of the challenge during this task is the
synchronisation of measured data such as RSSI values, packet sequence number
with vehicle position data provided by GPS receivers. Since the type of receivers
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used during the experiments have a limited time resolution of data of 200 ms. This
is insufficient for a temporal alignment of measured data considering that we per-
formed some experiments with a sending interval up to 1 ms. Therefore, we imple-
mented an interpolation algorithm based on the average driving speed so that an
alignment of measured samples to accurate GPS data can be achieved.

4.2.3 Validation of the ITS-G5-compliant Wireless Interface

In order to verify and validate the effective operation of the modified driver on
the wireless interface, we performed prior tests in a controlled lab environment.
As illustrated in Figure 19, the lab environment comprises a transmitter (Tx) and
receiver (Rx) side, which include wireless radios, HF cables, adjustable attenuators,
a splitter and a spectrum analyzer. While the TX side relies on a wireless module,
the Rx side has two branches: a wireless module and a spectrum analyzer. The
module at Tx side was configured to transmit periodic CAMs with a constant gen-
eration rate of 100 Hz at 5.9 GHz. For each received CAM by the RX side, the RSSI
level of the received signal was collected.

Wireless
Radio

Wireless
Radio

Spectrum
Analyzer

SplitterHF− Cable

HF− Cable

HF − Cable

Tx Side Rx Side

Figure 19: Measurement set-up of the laboratory test environment composed of two wire-
less radio modules and a spectrum analyzer.

To verify that the signal power at input of the wireless radio corresponds to the
transmitted signal power considering losses due to cables and splitters, we evalu-
ated the RSSI levels provided by libpcap by comparing with those measured by the
spectrum analyzer. As result, we conclude that the RSSI values presented by libpcap
reflect the real received power (in dBm) almost satisfactorily, but contain a bias of
approximately -3 dB for RSSI levels greater than -80 dBm and approximately -6 dB
for RSSI levels smaller than -80 dBm. This means that the real received power is
generally underestimated by the libpcap RSSIs. We therefore corrected the field test
RSSI results accordingly to calculate the actual received power Pr.

To ensure an interference-free operation of ITS-G5 devices, the standard has
specified transmit spectral masks according to the configured channel bandwidth
(5 MHz, 10 MHz or 20 MHz). Therefore, each device shall be associated with a
transmit spectral mask limiting the out-of-band energy of the transmitter, which
might produce a slightly portion of interference in neighboring bands. In this way,
adjacent interference due to imperfect filters in the analog front-end could be re-
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duced. For this purpose, we measured the power spectral density (PSD) of the
standard-compliant ITS-G5 signal using a spectrum analyzer. The PSD shows the
strength of the variation as a function of frequency. The peak of PSD is used as the
reference power in the signal, so that spectral masks are measured with respect
to the peak. As required by the standard, the measurements were made using a
100 kHz resolution bandwidth and a 30 kHz video bandwidth. As can be seen in
Figure 20, the power spectral density has constant transmit spectrum within the
range 5895 MHz to 5905 MHz. Moreover, we observe that the transmitted spectral
density falls perfectly within the transmit spectral mask according to the spectrum
mask defined in [12]. This implies that the wireless card was successfully modified
and hence provides the capability to transmit at the center frequency band 5.9 GHz
with a channel bandwidth of 10 MHz. In a nutshell, we can argue that utilized wire-
less radio modules in this thesis were well in line with the IEEE 802.11p or ITS-G5
specifications in term of output power spectrum and occupied bandwidth.
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Figure 20: Power spectrum density (PSD) of a transmitted signal using the modified ITS-
G5 device. The transmitted spectral density falls within the transmit spectrum
mask as specified in [12]. The proper operation of modified wireless interfaces
utilized for measurements is therefore validated.

4.3 measurement setup and scenario description

4.3.1 Measurement Setup

The test setup included two vehicles of similar height: A Volkswagen Scirocco III
with a panorama glass roof was configured as transmitter and a Mercedes-Benz
W202 C-Class operated as receiver. While the antenna was mounted at the center
of the receiving vehicle’s roof, we placed it a little further rearward on the trans-
mitting vehicle due to its panorama glass roof. The transmit and receive antenna
heights were approximately 1.5 m. To separate shadowing caused by building and
obstructions caused by vehicles, we used video recording during the experiments,
which allows an identification of the type of obstruction within the post-processing
process. In this way, only runs where the NLOS was caused by building’s shadow-
ing were considered for the investigation. A summary of the measurement system
parameters is presented in Table 7. We measure with a high message generation
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rate of 100 msgs/s to collect as much transmitted frames as possible, which implies
a high accuracy in the investigation of channel characteristics.

Table 7: Measurement system parameters.

parameter value

phy Transmission power (EIRP) 23.2 dBm
Center carrier frequency 5.9 GHz

Channel bandwidth 10 MHz
Data rate 6 Mbps

Antenna height 1.5 m

cam Message generation rate 100 msgs/s
message payload size 500 Bytes

4.3.2 Impact of a Panorama Glass Roof

In [98], the authors analyze the impact of a large panorama glass roof based on
5.9 GHz measurements conducted in an anechoic chamber. Their results indicate
that a gain reduction of 15 to 20 dB can be caused by the large glass roof, which the
authors attribute to waveguide effects. Motivated by these results, we conducted a
preliminary test involving the two test vehicles, one of them also equipped with a
panorama glass roof, which, however, was significantly smaller than the one tested
in [98]. We performed this test under perfect LOS conditions, moving the receiver
around the transmitter while keeping the distance between both unchanged. The
obtained results showed no noticeable influence of the glass roof. Additional mea-
surements in an anechoic chamber revealing an omnidirectional antenna pattern
confirmed these observations. We attribute this to the fact that the test vehicle’s
glass roof was significantly smaller and the antenna was in an exposed position.

4.3.3 Scenario Description

The measurement campaign was carried out in the city of Braunschweig at se-
lected intersections with different traffic conditions. In order to quantify the effects
of buildings, traffic and the layout of the intersections, we selected 9 different
scenarios at 6 different intersections in an urban environment. In this thesis, we
present the results for 6 of these scenarios at 4 different intersections as shown in
Figures 21. All scenarios have in common that the transmitter TX was located at a
fixed position on a side street, while the receiving vehicle RX moved towards the
intersection with a speed of approximately 20-25 km/h.

Intersection 1

The objective of the first three scenarios is the evaluation of the influence of the
transmitter’s position. Hence, all of these scenarios were located at intersection 1
(Mittelweg - Nordstrasse), where we varied the transmitter’s distance dTX to the
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intersection center between 35, 55 and 85 m. As shown in Figure 21a, The intersec-
tion is half-open and from Type 2, which means that there are buildings on two
intersection quadrants only, although there were several parked vehicles opposite
to the buildings. The intersection is of medium width with a distance of approxi-
mately 13 m between the intersection center and the corners of the buildings and a
width of the side street, where the transmitter was located, of approximately 16 m.
The traffic density was very low. The geographic coordinates of the intersection’s
center are 52◦16’36.61”N, 10◦31’33.19”E.

    TX
positions

RX

(a) Intersection 1: Varying transmit-
ter positions.

    TX
positions

RX Intersection 
        2

Intersection 
        3

(b) Intersections 2 and 3: Varying
street width.

TX

(c) Intersection 4: Large intersection, dense
traffic.

TX

(d) Intersection 5: Mixed environment.

Figure 21: Selected scenarios: Arrows indicate the direction of motion of the receiving ve-
hicle. The transmitting vehicle’s position is fixed for each of the 7 scenarios.

Intersections 2 and 3

The scenarios at intersections 2 (Waterloostrasse - Schunterstrasse) and 3 (Water-
loostrasse - Wabestrasse), which are similar to the “narrow urban” intersection type
in [92], consider the influence of the intersection and street width. The structure
of the surrounding buildings is quite similar in both scenarios. Both intersections
are closed and from Type 4, which means that there are multistory buildings on
four intersection quadrants. The main difference is related to the width of the
streets where the transmitter was located. In the Schunterstrasse (intersection 2),
the width of the building canyon is approximately 20 m (which makes this inter-
section approximately comparable to the “urban main case” in [99]), whereas the
Wabestrasse (intersection 3) offers a width of only 10 m. Furthermore, there were
thick growing trees on both sides of the Schunterstrasse, while the Wabestrasse
showed almost no vegetation. In both cases, the distance between transmitter and
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intersection center was dTX = 25m. To reduce the impact of vehicle’s obstruc-
tions on the communication link, we performed experiments at night time. This
implies a very low traffic density during the measurements. The geographic coor-
dinates of the center of intersection 2 and 3 are 52◦16’21.60”N, 10◦32’25.35”E and
52◦16’19.43”N, 10◦32’27.01”E, respectively

Intersection 4

The objective of the scenario located at intersection 4 (Rebenring - Geysostrasse)
is the impact of traffic density. This intersection of Type 3 is relatively wide with
a distance between the intersection center and the corner of the nearest building
of approximately 21 m. There are buildings on three intersection quadrants, and
the buildings in the side street, where the transmitter was positioned, are located
relatively close to the street. On the main street (Rebenring), there are two lanes per
direction, in contrast to all other streets being part of the scenarios. The distance
between transmitter and intersection center was dTX = 45m. In contrast to the
other scenarios, the traffic density was very high, with vehicles often stopping at
the traffic lights and occasional appearance of buses. The geographic coordinates
of the intersection’s center are 52◦16’31.76”N, 10◦31’42.75”E.

Intersection 5

The last scenario was located at intersection 5 (Jasperallee - Wilhembodestrasse),
a intersection of Type 1 with a distance between the intersection center and the
corner of the nearest building of approximately 5 m. The objective of this scenario
is the investigation of a mixed environment composed of buildings and foliage
around the intersection. There are buildings only on one intersection quadrant,
and the buildings in the side street, where the transmitter was positioned, are
located relatively close to the street. One of the intersection’s corner is occupied
by foliage. On the main street (Jasperallee), a park area showing a mixed vegeta-
tion pattern obstructs the LOS between transmitter and receiver. The distance be-
tween transmitter and intersection center was dTX = 50m. The traffic density was
very low. The geographic coordinates of the intersection’s center are 52◦16’10.11”N,
10◦32’44.01”E.

4.4 measurement results

In this section, the results from the measurement campaign are presented. In order
to ensure statistical validity of the results, we performed at least 5 measurement
runs per scenario, driving at low speeds (20-25 km/h) to collect as many samples
per run as possible. The time duration of one run of approximately 57 s and mes-
sage generation rate of 100 msgs/s lead to more than 5700 packet transmissions
per run. We evaluated Received Signal Strength Indication (RSSI) and Packet Deliv-
ery Rate (PDR) results for the scenarios described above which are plotted against
the distance dRX between the receiving vehicle and the center of the intersection.
During the approaching phase of the receiver, negative values of dRX are used
for presentation purposes. For both performance metrics, we calculate means over
2.5 m distance intervals and include 95 % confidence intervals in the resulting plots.
However, it should be noted that RSSI data is only collected for frames that at least
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the preamble and message header were correctly received. For this reason, the mea-
sured mean received power levels overestimate the real mean levels of all frames
significantly for low PDRs, but reflect real mean levels sufficiently well for high
PDRs. For the sake of comparison, we determine for every scenario the so-called
Reliable Communication Range (RCR), which defined a range from the intersection’s
center ensuring a PDR of at least 0.9 .

4.4.1 Transmitter Position

The resulting mean received power P̄r for varying transmitter positions at intersec-
tion 1 is shown in Figure 22. In this figure, the mean received power P̄r and mean
PDR against the distance dRX for varying distance dTX between transmitter and
intersection 1 is shown. Recall that while same traffic condition and the same tra-
jectory was used by receiver during experiments, the transmitter position was the
only changing variable. As expected, we observe in Figure 22a differences in the
average received power P̄r according to the transmitter position. This emphasizes
the significant influence of the transmitter distance dTX on the received power
levels. Furthermore, there is a rapid increase before LOS conditions are available
(LOS is only available approximately 10 m ahead of the intersection center), which
suggests that, although this is a half-open intersection, lower order reflections sig-
nificantly contribute to the received power.

Figure 22b depicts the average PDR for varying transmitter positions at intersec-
tion 1. It is clearly visible that the edges of the PDR plot are relatively steep, indicat-
ing a quick transition from unreliable to reliable communication performance and
vice versa. For dTX = {35, 55, 85}m, fully reliable communication (PDR > 0.9) is
possible during the approaching phase for dRX ≈ {65, 30, 20}m, respectively. This
leads to reliable communication ranges RCR = dRX +dTX of 100 m, 85 m and 105 m,
respectively. Interestingly, we observe a slight increase of the PDR at dRX ≈ 90m
for dTX = 35m (see Figure 21a). This can be explained by gaps between buildings
in the side street, which allow reflected waves to constructively contribute on the
achieved Signal-to-Interference-and-Noise Ratio (SINR). The benefit of multipath
effect caused by reflected rays on buildings, especially at urban intersections, is
therefore, highlighted in this case.

4.4.2 Intersection Street Width

Figures 23 show mean PDRs and mean received power levels as well as the raw
received power levels indicating the signal fading for the medium-wide side street
at intersection 2 and the narrow side street at intersection 3. Although the trans-
mitter’s distance to the intersection was the same in both scenarios and the devel-
opment of the surrounding buildings is very similar, the communication perfor-
mance is considerably different. For the narrow side street, a PDR higher than 0.9
is achieved approximately 60 m ahead of the intersection center. On the contrary,
the same PDR is observed approximately 90 m ahead of the intersection center for
the medium-wide side street. Regarding a distance dTX = 25m of the static trans-
mitter to the intersection center in both scenarios, reliable communication ranges
RCR = dRX + dTX of 85 m and 115 m, respectively, can be achieved.

Obviously, the opening width of an urban canyon has a significant impact on
the maximum communication range. As diffraction is negligible at 5.9 GHz, a rea-
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Figure 22: Impact of transmitter positions: (a) Mean received power P̄r and (b) mean PDR
against the distance dRX for varying distance dTX between transmitter and In-
tersection I.

sonable explanation for this effect might be reflections of first and higher orders
that reach the receiver earlier in a wider canyon. However, this phenomenon re-
quires a deeper analysis in the future. Likewise, the effects of vegetation, which
did not substantially influence the results in these scenarios, will be subject of fur-
ther studies. Again for both intersections and similar to intersection 1, we observe
again PDR peaks at several distances dRX. These peaks result probably from the
multipath effect caused by gaps between surrounding buildings.

Despite differences concerning intersection topology and measurement setup,
the results for intersection 2 are well in line with those for intersection 10 (“urban
main case”) in [99], which shows a similar, albeit not fully identical topology.
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Figure 23: Impact of intersection street width: Raw received power Pr, mean received
power P̄r and mean PDR against the distance dRX for Intersections 2 and 3.
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4.4.3 Road Traffic Condition

To track the impact of the traffic condition on the communication performance,
we performed experiments with the same configuration at intersection 1 at two
different day periods: rush hour and late night. While the transmitter was located
at a distance dTX = 35m of the intersection’s center, we measured at day and night
time implying an automatic variation of the traffic density. This allows an inves-
tigation of surrounding vehicles, which somewhat partially obstruct the path be-
tween the transmitter and receiver [52–55]. Figure 24 shows the significant impact
of surrounding vehicles on the obtained PDR. As expected, we observe a differ-
ence between both plots. Under high traffic PDR higher than 0.9 is achieved only at
dRX = 40m implying approximately RCR = dRX + dTX of 75 m, while this range is
almost doubled (RCR=105 m) when considering low traffic density.

Furthermore, we investigate the effect of the traffic condition on the communi-
cation performance at wide intersections. For this purpose, we performed mea-
surements at intersection 4 under rush hour traffic and compare the results with
those obtained at intersection 2 under low traffic density. The results of both in-
tersections are shown in Figure 25. We observe that although the intersection 4
is relatively wide, the communication performance is significantly worse than at
intersection 2. However, it should be noted that the transmitter in intersection 4
is located farer from the intersection’s center, which results obviously in a higher
path loss due to large a distance between vehicles. Reliable communication is only
possible approximately dRX = 50m ahead of the intersection 4, which results, con-
sidering dTX = 45m, in an increasing of the reliable communication range of
RCR = dRX + dTX = 95m compared with RCR = 145m for intersection 2, con-
sidering dRX = 120m and dTX = 25m. This behavior is clearly caused by the
influence of surrounding cars and especially buses on the propagation of the radio
signal, which can be regarded as a kind of probabilistic shadowing. This could also
cause the relatively gentle slope of the PDR plot. Similar to measurements reported
in [53], we observe that vehicles present at urban intersections act as obstacles,
and could partially affect the communication performance. However, compared to
static radio shadowing, the impact of buildings is found to be pronounced.

4.4.4 Mixed Environment: Building and Vegetation

As vegetation is often present at intersections, especially at suburban environment,
we performed a set of experiments at the intersection 5 showing a mixed shadow-
ing medium composed of buildings and foliage around the intersection. Negative
dRX distances in Figure 26 correspond to obstruction caused by vegetation while
positive distances belong to building shadowing. The asymmetry as well as the
difference of PDR between positive and negative dRX distances shows the severity
of obstruction caused by buildings. While the reliable communication range is pos-
sible already at dRX = 90m (negative part of the figure) ahead of the intersection
center for the vegetation obstruction, a range of dRX = 50m (positive part of the
figure) can only be achieved under building obstruction. Moreover, we observe a
deviation of the mean received power P̄r of about 9 dBm when considering the
same distance between both intersection legs, for example at dRX = −40m and
dRX = 40m. This brings us to the conclusion that buildings appear to attenuate
the transmitted signal more likely than vegetation composed of foliage and tree
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Figure 24: Impact of the traffic condition: Raw received power Pr, mean received power
P̄r and mean PDR against the distance dRX for varying day periods and for
Intersection 1.
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Figure 25: Impact of the traffic condition at wide intersections: Raw received power Pr,
mean received power P̄r and mean PDR against the distance dRX for Intersec-
tion 2 and 4.

trunks. An assessment about the influence of the vegetation based solely on one
scenario and environment is not representative and the conclusion will be very lim-
ited. Since the level of signal attenuation due foliage will probably depend on the
texture, the structure as well as the depth of vegetation in the signal path. This mo-
tivated the detailed investigation of the impact of foliage in the next chapter, where
we performed measurements at several intersections showing different vegetation
structures and topologies.
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Figure 26: Impact of mixed environment: Raw received power Pr, mean received power P̄r
and mean PDR against the distance dRX for Intersection 5.

4.5 summary

In this chapter, we presented and discussed results of a performance measurement
campaign at five different urban intersections under NLOS condition. Experiments
were carried out in realistic vehicular scenarios using a measurement platform
that meets current standards for V2V communication. We quantified received sig-
nal strength levels, packet delivery ratios, which reflect the ratio between the num-
bers of successfully received and transmitted frames, and communication ranges
associated with different intersection characteristics, such as building density and
development, street and intersection width. Over the course of the chapter, we
have summarized our findings in the following:

1. The transmitter location relative to the intersection has an influence on the
communication reliability. The nearer the transmitter, the better the packet
delivery rate.

2. The opening with of an urban intersection has a significant impact on the ef-
fective communication range. Medium-wide side streets at intersection have
shown to be favorable than narrow side streets.

3. The traffic condition impacts the communication performance. Surrounding
vehicles have an influence of the achievable communication range according
to day and night traffic.

Furthermore, when comparing the level of signal attenuation caused by different
radio shadowing medium, the results have shown that shadowing through build-
ing is likely more severe than through vegetation. However, an accurate assessment
about the impact of vegetation requires deeper investigations and will be subject
of the following chapter. In this chapter, we are going to investigate the impact
of vegetation on communication performance based on a profound measurement
campaign at different intersections showing an environment, which differ in the
type and structure of vegetation.
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After the measurement-based investigation of V2V radio propagation in several ur-
ban intersection scenarios presented in the previous chapter, in particular focusing
on the impact of buildings, we extend our work in this chapter by an examina-
tion of intersections with LOS obstructions caused by clusters of trees and high
bushes, since these conditions characterize many rural as well as some urban in-
tersections. In general, radio waves propagating through vegetation experiences
different propagation mechanisms such as diffraction, multiple scattering and ab-
sorption of radiation. This is mainly caused by the random distribution of leaves,
tree trunks and branches, which might result in severe signal fading in the received
signal power. Moreover, the foliage density defined as the average number of trees
per meter differs with the period of the year. The foliage density of vegetation in
summer is higher than in winter resulting in an excess vegetation induced loss pro-
duce by foliage. Street trees, in particular at main avenues in big urban cities, play a
major role by enabling a certain comfortable and safe feeling, and thus, psycholog-
ically and physically protect pedestrians from moving vehicle traffic. On the other
hand, trees around intersections would reduce the driver’s ability to see potential
conflicts immediately in the intersection or before entering an intersection [100].
In such situations, intersection collision applications based on V2V communication
could help by giving the capability to see around the corners even in the presence
of vegetation. In this context, an important task before the design and deployment
of such safety-based applications is a concrete assessment about the impact of veg-
etation on the communication performance.

Despite an extensive investigation of radio shadowing by the research commu-
nity, the vegetation effect is largely ignored during the development and design
of realistic radio propagation models. This motivates the following measurement
campaign, where we investigate radio shadowing by examining the impact of veg-
etation on V2V communication performance under varying conditions with respect
to vehicle positioning, intersection layout and vegetation types. To capture the addi-
tional signal attenuation caused by foliage, the measurements for each intersection
were conducted both in summer and in winter, which allows comparing the impact
of leaved and leafless vegetation. Moreover, we derive the additional attenuation
caused by vegetation and compare the measurement results with three well-known
empirical models for vegetation-induced path loss. Based on the acquired sets of
measurement data, we present a simple parametrized model for estimation of path
loss caused by vegetation in V2V scenarios. Parts of the contributions of this chapter
have been previously published in [101].

5.1 related work

Over the past years, several measurement campaigns investigating radio propa-
gation in forest environments have already been carried out. A critical summary
of models for predicting the attenuation of radio waves by trees in the frequency
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range of 200 MHz to 9000 MHz is available in Weissberger’s final report [102] from
1982. Moreover, the results of a measurement campaign at 11.2 GHz that was con-
ducted at a planted apple orchard with considerable foliage depth in the signal
path are presented in [103]. The authors use a theoretical model based on the
theory of radiative energy transfer for attenuation and scattering predictions to
evaluate the measurement results.

The work presented in [104] provides an empirical model that combines edge
diffraction, ground reflection and a direct (through vegetation) signal. The model
is based on an elaborate measurement study conducted at twelve locations in Eng-
land, including different types of trees, both leaved and leafless, considering prop-
agation through single trees, lines of trees, and dense woodland. A methodology
to model near-ground short-range propagation loss in forested areas for the VHF
and the UHF frequency bands is presented in [105], where the authors also show
that reflections caused by a dense tree canopy are of great importance for VHF
short-range near-ground propagation.

All these results, however, are applicable for antenna heights from 5 m to 19 m
above the ground level only. In the context of V2V communication, taking into ac-
count relatively low antenna heights, already small trees or groups of high bushes
can provoke radio signal attenuation. Moreover, an excess signal attenuation can
be engendered due to humidity of the foliage, which depends on current weather
conditions and additionally varies due to seasonal effects. When waves are trav-
eling through sparse and dry vegetation areas, attenuation can be approximately
two times smaller [106, 107].

Moreover, particular findings aimed to investigate vegetation impact on radio
wave propagation in operating frequencies from 100 to 20.000 MHz have been
made in [108], but for up to 5000 meters effective antenna heights, distances up
to 1000 kilometers and vertical polarization. Findings in [109] are applicable for
frequencies between 2 and 200 MHz. The vegetation layer is a semi-transparent
obstacle for centimeter radio waves. They are partially reflected from the obsta-
cle, diffracted from the side and top of the foliage and partly penetrate the tree
itself, being absorbed there in the wood and foliage. Moreover, when a radio wave
enters a scattering medium, such as vegetation, depolarization of the incident sig-
nal may take place. Longer radio waves are mostly absorbed in the tree trunks
and branches, whereas the absorption of radio waves at SHF band occurs primar-
ily in the foliage and needles [110]. Hence, deciduous forest in the winter causes
practically no additional attenuation on the centimeter radio waves field strength,
whereas in the spring or summer vegetative regions can cause already significant
signal strength impairment [106].

Up to now, research studies carried out in order to investigate channel impair-
ments due to vegetation have mostly been conducted under conditions that are not
directly applicable to V2V environments. To the best of our knowledge, currently
there are no publications available which deal with foliage in V2V scenarios.

We present and discuss in this chapter the results of the performance measure-
ment campaign at three intersections showing different vegetation structure and
type. Similar to the previous chapter, we quantify RSSI levels, PDRs, and RCRs as-
sociated with different intersection and vegetation characteristics. Results are dis-
cussed by analyzing the effects of different vegetation types, investigating seasonal
effects under leafed and leafless vegetation. The remainder of the chapter provides
a survey of vegetation-induced path loss models found in the literature. After-



5.2 scenario description 65

wards, a derivation of the additional attenuation caused by vegetation is presented.
Finally, we present a simple parametrized model for estimation of path loss caused
by vegetation in V2V scenarios based on measurement data followed by a compari-
son with three well-known empirical models for vegetation-induced path loss.

5.2 scenario description

To investigate the impact of vegetation on radio propagation, we have conducted a
measurement campaign at three selected intersections showing different topogra-
phies in the area of Braunschweig, Germany. The intersection topographies were
selected based on the structure (height and spacing) and growth form of the pre-
dominant vegetation as well as on the types of leaves (shape, size, and texture).
At all intersections, the transmitter TX was located at a fixed position on a side
street, while the receiving vehicle RX moved on an intersecting street, approach-
ing the intersection with a speed of approximately 20 - 25 km/h (see Figure. 27).
The test setup included two vehicles of similar height: A Volkswagen Passat was
configured as transmitter and a Audi A9 operated as receiver. The measurement
parameter setup is the same as described in detail in Table 7 in Chapter 4.

RX

winter

TX summer

(a) Intersection I: City park area with vegetation
of mixed type.

RX

cornfield TX
summer

(b) Intersection II: Rural area with a cornfield.

RX

A

B
TX

winter

summer

(c) Intersection III: Rural area with thick
growing trees and bushes.

Figure 27: Selected intersections (summer and winter): Arrows indicate the direction of
motion of the receiving vehicle. The transmitting vehicle’s position is fixed.

As reported in related work in Section 5.1, foliage has a significant impact on
radio propagation. In order to quantify the impact on V2V communication, we
conducted leaved (summer) and leafless (winter) measurements for all three in-
tersections. All measurements were performed under sunny, dry and windless
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conditions with almost no other traffic. In the following, we summarize the char-
acteristics of the selected intersections.

Intersection I

The first intersection, which is depicted in Figure 27a, is located within a park
area in the outskirts of Braunschweig (Elbertallee) and shows a mixed vegetation
pattern. The vegetation is dominated by trees and bushes of unequal height with
different foliage densities, types of wood and leaf sizes. As the area is not fully
covered with vegetation, the LOS between transmitter and receiver is only partially
obstructed. While the receiver moves toward the intersection center, the transmit-
ter is located inside the park. The intersection layout can be considered as a typical
on-ramp scenario suitable for V2V merging assistance applications, where one ve-
hicle enters the highway, while another vehicle approaches at high speed. For this
purpose, reliable communication at distances sufficient to perform safe merging
is necessary even in NLOS situations. The distance between transmitter and inter-
section center was dTX = 50m. Traffic density was very low during the measure-
ments. The geographic coordinates of the center of intersection I are 52◦15’59.4”N,
10◦33’28.2”E.

Intersection II

At the second intersection, depicted in Figure 27c, a cornfield over a nearly flat ter-
rain completely obstructs LOS between vehicles during summer. This intersection
is located on a rural road (K4) in Rieseberg, a city east of Braunschweig. In contrast
to the mixed vegetation patterns at intersection I, corn plants have approximately
identical height, width, leaf size, chemical composition, etc. Typically, they grow
very thick and with approximately equal distances from each other, creating a rela-
tively homogeneous type of vegetation. The height of the plants exceeds 1.5 m and
thus creates NLOS conditions between the vehicles’ antennas. During summer mea-
surement, the corn plants were dry with slight or no wind. Therefore, in the scope
of radio wave propagation through a vegetation layer, a cornfield scenario can be
seen as challenging, due to extremely high leaf thickness at the antenna height.
There was limited traffic, and the transmitter was placed at a distance dTX = 30m
from the intersection center. The geographic coordinates of the center of intersec-
tion II are 52◦17’10.8”N, 10◦47’00.0”E.

Intersection III

Located in a rural area east of Braunschweig, the third intersection shows densely
growing trees and bushes, as depicted in Figure 27b. It is characterized by thick-
growing trees, dense underbrush, and high grass (at several places up to ca. 1 m).
Compared to Intersection I, trees at intersection III have a lower height, and it
can be observed that their branches start to grow only several centimeters above
the ground. Moreover, the vegetation is very dense (large trees, grass and bushes)
along the roads, but considerably sparser (small young trees, a lot of high grass,
less bushes) in between. Therefore, the total vegetation density might be lower
than at intersection I, but the density of leaves and high grass at antenna height
is significantly higher. At a distance of approximately 70 m from the intersection
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center as well as directly at the intersection, there are considerable expansions of
bushes next to the roads (see areas A and B marked in Fig. 27b). The transmitting
vehicle was positioned at a distance dTX = 50m from the intersection center, and
there was no other traffic or other human activities. The geographic coordinates of
the center of intersection III are 52◦15’22.2”N, 10◦38’54.6”E.

5.3 measurement results

In this section, we discuss the results from the measurement campaign. First, we
analyze the effects of different vegetation types. Second, we investigate seasonal
effects by comparing the measurements performed in summer and in winter. For
these purposes, we evaluate the received power Pr for each successfully received
frame and its arithmetic mean P̄r for each distance interval of 5 m length, and we
calculate the ratio of the numbers of successfully received and transmitted frames
for each distance interval, which we refer to as the PDR. Furthermore, we define
the RCR as the vehicle’s distance to the intersection center where the PDR decreases
below 90 %, which should ensure proper operation of V2V crash avoidance appli-
cations. However, the study in [111] recommended to consider the threshold at
95 %, which implies that we use a more relaxed assumption. Nevertheless, apply-
ing a threshold at 90 % in the investigation will not influence the interpretation of
results. Besides its importance on the evaluation of the reliability of safety-based
applications, this metric allows a comfortable comparison of results.

At each intersection, we conduct six measurement runs to ensure statistical va-
lidity of the results. Arithmetic means are calculated based on all runs for each
intersection and presented with 95 % confidence intervals. In order to be able to
assess the impact of the vegetation type, we focus on the received power Pr for
each received frame, indicating the signal fading, the mean received power P̄r and
the PDR for each distance interval. As received power samples can only be collected
for successfully received frames, the calculated arithmetic mean P̄r reflects the real
mean received power sufficiently well only for distance intervals with high PDRs,
while it significantly overestimates the real mean received power for low PDRs.

5.3.1 Vegetation Structure and Type

To track the impact of the vegetation structure and type in term of growth form
of the predominant vegetation (foliage, tree trunk) as well as the shape, size, and
texture of leaves, we performed experiments with the same configurations at three
different intersections showing different vegetation structure.

Summer measurements

For measurements performed in summer, Figure 28 presents the aforementioned
performance metrics as a function of the distance dRX between the receiving vehicle
and the center of intersection I, II and III. First of all, we observe that, in general for
all intersections, both P̄r and PDR decrease with increased distance dRX between
the receiving vehicle and the intersection center. We also notice that the maximum
values of Pr and P̄r are achieved at the minimal distance between transmitter and
receiver. However, particularly for the intersection I as illustrated in Figure 27,
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Figure 28: Measurement results in summer: Raw received power (Pr), mean received
power (P̄r) and mean PDR against the distance dRX between the receiving vehi-
cle and the center of the intersection I, II and III.

these values are at maximum when the receiver is at a the distance dRX = 50m
from the intersection center.

Moreover, the results significantly differ for different types of vegetation. In par-
ticular, Pr as well as PDR indicate stronger signal fading for intersection I (see
Figure 28a) than for Intersection II (see Figure 28b). This can be attributed to the
heterogeneity of vegetation structure observed at intersection I, where size and
density of trees and bushes widely vary, causing stronger fluctuations of the prop-
agating signal. The compact and homogeneous structure of the vegetation around
intersection II strongly attenuates the received signal power, which is comparable
to the impact of a NLOS obstruction caused by a building as found in Chapter 4. The
PDR results at intersection III (see Figure 28c) are particularly interesting, where we
observe two significant PDR drops for dRX ≈ 25m and for dRX ≈ 65m, which cor-
responds according to Figure 27c to areas A and B, respectively. This indicates that
these drops are caused by the areas around intersection III where the vegetation
structure is extremely dense and impenetrable, as described in Section 5.2. We con-
clude that with respect to different types and structures, the vegetation has not
only a significant influence on received power, but also on the number of success-
fully received frames.
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Winter Measurements

As foliage may considerably affect radio propagation in terms of attenuation and
multipath propagation, we investigate its influence on the communication perfor-
mance in this subsection. For this purpose, we conduct a second measurement cam-
paign in winter, which exactly reproduces the summer measurement campaign’s
configuration. Tree leaves die and fall off due to the extreme coldness in winter,
which leads to a low density of foliage up to no leaves on trees. At the first glance,
the results in winter and plotted in Figure 29 appear to be similar to those ob-
tained in summer. However, we observe, in general for all intersections less signal
fluctuation of the received signal power. Especially for intersection I in Figure 29a,
the PDR presents a smooth course with weak signal fading and remains at maxi-
mum up to dRX = 200m, implying that all transmitted packets reached the receiver.
By observing the achieved PDR in particular for intersection I and II, we can con-
clude that the absence of foliage could significantly improve the communication
performance. Moreover, drops at areas A and B on the PDR course in Figure 29c at
intersection III remain even when there are almost no more foliage obstructing the
communication link. This may be attributable to the considerable amount of wide
tree trunks, which are still present in winter.
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Figure 29: Measurement results in winter: Raw received power (Pr), mean received power
(P̄r) and mean PDR against the distance dRX between the receiving vehicle and
the center of the intersection I, II and III.
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5.3.2 Seasonal Effects on Communication Reliability

For a reasonable comparison and discussion of results, we plot results from mea-
surements performed in summer and in winter together in a common Figure 30.
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Figure 30: Comparison of the mean PDR for the measurement performed in summer and
in winter for intersection I, II and III.

For the sake of clarity, we only present PDR and the aforementioned RCR results
here. The horizontal dashed lines on the figures represent a PDR of 90 % needed to
estimate the RCR. As expected, results clearly demonstrate that the absence of fo-
liage considerably improves communication reliability. At intersection I, the RCR is
approximately doubled from RCRs ≈ 174m to RCRw ≈ 234m (see Figure 30a). The
RCR obtained at intersection II increases even more substantially from RCRs ≈ 41m
to RCRw ≈ 253m (see Figure 30b), which corresponds to an increase by almost
600 %. In this context, it has to be noted that due to the fact that the cornfield be-
tween both vehicles has lain fallow, the winter measurements have been performed
under perfect LOS conditions. For intersection III, Figure 30c illustrates that the
PDR drops corresponding to areas A and B in Figure 27c are considerably less pro-
nounced in winter, which emphasizes the negative impact of leaves. However, we
still observe substantial packet losses, which assert the severity of tree trunks and
branches on the communication performance. In summary, these results show very
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clearly that there is a fundamental impact of foliage on V2V communication relia-
bility, which cannot be neglected in the context of VANET performance evaluation.

5.4 vegetation propagation modeling

After a detailed investigation of vegetation effects on the communication perfor-
mance, we propose in this section a site-specific vegetation path loss model based
on the acquired sets of measurement data. This simple parametrized model for
estimation of path loss caused by vegetation can be then integrated in a simulation
platform for more realistic performance evaluation of VANETs, especially at rural
environments.

5.4.1 Survey of Vegetation-induced Loss Models

Particularly for rural and suburban environments, propagation models which in-
clude the impact of vegetation characteristics and types are essential for safety-
based application designers. Because a credible simulation-based evaluation of the
capability of V2V applications requires accurate modeling of the radio propagation
channel. Based on existing radio propagation models found in the literature, we
classify propagation models that quantify path loss under consideration of vege-
tation effects into three types of models: analytical, empirical and semi-empirical
models.

analytical models : These models are based on detailed modeling of the veg-
etation’s physical effects on radio wave propagation in order to provide electro-
magnetic formulas used to determine the path loss between two points. Research
results in [104] report that dielectric objects such as branches, twigs and leaves sig-
nificantly attenuate the received signal level at higher frequency bands. A review
of models available in the literature reveals that theoretical models require the use
of a large number of equations describing the physical structure of radio wave
propagation. Moreover, the models tend to be extremely complex and require ex-
cessive computational resources. However, these physics-based models provide a
high accuracy of the path loss estimation. Two common approaches can be dis-
tinguished: solving electromagnetic equations and using ray tracing, which is the
most widespread method.

empirical models : While semi-empirical models are created using a combina-
tion of measurement data collected in the real world and analytical modeling, em-
pirical models are solely based on characteristic experimental results. In contrast
to analytical models, empirical models have the advantage of being easy to apply,
due to the simplicity of the resulting mathematical expressions that characterize
path loss.

In this section, we investigate the effects of different vegetation types empirically
and deduce additional vegetation-induced path loss. For this purpose, we com-
pare our measurement results with selected well-known empirical models for es-
timation of vegetation-induced path loss, which are shortly summarized in the
following.

The Modified Exponential Decay Model developed by Weissberger in [112] and given
in Equation 6 is based on the results of a profound measurement campaign in
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the United States at frequencies from 230 MHz to 96 GHz. It quantifies vegetation-
induced path loss in dB as

LMED =

0.45 · f0.284dv , 0 m 6 dv 6 14 m

1.33 · f0.284dv
0.588 , 14 m < dv 6 400 m

, (6)

where f denotes the carrier frequency in GHz and dv the depth of vegetation in me-
ters. It is applicable to situations where the propagation is likely to occur through
a cluster of trees rather than by diffraction and hence might also be applicable to
scenarios investigated in this work.

The COST235 Model [113] in Equation 7 is based on measurements at frequencies
from 9.6 MHz to 57.6 GHz through a small (dv < 200 m) cluster of trees. This model
takes into account seasonal effects by distinguishing between winter, when trees
are leafless, and summer, when they are in leaf:

LCOST =

15.6 · f−0.009dv
0.26 , with leaves

26.6 · f−0.2dv
0.5 , without leaves

. (7)

The ITU-R Model [114] is based on measurements validated at frequencies from
200 MHz to 95 GHz and for distances dv through vegetation consisting of trees up
to 400 m, and is given as

LITU = 0.2 · f0.3dv
0.6 (8)

In contrast to Modified Exponential Decay Model, for the COST235 and ITU-R, f is
expressed in MHz.

5.4.2 Site-specific Vegetation Loss Model

Prior to the development of the model, we require knowledge about the signal
attenuation caused by vegetation. To derive this additional component from our
summer measurements, we employ the Log-Distance Path Loss Model to approx-
imate vegetation-free (LOS) propagation conditions. In this model, the received
power Pr,LOS (in dBm) at a distance d from the transmitter is calculated as

Pr,LOS(d) = Pt − PL(d0) −α10 log
(
d

d0

)
, (9)

where Pt denotes the transmit power in dBm and PL(d0) the path loss in dB
at a reference distance d0, which can be calculated, for example, using the free
space model. The parameter α is known as the path loss exponent and depends
on the propagation environment. Hence, the additional vegetation-induced path
loss Ladd(d) (in dB) compared to perfect LOS conditions between two stations can
be computed as

Ladd(d) = Pr,LOS(d) − Pr,meas(d) , (10)

where Pr,meas(d) (in dB) is the average measured received power. Based on an
investigation of the previously presented models, it is found that in general, the
additional loss induced by vegetation can be adequately represented by
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Lveg [dB] = K · dvβ , (11)

where dv is the vegetation depth in meters. However, all models described above
require knowledge about the depth of the vegetation dv, which is difficult to ob-
tain. In order to overcome this limitation, we propose a simple empirical model for
vegetation-induced path loss at 5.9 GHz, which is derived from our measurement
results using regression analysis. This deterministic model only requires knowl-
edge about the distance between transmitter and receiver, and hence can easily be
integrated into simulation-based performance evaluation. For this purpose, using
regression techniques based on our summer measurements, we fit Equation 11 to
the measured vegetation-induced signal path loss Ladd at intersection I in order
to obtain a site-specific vegetation model that is based on the distance between
the transmitter and the receiver only. Applying linear regression to the measured
additional path loss yields K = 2.6 and β = 0.42, which corresponds to the best
fit. Using these findings, the vegetation-induced path loss at intersection I can be
quantified as

Lveg [dB] = 2.6 · d0.42 , 10 m < d 6 200 m (12)

where d is the distance between transmitter and receiver in meters. This model is
valid for distance d up to 200m.

For intersection I, Figure 31 shows a comparison of the additional vegetation-
induced path loss resulting from our measurements, the results of the existing
models presented above and the results of our parametrized model according to
Equation 12 as a function of the linear distance dTX-RX between transmitter and
receiver. Root-Mean-Square Errors (RMSEs) were calculated for each investigated
model based on the measurement results in order to compare the accuracy of the
vegetation-induced path loss estimation. The results show that the ITU-R (LITU)
and COST (LCOST ) models significantly overestimate the attenuation, as RMSEs of
19.7dB and 14.2dB, respectively, indicate. Only the Modified Exponential Decay
Model (LMED) provides a consistently close fit. Obviously, the proposed model
(Lveg) yields the smallest RMSE (3.8dB) due to its site-specific fitting to the mea-
surement results.
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Figure 31: Comparison of vegetation loss models for intersection I.
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5.5 summary

In this chapter, we evaluated based on measurements the impact of vegetation
on V2V communication performance. The measurement campaign has been con-
ducted at three different urban and rural intersections with respect to intersection
layout and vegetation type. We analyzed received signal power levels, packet de-
livery ratios, and reliable communication ranges for measurements conducted in
summer and in winter. We have clearly shown how different vegetation types and
structures impact the communication link. We also demonstrated how seasonal ef-
fects characterized by leafed or leafless vegetation, can affect the reliability of the
V2V communication in term of achievable communication range. Considering the
impact of vegetation structure, a heterogeneous vegetation consisting of a mix of
trees and small plants appears to be less aggressive than a homogenous and dense
structure of plants such as cornfields.

After surveying well-know empirical models for vegetation-induced loss, we de-
veloped a dedicated vegetation-based path loss model, especially for V2V urban
intersections. The model was parametrized based on measurement results and can
easily be implemented to retrofit path loss models of existing simulation tools. For
a proper assessment about the capability of V2V, the additional vegetation-induced
attenuation has to be considered in the context of VANET performance evaluation
since vegetation is often present in vehicular environments.

Although we covered the problem of radio shadowing caused by vegetation,
and by buildings in previous chapters, we should keep in mind that the evaluation
was based solely on a pair of communication partners. However, the performance
of V2V will depend on the number of nodes sharing a single broadcast channel.
This motivates the measurement-based evaluation presented in the next chapter,
where we studied the impact of co-channel interference on the communication
performance. Moreover, the influence of buildings on the interference is carefully
assessed.
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ADAS which are based on on-board environmental sensors could exploit V2V com-
munication to extend the driver’s horizon. In this context, safety-based applica-
tions in VANETs would support such kind of systems by providing additional in-
formation through the wireless exchange of status information and hence ensure
a cooperative awareness between vehicles and their neighborhood. Although, the
vehicular communication has to deal with a lot of challenges including the highly
dynamic topology of vehicular networks and the inevitable presence of numerous
mobile and static obstacles, especially frequent at urban intersections, the natu-
ral and non negligible co-channel interference is of major interest as safety-based
applications rely on the single-hop broadcast of status information shared on a
single channel. This implies that under high vehicle densities, the channel will
suffer from severe congestion which subsequently leads to a rapid degradation
of the communication performance reflected by long delays and packet collisions.
Recently, important vehicle manufacturers have signalized their intention to bring
cooperative systems based on inter-vehicular communication onto European roads
starting this year, which implies that V2V systems are close to market introduction.
While in the early stage of deployment only a small portion of vehicles will be
equipped with a communication system, traffic density can be expected to grow
substantially during peak hours in urban environments. For this reason, a funda-
mental task before market introduction, is a field test investigation of the scalability
effect as safety-based applications should operate in very sparse as well as in highly
overloaded networks. Furthermore, it has been shown in several research studies
that scalability in vehicular networks is limited by interference [115, 65, 116, 117].
Towards this objective, the analyse of co-channel interference on the performance
of V2V communication based on real world measurements is indispensable in or-
der to draw conclusions about the effective contribution of VANET on urban road
traffic.

In general, the scalability evaluation of VANETs is mostly achieved through sim-
ulation technique. Because it allows an investigation of large scale scenarios in-
volving a high number of vehicles. However, due to the low degree of realism
of integrated communication models, this approach fails in the achievement of
high levels of accuracy. Furthermore, assumptions about the scenario-specific ra-
dio propagation in terms of path loss and signal fading have to be made. This
might lead to limited statements through the use of inaccurate communication
and propagation models. However, the simulation method includes somehow the
co-channel interference and its severity on the communication performance. On
the other hand, the measurement-based evaluation which is generally conducted
under interference-free conditions, requires a huge logistic to control experiments
whenever the co-channel interference shall be considered. Moreover, the synchro-
nization of measurement runs as well as the post-processing of data gathered dur-
ing measurement campaigns introduce a new dimension of complexity. To provide
a meaningful evaluation of interference, an aggregation of measurement data col-
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lected at each participating vehicle is indispensable. This motivates the presented
work in this chapter which introduces an abstraction method by which a single
vehicle is configured as a set of vehicles. Through this assumption, a measurement-
based evaluation of co-channel interference can be achieved.

In general, there are two main types of interference in wireless transmission:
Adjacent channel interference and co-channel interference. While the former is
caused by imperfect filters in the analog front-end, which produce a small portion
of interference in neighboring bands, the latter happens due to nodes operating
in the same frequency band. As we are interested on co-channel interference, in-
vestigating adjacent interference is out of scope in this thesis and is not further
taken into consideration. The effect of co-channel interference in VANETs has been
scarcely investigated by the research community from the empirical point of view.
Measurement studies found in the literature, and presented in the next section,
do not address the problem of building shadowing and its relation to interfer-
ence. Hence, we are particularly interested in gaining insights into the complex
inter-dependencies between radio shadowing, co-channel interference and com-
munication performance. Therefore, the purpose of this chapter is to explore the
possibility of using a single node to emulate a set of nodes aiming to overcome or
to facilitate the logistic issue during measurement campaigns. We are also consid-
ering the impact of interference as well as the impact of buildings on the commu-
nication performance in real world measurements. In this chapter, after presenting
a survey on the experimental evaluation of VANET, we will give a brief overview
about the approach behind the emulation of co-channel interference in vehicular
networks. The subsequent section describes test scenarios and the measurement
setup. After that, we will discuss obtained results by firstly analyzing the posi-
tion accuracy during the experiments. Following sections deal with the building
shadowing and its impact on co-channel interference by examining packet delivery
ratios with respect to intersection types. finally, an assessment about packet delays
in term of inter-reception time closes this measurement-based study. Parts of the
contributions of this chapter have been previously published in [118].

6.1 related work

In the last years, several research studies on the performance evaluation of V2V
communication were conducted with the aim of characterizing the radio propa-
gation channel in small scale field trials. The main goal is often to gain insights
into adequate path loss modeling applicable for V2V communication which can be
then integrated in simulation studies. One of the first measurement studies in the
5.9GHz frequency band using channel sounder was reported in [119]. The authors
have developed a channel emulator model for a doubly selective vehicle-to-vehicle
wireless channel based on measurements taken in an expressway environment.
A similar study using a prototype Dedicated Short Range Communications (DSRC)
module was conducted in [43] where the authors have presented narrow-band mea-
surements of a channel by modeling and predicting the channel Doppler spread
and coherence time under realistic suburban driving conditions.
Regarding the effect of radio shadowing caused by stationary objects or mobile
obstacles such as vehicles, there are several research studies evaluating the im-
pact of shadowing on the communication performance through field test experi-
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ments [94, 120]. A measurement campaign conducted at various environments in
[56] reported that while vehicular obstructions could significantly attenuate the
signal power, the effect of stationary obstacles such as buildings is even more pro-
nounced. A similar study was reported in our previous chapter, where we concen-
trated on the evaluation of the impact of vegetation on V2V communication through
a 5.9GHz measurement campaign conducted at intersections with different types
of vegetation. In [51], results for 35 field trial data sets collected in Australia, Aus-
tria, Germany, Italy, and the United States, covering over 1100 km on the road in
a wide variety of physical environments were presented. The performance of com-
mercial off-the-shelf radio wireless cards compared with a more advanced 802.11p
compliant radio was also presented.
With respect to the complexity in the execution of field test experiments involving
more than two vehicles, only few empirical studies on the evaluation of interfer-
ence in VANETs are available. More recently, Boban et al. [121] have evaluated the
capability of cooperative awareness for vehicular networks based on data collected
within an extensive measurement campaign at four European test sites showing
different type of environments (urban, suburban and highway). To the best of our
knowledge, this is one of the few in the context of empirical evaluation approaches
that involves up to 7 vehicles during the experiments. Similar to our investigation
approach, Schmidt et al. [122] analyzed the degradation of communication range
caused by co-channel interference through real world measurements. While the
interferer was configured to fully utilize the channel capacity by sending at maxi-
mum rate, the authors have focused more on the impact of the distance to the inter-
ferer in order to investigate the placement of the nodes on the interference severity.
Following the same trend, the work in [123] uses a five vehicles configuration in
order to investigate the inter-reception time based on real-world measurements.
The goal hereby was to derive the packet inter-reception time and provide a model
used to estimate the application reliability in presence of radio channel conges-
tion. Despite the consideration of co-channel interference, the impact of building
obstruction was not considered in this work.

These studies present significant differences in their measurement methods as
well as in their objectives. Therefore, we believe that additional measurements are
needed to thoroughly analyze in a realistic way the influence of interference on the
communication performance. Motivated by this fact, we are interested in investi-
gating the impact of interference as well as the impact of buildings through real
world measurements, especially at intersections. To achieve this goal, we put atten-
tion to a careful selection of representative intersections and to find test scenarios
that allow a meticulous evaluation.

6.2 approach for the emulation of co-channel interference

The key challenge of V2V is to ensure the reliability of the communication in such
a way that a cooperative awareness between nodes in a direct neighborhood can
be permanently achieved, even in saturated network conditions. For this purpose,
the MAC sublayer of IEEE 802.11p is inherited from IEEE 802.11a and, thus, based
on the CSMA/CA protocol, which provides a simple mechanism to manage chan-
nel access in a distributed and scalable way. This protocol allows a node to sense
the channel before effectively transmitting. Depending on the channel state (e.g.,
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idle or busy), the transmission is started or postponed. Considering the single-
hop broadcast nature of VANETs, where all nodes share a common channel, packet
receptions will be subject to co-channel interference. In addition, the broadcast
transmission is more probable to collisions since the RTS/CTS frame exchange and
fault recovery mechanisms based on ACKs are missing. For all the aforementioned
reasons, packet collisions due to co-channel interference are inevitable since they
will occur not only when two nodes start simultaneously to transmit their frames,
but also due to the well-know hidden node problem. Recall that a node is declared
to be hidden when it is located out of range of the transmitter but close enough
to the receiver so that it can disturb any frame transmission between transmitter
and receiver. However, a measurement-based characterization of packet collisions
is, thus, out of scope of this work and will be subject of further studies, we rather
focus on the inter-dependency between building shadowing and co-channel inter-
ference.

Typically, most wireless interfaces assume that a packet can be successfully de-
coded if the SINR during packet reception is greater or equal to a given threshold.
This ratio can then be used to understand the influence of interference on packet
loss, since the stronger the interference level, the lower the probability of packet
reception. In other words, only the strongest signal at the receiver can be decoded,
treating the other signals as interference. For the sake of simplicity, the SINR can be
expressed as

SINR =
Pr

N+
∑I
i=0 Pi

=
Pr

N+ P1 + P2 + · · ·+ PI
(13)

where Pr is the received power of the strongest signal, N the background noise
and

∑I
i=0 Pi the interference generally considered as the sum of all interfering

signals Pi. As the probability of packet reception is based on the achieved SINR,
investigating the effect of co-channel interference in field tests requires to involve
a large number of vehicles represented by the set I. Each interfering vehicle i will
then produce an interference signal due to its received signal power Pi at a certain
receiver. Basically, most of the field test experiments found in the literature rely on
two vehicles involving two up to four people so that their execution appear to be
relatively manageable. But for the scalability evaluation, the human factor consti-
tutes the main bottleneck in the measurement execution reflected by the increasing
number of helpers.

By studying how VANET scales, the authors in [124] have defined a metric, the so-
called communication density CD, which is used to quantify the input of the channel.
It is expressed as the product of the vehicle density ρ, the message generation rate
fg, and the transmission range R, given by

CD = ρfgR (14)

It is shown in this work that simulations with comparable broadcast transmissions
have the same communication performance in different scenarios setup as long as
the transmission power is the same. For example, a scenario with vehicle density
ρ and sending at rate fg experiences the same or very similar communication
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performance as in a scenario with density ρ
k and rate kfg, as mathematically given

by
ρfg =

ρ

k
kfg (15)

This insight leads to the realization that the channel load produced by a group of
vehicles can be simply summed up to form the load generated by only a single
vehicle. Figure 32 illustrates this interpretation where a set of interfering vehicles
IX in a real traffic situation is substituted by a single vehicle. For this purpose,
our approach consists of using a single node as a set of interferers by sending at
a higher transmit rate. Through this abstraction, we are then able to investigate
the impact of interference by using only three vehicles. This simple assumption
reduces the level of complexity not only during the measurement, but also in the
post-processing of gathered data.

However, using this abstraction, it should be noted that the level of interference
severity is being significantly underestimated since collisions caused by packet
overlaps from several interferers would be hard to capture. Furthermore, even if
the channel utilization will not be fully comparable with that achieved by a large
scale field test involving hundreds of vehicles, using this emulation approach is a
good compromise between accuracy and logistic issue during the measurement.

IX

RX

TX

(a) Real Scenario

IX

RX

TX

(b) Abstracted Scenario

Figure 32: Approach: Set of interferers substituted by a single node.

6.3 measurements setup and scenario description

6.3.1 Measurement Setup

In order to set up, control and monitor the experiments during the measurement,
we extend our measurement platform by integrating a real time monitor system
in the existing measurement software presented in Chapter 4.2. The monitoring
system includes a web-based front-end interface which provides real time infor-
mation about received signal power, packet delivery ratio, current speed, distance
between transmitter and receiver as well as a map for the geographical visualiza-
tion of the participating vehicles using data from OpenStreetMap. Moreover, com-
munication parameters as transmit power, packet generation rate, and data rate
could be set through the interface based on HTML5 and Websockets. In the context
of measurement results validity, taking into account the performance of the CPU
of the communication module, high CPU loads during measurements can provoke
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packet loss. Hence, to evaluate the influence of such a monitoring system on the re-
liability of the measurement results, we conducted a preliminary lab test involving
three communication modules. Two modules were configured as transmitter and
the third one as receiver and located close to each other. We performed this test un-
der perfect LOS condition and high network loads by setting the packet generation
rates of the interferer close to the network limit. We compared then the measured
PDR first performed without the monitoring system and then including it. The ob-
tained results of CPU load show no noticeable influence of the monitoring system.

We conducted the measurement campaign at two different days under sunny and
dry conditions. Each scenario was conducted first without IX and then including it
with the aim to capture the impact of interference. During the whole experiments,
TX and IX were configured to send with 10 msgs/s and 1000 msgs/s, respectively.
The technical parameters of the measurement are listed in Table 8.

parameter value

phy Transmission power (EIRP) 23.2 dBm
Center carrier frequency 5.9 GHz

Channel bandwidth 10 MHz
Data rate 6 Mbps

Antenna height 1.5 m

cam Message generation rate 10 msgs/s for TX
1000 msgs/s for IX

Message payload size 500 Bytes

Table 8: Measurement system parameters

6.3.2 Selected Intersections

To evaluate the impact of stationary obstacles on the severity of interference, we
conduct a measurement campaign at two different intersections under LOS and
NLOS conditions. As depicted in Figure 33a, the intersection Elisen is a typical
inner-city intersection with low traffic density located in the city of Hannover
while the second intersection Messegelände is a rural intersection located within
an exhibition site in the outskirts of Hannover in Germany (see Figure 33b). The
intersection Elisen is closed and belongs, therefore, to Type 4 according to the study
presented in Chapter 3. This implies that there are buildings at each four corners
creating shadowing in the communication link between the transmitting TX and
the receiving RX vehicle while approaching the intersection’s center. Whereas, the
intersection Messegelände belongs to Type 0 due to missing buildings around. The
distance between the intersection center and the corner of the nearest building was
approximately 13 m. Moreover, there were cars parked on both sides of the streets
and the traffic density was low during the measurements. Despite the relatively
high height of surrounding buildings, GPS positioning data was always available
during the experiments. We select a representative open-area environment without
buildings and obstacles around the corners for the rural intersection so that the
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LOS between vehicles was constantly available. In contrast to intersection Elisen,
the measurements in intersection Messegelände were performed under almost no
other traffic.

Tx

Ix

Rx

(a) Intersection Elisen: Closed inner-city
intersection with buildings on four legs.
52◦22’27.15”N, 9◦42’27.15”O

Ix

Rx

Tx

(b) Intersection Messegelände: Rural intersection
within an exhibition site under open environ-
ment. 52◦18’50.53”N, 9◦49’19.70”O

Figure 33: Intersection Elisen (a) and Messegelände (b): Arrows indicate the direction of
motion of the transmitting (TX) vehicle. The receiving (RX) and the interfering
(IX) vehicle’s position are fixed. Geographic coordinates of each intersection’s
center are given.

6.3.3 Scenario Description

In order to quantify the effect of buildings, vehicle’s position and the presence
of interference, we selected 3 different scenarios in urban as well as in rural en-
vironments. Each scenario was reproduced with the same configuration on both
environments and differ in the placement of communicating vehicles. In the fol-
lowing, we summarize the objectives and characteristics of the selected scenarios.

Scenario A

The objective of this scenario is to evaluate the influence of hidden nodes created by
the vehicle IX by focusing on the link between the transmitter TX and the receiving
vehicle RX. As illustrated in Figure 34a, depending on the location of TX and IX ,
and also through the building’s shadowing, both nodes would be out of range of
each other and so cannot detect a collision while transmitting. In such case, these
nodes are known as hidden. Moreover, the SINR of the transmitting frame would
probably be degraded by the high level of interference due to the closeness between
the interferer and the receiving vehicle. This scenario can be considered as a typical
use case where one vehicle (RX) in the front of a cluster of vehicles (IX) traverses
the traffic light, while another vehicle (TX) is moving toward the intersection at
high speed. In such situations, it is expected that intersection collision avoidance
applications, such as intersection collision warning which informs the driver about
a risk of collision, perform successfully. Regardless of the intersection type, the
receiver and interferer in this scenario were parked at a fixed distance dRX = 75m
and dIX = 95m, respectively, while the transmitter is moving starting at a distance
of dIX = 170m from the intersection center.
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Scenario B

The key objective in this scenario is the evaluation of the impact of the building
shadowing on the packet delivery ratio. Considering the link between TX and RX,
buildings may block the interference signal produced by IX. It is interesting to
quantify the portion of interference which can be attenuated by comparing the
communication performance on both intersection types. In other words, the main
question is to investigate how buildings limit the undesirable interference and if
in such situations, they will bring a positive effect, as such use cases are typical
in urban traffic. Like Scenario A, IX will be hidden to TX, which - depending on
the location of the transmitter TX - will lead to packet collisions at the receiver.
As illustrated in Figure 34b, receiver and interferer were parked at a fixed distance
dRX = 70m and dIX = 75m, respectively, while the transmitter is moving toward
the intersection, starting at a distance of dIX = 170m.

Scenario C

In this scenario, we address the problem of sudden appearance of interference. For
example, in the inner-city intersection, the ray path between IX and RX is com-
pletely obstructed by buildings, depending on the location of RX. It is expected
that obstructed buildings block or limit the interference level generated by IX so
that the near far effect could be observed. According to the location of RX, it will
receive more power from TX, then due to building obstruction, the signal of IX will
be considerably attenuated so that it slightly contributes on the achieved SINR. In
contrast to the aforementioned scenarios, transmitter and interferer were parked
at the intersection center dTX = 0m and dIX = 75m, respectively, while the re-
ceiver is moving toward the intersection, starting at a distance of dIX = 170m (see
Figure 34c).
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TX

(a) Scenario A

IX

RX

TX

(b) Scenario B

IX

TX RX

(c) Scenario C

Figure 34: Scenarios conducted on both intersections Elisen and Messegelände which differ
in the placement of participating vehicles.
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6.4 measurement results

In this section, we discuss the results obtained from the measurement campaign.
Prior to the analysis of the results, we first conduct a validation of the measured
data provided by a commercial off-the-shelf GPS receiver used to extract the vehicle
positions and the distance between participating vehicles. Second, we investigate
the impact of co-channel interference by comparing the measurements performed
first without the interferer and then also including it. An evaluation of the impact
of buildings by comparing the measurements performed in inner-city and in rural
intersection is also presented. For each environment conditions, we determine the
raw received power, the mean received power and the mean PDR under different
network loads reflected by the presence of the interferer.

6.4.1 Evaluation of the GPS Position Accuracy

We use for the measurements low cost GPS receivers as described in section 4.2. To
ensure applicability of the measurement results, we evaluate the accuracy of mea-
sured vehicle’s positions which depends on the environment conditions during
the experiments. While the position accuracy is defined as the degree of closeness
of an estimate to its true value, the precision is the degree of closeness of observa-
tions to their mean value. Therefore, we determine the position accuracy in term of
precision due to the lack of a reference GPS receiver. To quantify the position accu-
racy, we determined the Distance Root Mean Squared (DRMS) as a single number
that expresses 2D accuracy and is defined as the square root of the average of the
standard deviation of estimated coordinates x and y (in UTM coordinates). The
DRMS is given as

DRMS[m] =
√
σx2 + σy2 (16)

where σx and σy (in m) are the standard deviation of estimated coordinates (x, y)
of each point.

drms [m]
inner-city open area

Scenario a 4.01 0.36
Scenario b 4.37 0.58
Scenario c 0.95 0.48

Table 9: GPS position accuracy obtained from measurements for all scenarios at the inner-
city intersection and the rural intersection (Open area).

Results of DRMS in Table 9 show a considerable difference in the measuring
accuracy of GPS data during experiments at both intersections. Most probably,
high values of the DRMS for the inner-city (4.37) compared to the rural intersection
(0.58) might be explained by the fact that the open area permits a clear view up to
the satellite elevation since the rural intersection was located in an unobstructed
environment. To obtain a more detailed investigation of the position accuracy, we
show in Figure 35 the values ∆x and ∆y which are the deviation of the measured
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values of x and y to their mean values. We observe a maximum deviation of about
7 m. For both environments, such results are already quite reasonable. Based on
these findings, we can conclude that the obtained position accuracy provided by
the low cost GPS receiver is satisfactory, which implies that the positioning error
has no noticeable influence on the measurement results.
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Figure 35: ∆x and ∆y: Deviation of the measured values of x and y to their mean values
measured at both intersections.

6.4.2 Inner-City Intersection in Obstructed Environment

In this section, we present results obtained at the inner-city intersection first with-
out the interferer and then including it. This allows an evaluation of the impact
of co-channel interference as well as the effect of building shadowing on the com-
munication performance. For these reasons, we evaluate the received power Pr
for each successfully received frame and its arithmetic mean P̄r for each distance
interval of 5 m length, and we calculate the ratio of the numbers of successfully
received and transmitted frames for each distance interval, which we refer to as
Packet Delivery Rate (PDR). For each test scenario depicted in Figure 34, we con-
duct six measurement runs to ensure statistical validity of the results. Arithmetic
means are calculated based on all runs for each scenario and presented with 95%
confidence intervals. Each scenario was examined individually in order to high-
light the main impact of co-channel interference.

Scenario A

The impact of the buildings as obstacle on the severity of interference is clearly
demonstrated when we compare results shown on Figure 36. In this figure, the
aforementioned performance metrics (Pr ,P̄r and PDR) as a function of the distance
dTX of the transmitter to the center of intersection, are presented. In interference-
free conditions as depicted in Figure 36a, the received power is, as expected, pro-
portional to the distance and depends as well as on environment conditions be-
tween transmitter and receiver. The abrupt decrease of the PDR at dTX ≈ 100m
is due to the presence of the building block indicating a relatively rapid change
from LOS to NLOS communication. Similar to results obtained in Chapter 4, we also
observe a slight increase of the received power and PDR at dTX ≈ 70m. This can
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be explained by gaps between buildings in the side street, which allow reflected
waves to constructively contribute on the overall received power. Moreover, we re-
mark particularly for the scenario A, that depicted results above are well in line
with those presented previously in Chapter 4, where we have investigated V2V
radio propagation in several urban intersection scenarios, by an examination of
intersections with LOS obstructions in interference free conditions.
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Figure 36: Measurement results for scenario A at inner-city intersection: Raw received
power (Pr), mean received power (P̄r) and mean PDR against the distance dRX
between the receiving vehicle and the center of the intersection without (a) and
with (b) interferer.

Results obtained in Figure 36b point out the significant severity of interference
on the achieved PDR. The hidden node effect is also observed in this scenario be-
cause each frame sent by TX will may suffer from a high level of interference, and
hence, results to packet collision due to a low SINR value. Moreover, buildings may
significantly attenuate the propagating waves so that only a signal with low inten-
sity reaches the RX. This is probably the reason of a heavy abrupt decrease of the
PDR indicating a quick transition from reliable to unreliable communication per-
formance even when transmitter and receiver are in perfect LOS conditions. Once
transmitter and receiver are in LOS, a stronger signal from TX will then reach RX.
This may, thus, result to a high probability of packet reception reflected by the in-
crease of the PDR starting at distance dTX < 20m. It should be noted that the quick
transition from reliable to unreliable communication performance could be prob-
lematic for an intersection collision warning application when co-channel interfer-
ence is taken into account. As drivers should be warned in advance of potential
side impact when entering an intersection. In this case, a safety-based application
supported by V2V communication might not properly operate even if a low PDR of
10% is required.

Scenario B

Results obtained in this scenario, and depicted in Figure 37, are less surprising
compared to scenario A. In general, we notice that the maximum values of Pr
and P̄r are achieved at the minimal distance between transmitter and receiver
e. g. at dTX ≈ 70m. The results also reveal the approximate receiver sensitivity of
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Pr,th = −91dBm which confirms that reliable frame reception is only possible for
Pr > Pr,th, reflected by high PDRs in interference-free conditions (see Figure 37a).
We observe that the severity of interference is less pronounced on the communi-
cation performance. This can be explained by the fact that the interference level
is strongly attenuated by the building block obstructing the communication link
IX-RX. As a consequence, up to 90% of packets are successfully decoded by the
receiver, regardless of the presence of the interferer (see Figure 37b). One might
conclude that buildings have a positive effect on the communication performance.
However, for a proper discussion of results, a further comparison of results with
those gathered at the rural intersection in unobstructed environment should be
conducted before.
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Figure 37: Measurement results for scenario B at inner-city intersection: Raw received
power (Pr), mean received power (P̄r) and mean PDR against the distance dRX
between the receiving vehicle and the center of the intersection without (a) and
with (b) interferer.

Scenario C

Similar to scenario B, results depicted in Figure 38 emphasize once again the im-
pact of buildings on the co-channel interference. This observation was expected
because the building block obstructing the communication link IX-RX appears to
significantly attenuate the signal power produced by the interferer IX. An examina-
tion of this behavior at the rural intersection without building obstruction would
contribute to further substantiate such environmental aspects. Additionally, the re-
ceiver sensitivity of Pr,th = −91dBm is also confirmed in this scenario since frames
with received power Pr above -91 dBm are correctly decoded up to a distance of
dRX ≈ 85m correspond to maximal PDRs.

Regarding the received power, we observe that, in general for all scenarios, the
results depicted in Figures 36, 37, and 38 show severe signal fading, which can
be recognized by a large variation of the measured signal power Pr around its
average value P̄r. This is probably due to the pronounced multipath propagation
effect, which is especially frequent at urban environments.
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Figure 38: Measurement results for scenario C at inner-city intersection: Raw received
power (Pr), mean received power (P̄r) and mean PDR against the distance dRX
between the receiving vehicle and the center of the intersection without (a) and
with (b) interferer.

6.4.3 Rural Intersection in Unobstructed Environment

In contrast to the inner-city intersection, LOS conditions in the rural intersection
were permanently maintained during the whole measurement campaign. We present
again in this section results obtained first without the interferer and then includ-
ing it. This allows an evaluation of the influence of building shadowing and its
impact on co-channel interference. We evaluate the received power Pr for each suc-
cessfully received frame and its arithmetic mean P̄r for each distance interval of
5 m length, and we calculate the PDR, which is the ratio of the numbers of success-
fully received and transmitted frames for each distance interval. For the sake of
completeness, arithmetic means are calculated based on 6 measurement runs for
each scenario and presented with 95% confidence intervals. Analogously to results
obtained at the inner-city intersection, we examine also each scenario individually.

Scenario A

From results depicted in Figure 39, we observe that, although the impact of interfer-
ence is confirmed, this leads, however, only to a packet loss of approximately 15%.
This could be explained by the fact that, due to the absence of radio shadowing
on the communication link TX-RX, the transmission signal power from TX reaches
the receiver with enough signal strength. This will consequentially leads to high
SINR values and hence to a low probability of packet collision. However, an inter-
esting behavior is observed in Figure 39b, where the PDR appears to be constant
regardless of the location of the transmitter to the intersection. In such situations,
a safety-based application supported by V2V communication might not properly
operate if a PDR of at least 90% is required. Moreover, received power values and
PDR drops around dTX ≈ 160m emphasize once more the receiver sensitivity as
indicated in previous results.
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Figure 39: Measurement results for scenario A at rural intersection: Raw received power
(Pr), mean received power (P̄r) and mean PDR against the distance dRX between
the receiving vehicle and the center of the intersection without (a) and with (b)
interferer.

Scenario B

From results depicted in Figure 40, we notice in general that maximum values of
Pr and P̄r are achieved at the minimal distance between transmitter and receiver,
e. g., at dTX ≈ 70m. However, this is not surprising. Even more interestingly, we
observe regions of up-fade and down-fade of the P̄r, which are produced by the
constructive and destructive combination of two rays caused by signal reflection.
This indicates that the received power in an open environment appears to fol-
low a Two-Ray Interference model which applies a superposition of the LOS signal
component and the ground reflection component as reported in [125]. Unlike re-
sults presented in scenario A, we notice an appearance of a near-far effect on the
communication performance. We observe with the presence of the interferer that,
the PDR increases as the distance between transmitter and receiver decreases as
shown in Figure 40b. This implies that for safety-based applications supported by
V2V such as Forward Collision Warning (FCW) and Lane Change Assistance (LCA)
requiring precise and accurate information about immediate neighborhood, the
communication performance will be a bottleneck for a proper operation of these
kind of applications. Hence examining such behaviors is beneficial for an efficient
operation of the application even under a highly congested network. However, the
impact of the interference appears to be more significant as packet loss of about
20% is achieved at higher distances between transmitter and receiver.

Scenario C

Similar to scenario B, we observe in Figure 41 once more up-fade and down-fade
regions of the received signal power. Moreover, we see that the near-far effect is also
noticed, because the PDR increases as the receiver approaches the intersection or
the transmitter as well. The negative impact of interference on the communication
performance is recognized in this scenario since the PDR remains greater than 90%
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Figure 40: Measurement results for scenario B at rural intersection: Raw received power
(Pr), mean received power (P̄r) and mean PDR against the distance dRX between
the receiving vehicle and the center of the intersection without (a) and with (b)
Interferer.

for dRX 6 50m, but decreases quickly and remains constant, irrespective of the
location of the receiver (see Figure 41b).

Regarding the received power, we observe that, in general for all scenarios in
the rural intersection, the results depicted in Figures 39, 40, and 41 show temper-
ate signal fading, which can be recognized by a relatively narrow variance of the
measured signal power Pr. This is probably due to the almost channel invariant
environment, which characterizes radio propagation in rural environments.
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Figure 41: Measurement results for scenario C at rural intersection: Raw received power
(Pr), mean received power (P̄r) and mean PDR against the distance dRX between
the receiving vehicle and the center of the intersection without (a) and with (b)
interferer.
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6.5 evaluation of co-channel interference

Whereas the previous section examined each environment individually, here we
compare the intersection type and highlight the impact of buildings on the co-
channel interference for each scenario.

6.5.1 Building Placement

To evaluate the impact of buildings, we concentrate on PDRs obtained under the
presence of interference by comparing the inner-city with rural intersection and
summarize all results in Figure 42, 43 and 44 for the scenario A, B and C, re-
spectively. The negative effect of building shadowing can easily be noticed from
Figure 42 for scenario A, where we can see that, while almost every packet is
successfully received for a distance dTX 6 10m in the inner-city, the PDR remains
constant and relatively high (PDR ≈ 0.80) in the rural intersection independently
of the distance dRX between transmitter and intersection center.
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Figure 42: Comparison between inner-city and rural intersection: Mean PDR against the
distance dTX for scenario A with interferer.

However, for scenario B comparing PDR in Figure 43, we notice a slightly pos-
itive impact of buildings. Obviously, the interfering signal from IX is attenuated
by building obstruction so that transmitted packets reached the receiver with rel-
atively higher SINR values, which then implies a better PDR for the communica-
tion link TX-RX. Moreover, even at close distances between transmitter and re-
ceiver (dTX ≈ 70m), sporadic packet collisions can be seen. This highlights the
pronounced effect of interference in open environments. In such situations, the im-
mediate neighborhood of the transmitter cannot be perfectly informed about its
presence.

The same behavior is also observed in scenario C, but here, the severity of inter-
ference decreases as the receiver approaches the transmitter as shown in Figure 44.
While in the rural intersection about 15% of the packets are lost already at dis-
tance dTX = 50m, the PDR remains high and constant in the inner-city intersection.
Here, we clearly see that the presence of buildings improves the performance of
the communication by reducing co-channel interference. On the other hand, the
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Figure 43: Comparison between inner-city and rural intersection: Mean PDR against the
distance dTX for scenario B with the receiver at dRX ≈ 70m to intersection
center and with interferer.

building obstruction will probably limit the transmission range by attenuating the
transmission power as already proved in the evaluation presented in Chapter 4.
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Figure 44: Comparison between inner-city and rural intersection: Mean PDR against the
distance dRX for scenario C with interferer and transmitter at intersection center.

In the context of application reliability, but more for a reasonable comparison
and discussion of results, we additionally evaluate the aforementioned RCR, which
indicates the maximal distance between transmitter and receiver where the PDR
decreases below 90 %. This threshold is represented as the horizontal red dotted
line in the figures. For the sake of clarity, we only show the communication range
for the rural intersection. Whereas in scenario A, it could not be noted any reliable
communication range both in inner-city and open area environments, in scenario
B and C, however, a reliable communication range can be achieved only up to 30 m
and 50 m in the open area, respectively (see Figures 43 and 44). In contrast to the
rural intersection, the inner-city shows very high reliable communication ranges.
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Considering the stopping distance defined as the minimum distance necessary
to perform a safe braking and reach a complete stop, we investigate whether a
Forward Collision Warning (FCW) is able to efficiently operate by performing a
safe braking. If we assume a vehicle speed of 100 km/h as it corresponds to the
speed limit in rural environment, a stopping distance of dstop = 184.2m could be
achieved according to the Table 5 in Chapter 3.2. Assuming that an application is
declared to be reliable when RCR > dstop, we observe that FCW might obviously
fail in an open area environment. These observations consolidate the positive effect
of building on performance of safety applications based on V2V communication.

However, we need to admit that this investigation is more aggressive as it was
shown in our work in [126] that an application could also be reliable if already at
least one packet is received within a certain time window.

6.5.2 Distribution of Interference Signal Power

In order to gain more insights into the severity of interference on the commu-
nication performance, we plot in Figure 45 the receiver power distribution from
interferer for all scenarios collected at both the inner-city as well as the rural in-
tersection. Although the distance between receiver and interferer was the same at
both intersections in scenario A, the power distribution does not overlap as ex-
pected, as can be seen in Figure 45a. Furthermore, we observe that the receiver
experiences on average stronger signal power in the inner-city than in the rural
intersection. This is probably due to the multipath effect caused by reflections and
refractions on surrounding buildings, which constructively participate on the over-
all signal power at the receiver. This in turn results to low SINR values during frame
receptions and, hence noticeably affects the communication performance.

One of the most interesting results is that the building block obstruction in sce-
nario B considerably attenuates the co-channel interference and thus reduced the
interference severity as expected. It should be noted that on both intersections, re-
ceiver and interferer were on the same location during the experiments. Figure 45b
shows this behavior, where we observe a signal attenuation caused by buildings of
almost 23 dB in their mean. In other words, this implies that the interference signal
reaches the receiver with on average 23 dB less signal power resulting consequently
to higher SINR values during frame receptions.

For the scenario C, the distribution of the interference power appears to be flat
and spans over a larger range compared to scenario A and B. This behavior is due
to the mobility of the receiver as it moved toward the intersection center during
the measurement. Results in Figure 45c include then the distance related path loss
since the smaller the distance between receiver and interferer, the larger the signal
power strength. Furthermore, as expected, the shadowing effect on the interference
intensity is confirmed by the power distribution shifted to the left in the inner-city
intersection.
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Figure 45: Distribution of the received power (Pr) from the interferer measured at the re-
ceiver for all scenarios.

6.5.3 Packet Delays

Besides a high reliability of the communication, a proper operation of safety ap-
plications such as FCW requires an extremely low-latency of messages exchanged
between nodes in their direct neighborhood. To gain an understanding on the im-
pact of co-channel interference on packet delays, we examine the Cumulative Dis-
tribution Function (CDF) of the packet inter-reception time collected at the receiv-
ing vehicle. We defined the inter-reception time as the elapsed time between two
consecutive successfully packet receptions from the same transmitter. As safety-
based applications should provide a permanent awareness between nodes, a large
burst of packets missed might impair their performance. For this reason, the inter-
reception time metric, can be used to evaluate awareness blackout within vehicles
in the network. It is also related to the age of the information stored in a given
vehicle and represents the freshness of status messages received from neighboring
vehicles. To be able to analyze also the influence of buildings, we summarize all
results in Figure 46 by comparing the distribution of inter-reception times at the
inner-city and the rural intersection.

First of all, we observe a stair behavior of the CDF, which well emphasizes the
value of the message generation period of 100 ms set at the transmitter. The in-
fluence of interference is clearly highlighted in Figure 46a, especially for scenario
A. We can see that about 95% of received packets have an inter-reception time
lower than 200 ms compared to approximately 70% considering co-channel inter-
ference. This means that a relatively high portion of packets is lost leading to large
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Figure 46: CDF of inter-reception time collected at the receiver for scenarios A and B under
both intersection types.

inter-reception times. Considering scenario B, obtained results are not really sur-
prising because the obstruction of interference assures a perfect packet reception
ratio. Conversely, despite the severity of co-channel interference on the PDR in the
rural intersection as demonstrated previously, results plotted in Figure 46b show
a slight impact of interference on the inter-reception time in the rural intersection.

In conclusion, we can argue that sporadic communication outage due to large
packet delays appears to be impacted more by buildings obstruction than by chan-
nel congestion. Furthermore, regardless of the considered environment, the inter-
reception time remains relatively low, in particular when transmitter and receiver
are located near the intersection center.

6.6 summary

In this chapter, we evaluated the impact of co-channel interference on the perfor-
mance of V2V communication based on real world measurements conducted at
LOS and NLOS intersections. In particular, we addressed the problem of building
shadowing and its impact on interference generated by nodes sharing a common
radio channel as specified by the ITS-G5 standard. To facilitate or overcome the
logistic constraints, we introduced an approach consisting of the configuration of
a single vehicle with the aim to emulate a set of vehicles during vehicular mea-
surements. According to different scenario objectives and intersection types, we
quantified packet delivery ratios, received signal strength indication levels, inter-
ference power distributions, and packet delays. We showed that while the received
power in urban environments experiences severe signal fading, the signal propa-
gation at the rural intersection shows temperate signal fluctuations. However, we
further demonstrated that under presence of interference, larger communication
ranges can be achieved at inner-city intersections than at rural intersections. The
results showed that the presence of buildings could improve the communication
performance by limiting or blocking co-channel interference. On the other hand,
the building shadowing in interference-free situations may attenuate the wanted
signal power leading to a limitation of the achievable communication range. We
clearly demonstrated that building shadowing and its impact on interference has
a substantial influence on the communication performance in vehicular networks.
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However, the co-channel interference has no noticeable influence on the packet de-
lays. Sporadic communication outage due to packet losses are likely to be caused
by building shadowing than by channel congestion.

While the idea of configuring a single node as a set of vehicles may led to in-
complete due to the omission of packet collisions caused by frame overlaps, we
pursue in the next chapter the evaluation of scalability issue involving hundreds
of vehicles at urban intersections by means of simulation.





C O N C L U S I O N

In this section, we summarize lessons learned from the first part of this thesis,
which deals with the measurement-based evaluation of V2V communication. In
particular, we investigated the impact of stationary radio shadowing such as build-
ing and vegetation on the communication performance at urban intersections.

We first started by investigating the problem of radio shadowing through build-
ings in Chapter 4. We found out that vehicle positioning according to the location
of transmitter and receiver relative to the intersection center has a substantial im-
pact on the communication performance. Moreover, considering intersection type
and width as well as traffic condition, the quality of the communication will be
influenced by these environment factors. Examining achievable communication
ranges deduced from measurements led to the conclusion that V2V could assist
intersection-based applications by allowing to look around the corner, in particular
at night traffic. It has been show in the literature that traditional vehicle-mounted
sensors such as radar, lidar, or camera present system limitations in term of de-
tection range and object monitoring. Consequently, ADASs can be fused with V2V
communication to augment the system accuracy and reduce the probability of false
alarm even in severe environment conditions. In this way the driver’s horizon is
extended so that vehicles perceive surrounding potential obstacles sooner even in
a highly obstructed environment such as inner-city intersections.

As plants, bushes and trees are often present at rural intersections as well as at
some city intersections, we examined in Chapter 5 the impact of radio obstruction
through vegetation on the communication performance. We came to the conclu-
sion that intersection type with respect to vegetation type and structure could
impact the communication link characterized by a noticeable attenuation of the
transmitted signal strength. Also the seasonal effect revealing leafed or leafless
vegetation affect the reliability of safety-based applications by reducing commu-
nication ranges. For these reasons, due to the non-negligible effect of foliage, it is
highly recommended to consider the effect of vegetation when modeling V2V in ve-
hicular environments. However, when comparing both radio shadowing obstacles,
our findings reveal that obstruction through buildings is likely more aggressive
that through vegetation.

Safety-based applications should ensure their effectiveness in free flow traffic as
well as in traffic jams, so that a certain cooperative awareness is always established
between vehicles at any day time. Furthermore, due to the ongoing deployment
of V2V systems in the automotive industry, which favors an increasing number
of communicating nodes, the co-channel interference will remain a big challenge
and will therefore impair the performance of safety-based applications. This mo-
tivated the measurement study presented in Chapter 6, where we investigated
the co-channel interference on V2V communication by focusing on the influence
of building shadowing. We found out that shadowing situations in urban intersec-
tions not only lead to challenges for safety-critical applications such as intersection
collision warning or forward collision warning, but also provide opportunities due
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to a naturally reduced channel load generated by co-channel interference.

Due to the specific and rapidly changing nature of vehicular networks, we were
confronted with very big challenges during the execution of measurement cam-
paigns. Besides logistic and time constraints when measuring VANET in real world
scenarios, the reproducibility of experiments as well as the post-processing of data
were the most complicated factors that we have to deal with in the performance
evaluation. A couple of measurements needed to be repeated due to the sudden ap-
pearance of large obstacles such as heavy trucks or garbage trucks, which not only
hinder the traffic flow, but even more obstruct the communication link by intro-
ducing an additional loss factor in the total link budget. Moreover, self-developed
algorithms to support the post-processing and correction of corrupted GPS data
was also challenging because geographical coordinates gathered during experi-
ments were found to be sporadically inaccurate. This was attributed to satellite
obstructions caused by relatively high building blocks, which are often present in
narrow environments such as inner-city intersections.

Motivated by the aforementioned limitations in the experimental performance eval-
uation of VANETs, we present in the following chapter a simulation-based assess-
ment of environment factors such as intersection type and penetration rate as well
as the analysis of network parameters on the communication performance.



Part II
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A decisive task towards the design and deployment of V2V systems is the estima-
tion of their performance as a proper and accurate assessment will directly depend
on the quality of tools and methodologies used during the evaluation. Basically, the
performance evaluation of communication systems is achieved by applying three
different methods. One can cite the mathematical analysis, experiments with real
hardware prototypes and simulation technique. Due to its capacity to explore a
vast range of scenarios in a reasonable amount of time, simulation remains the
most attractive method for the evaluation of communication systems. In particu-
lar for vehicular environments, simulation allows to emulate large-scale scenarios
involving a high number of vehicles. In this way, the level of realism is increased
as this reflects real traffic behavior. For this purpose, we developed a hybrid sim-
ulation platform composed of road traffic and network simulation tools, specially
dedicated for vehicular environments. In the previous chapter, we demonstrated
that the efficiency of V2V depends mainly on the inevitable interference generated
due to the broadcast nature of the vehicular network. Yet, to investigate the im-
pact of interference in a realistic environment, we performed in this chapter an
evaluation of V2V communication based on results gathered during a profound
and detailed simulation study. Besides considering the scalability issue in a realis-
tic way, we provide a deeper analysis of environment factors such as intersection
type - and far beyond these - the influence of communication parameters such as
transmission power and message generation rate on the communication capability
is considered.

This chapter is organized as follows. Considering simulation as the principal
methodology for performance evaluation, we first describe simulation tools and
models developed throughout this study. We present in detail models used by
focusing in particular on the Physical (PHY) and Medium Access Control (MAC)
layer modeling. A dedicated urban intersection propagation model, especially for
urban intersections, is proposed. We then describe a representative scenario fol-
lowed by an introduction of performance metrics used for the evaluation. Due to
the stringent application requirement in terms of the latency of received messages,
we evaluate the end-to-end delay and message age under different intersection
types and communication parameters. In the next step, we deal with the problem
of packet collision by differentiating collisions caused by the CSMA/CA mechanism
from those generated by the hidden node problem. We conclude this chapter by in-
vestigating the asymmetry phenomena appearing under the city intersection when
evaluating packet delivery ratios. A profound presentation of and discussion of re-
sults conclude this chapter. Parts of the contributions of this chapter have been
previously published in [127].
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7.1 related work

In the last years, several research studies on the performance evaluation of V2V
communication were conducted with the aim of evaluating the impact of shadow-
ing caused by stationary objects or mobile obstacles such as vehicles, first through
simulation and recently in small scale field trials. Field test experiments conducted
in various environments (urban, suburban and highway) in [52] reported that ve-
hicular obstructions could significantly attenuate the signal power by analyzing
the impact of obstructing vehicles on a communication link. Moreover, the authors
point out that the effect of stationary obstacles, such as buildings, is even more pro-
nounced than mobile obstacles. The authors in [128] propose a dynamic beaconing
algorithm that reacts to network changes caused by the time-variant signal due
to radio signal obstructions created by neighboring vehicles, as well as by build-
ings. Their results indicate that this algorithm by adapting more quickly to change
in network topology could substantially improve the communication performance
compared to a traditional static periodic beaconing approach. With regard to mes-
sage relaying, a study was reported in [56], where the authors performed field test
measurements with the aim to extend the communication range by exploiting the
vehicle height in obstructed environments. The obtained results show that even if
tall vehicles often obstruct the LOS between communicating vehicles, the height of
vehicles could be exploited. Motivated by the problem of radio shadowing caused
by buildings, a similar study was proposed in [128] with the purpose of using
parked vehicles as node relaying which then allow to see around the corner at in-
tersection areas. Despite the fact that the effective communication range could be
significantly increased, the complexity in the realization of such multi-hop relaying
approaches brings new challenges which include synchronization issues in multi-
transceiver architecture and the conceptual effort in design of relaying strategies.

Although the studies described above contribute to gain insight into the effects
of radio shadowing, investigations are made either solely through measurement or
simulation. Furthermore, most of the previous studies do not take into account the
impact of intersection types. Motivated by the limitations of the related work, we
integrate a validated path loss model obtained through a profound measurement
campaign into a V2V dedicated simulation platform with the aim to propose a more
realistic evaluation of the impact of buildings. Moreover, besides examining the
influence of communication parameters, we investigate the impact of shadowing
caused by buildings by focusing on intersection types with respect to the building’s
placement.

7.2 simulation tools

The simulation-based evaluation of VANETs assumed not only a profound mod-
eling of communication systems but also a mobility model that reflects the real
behavior of each individual node in the overall system is needed. Considering, for
example, the performance evaluation of forward collision warning applications,
the processing and analysis of the received information require knowledge about
the considered road network. Because only messages exchanged between vehi-
cles located on the same road lane should be processed to support the driver in
critical situations. From a communication point of view, path loss modeling in
network simulation requires the exact location of nodes for instance to determine
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the received signal power between a communicating pair. Moreover, the mobility
pattern of vehicles and environment constraints such building location and inter-
section type are indispensable. All these kind of information could be delivered by
vehicular mobility generators that provide knowledge about the position of each
node at every time through realistic mobility traces generated offline or through a
real-time provisioning during the simulation process. Compared to MANETs where
the mobility behavior of mobile nodes could be randomly generated, nodes can
only move along the street and according to each other in VANETs. This prompts
the need of road traffic models that bring a high level of realism making the eval-
uation as close to reality as possible. For this purpose, there are a couple of exist-
ing simulators for vehicular networks currently used by the research community
like iTetris [64], TraNS [129], and the newly developed Veins [63]. All these open
source frameworks provide an interaction between a network and road simulator
on a common simulation platform. A large number of network simulations ap-
plying a discrete event simulation of network protocols are available. The widely
utilized open source frameworks by the scientific community are ns-3 [130] and
OMNeT++[131] which perform detailed packet-level simulation of the data trans-
mission, reception, routing and the radio channel propagation. As road simulation
tools, we can cite Quadstone Paramics [132], Aimsun [133], and SUMO [134]. While
the first two simulators are commercial products, and thus are not publicly avail-
able, the latter is an open source software and, therefore, gives users the possibility
to modify and extend the program without any restriction making it suitable for
research purposes.

With respect to the coupling of simulators aiming to evaluate V2V-based applica-
tions, the Traffic Control Interface (TRaCI) proposed by [135] provides a technique
for interlinking road traffic and network simulators together. In this way, real-time
control of vehicle’s behavior during simulation run-time by influencing the move-
ment of each vehicle is feasible. The current version of TraNS which supports
SUMO traffic simulator and ns-2 network simulator applied TRaCI as feedback
loop. However, TraNS has the problem of being no longer actively supported since
2008. For these reasons, its usage with current versions of the coupled simulator
SUMO is not any more supported. Additionally, the fact that the simulation time
control has not been considered, network simulation using OMNeT++ is missing.

Motivated by the limitations of the related work, we developed a hybrid simu-
lation platform composed of simulation tools SUMO, which provides road traffic
simulation, and OMNeT++, which forms the basis for our network simulation.
We extended the INETMANET framework for OMNeT by adding a communication
model of the ITS protocol stack, particularly focusing on ITS-G5 and its medium
access control mechanism. In this section, we give a brief introduction into the
road traffic simulation SUMO, followed by a detailed description of the ITS proto-
col stack developed in OMNeT and a validated path loss model obtained through
a profound measurement campaign.

7.2.1 Road Traffic Simulation with SUMO

Simulation Urban Mobility (SUMO) is a c++-based microscopic, inter- and multi-
modal, and time-discrete traffic flow simulation platform designed to handle large
road networks. Besides a graphical user interface, it provides several utility tools
including a road network importer capable of supporting several source formats,
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traffic demand generation, and routing utilities, which use a high variety of input
sources such as origin-destination matrices and traffic statistics. To adapt and con-
trol the simulation run online, the interface TRaCI is implemented and operated
as server. Additional tools and scripts for the post-processing of simulation results
are available. The simulation of different types of vehicles is freely configurable
with each vehicle following pre-computed routes, dynamically generated routes,
or driving according to a configured edge table containing a list of road segments.
One of the most popular features of SUMO is its ability to work on multiple op-
erating systems, such as the most commonly used Microsoft Windows, Linux and
Mac OS X. To set up a complete simulation run, we used following SUMO utilities
within this work:

netconvert : Generates road networks representing real-world networks as graphs,
where nodes are intersections, and roads are represented by edges. This can be per-
formed by importing from Open Street Map (OSM) or even manually from an XML
file. The generated road network is classified into five types, each for the descrip-
tion of nodes, edges, edge types, connections, and traffic light plans. Nodes rep-
resent the intersections, edges the road segments and connections describe which
lanes incoming into an intersection are connected to which outgoing lanes.

od2trips : Generates from the so-called origin-destination (O/D) matrix a list of
vehicle trips containing vehicle departure time together with the origination and
the destination road section for each single vehicle. The O/D matrix describes the
number of trips going from each origin to each destination.

duarouter : Computes vehicle routes through the road network based on result-
ing trips obtained from OD2TRIPS. The route is defined as a list of connected
road sections between a vehicle’s start and destination. Such routes are usually
computed by performing a dynamic user assignment which is an iterative process
employing routing algorithms such as shortest path.

To model the dynamics of each individual vehicle through the network, SUMO im-
plements a couple of longitudinal and lateral models. In general, in most micro-
scopic simulations, the so-called car-following model and lane-change model are per-
formed separably. Due to its efficiency proved within a set of car-following model
comparisons, we use an extension of the stochastic car-following model developed
by Stefan Krauß proposed by SUMO per default [136]. In fact, this model com-
putes an investigated vehicle velocity by looking at its distance to the leading
vehicle and the leader’s velocity. It is assumed that a change of the velocity is only
performed if the current velocity does not coincide with some desired velocity vdes
determined by safety considerations and/or legal restrictions and can be expressed
as:

vdes = min {vsafe, v+ a, vmax}

Where v corresponds to the current velocity from previous time step, a is the
maximum acceleration of the vehicle, vmax the maximum velocity allowed on the
road section and vsafe is the velocity assuring a collision-free driving behavior given
as:

vsafe = −τ · b+
√
(τ · b)2 + vl2 + 2 · b · g

τ corresponds to the driver’s reaction time, b the maximum deceleration of the
vehicle, vl the leader’s velocity and g is the gap between the front of the subject
vehicle and rear of the leading vehicle at the previous time step.
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Currently, among others, the following models are available: the intelligent driver
model (IDM), Kerner’s three-phase model, and the Wiedemann model. All these
models are based on the assumption that the traffic is modeled on a single lane
but in reality in some situations, vehicles should be able to perform a lane change
allowing vehicles to pass, to exit or merge on highways. A lane change is defined
as the ability to transfer a vehicle from one lane to the next adjacent lane. The lane
change in SUMO is based on simple assumptions and initiated if:

• The difference between the safe velocities on the neighbor and the current
lane is larger than a certain threshold.

• The existing space gap between the subject vehicle and preceding vehicle in
the current lane is large enough to prevent a collision.

Concerning the usability of SUMO, simulations can be started either on a real
time graphical interface or through a command line without a graphical repre-
sentation producing output files and statistics by which we could measure and
evaluate the performance of a given application on the traffic efficiency within a
road network. The graphical interface allows the user to have views on simulated
objects within the traffic network at the same time while the simulation is running.
By doing so the examination of the pattern of traffic flow is provided.

7.2.2 Network Simulation with OMNeT++

OMNeT++ is an extensible, modular, component-based simulation library and
framework primarily for building network simulator and is written in C++. In
fact, its primary application area was not only the simulation of communication
networks but can be also utilized in other areas such as queuing networks, commu-
nication systems, and hardware emulation. The modularity of the OMNeT architec-
ture, its component re-usability and open-source concept make it a clear choice for
academic research. It allows a composition of a model with any granularity that
can be easily embedded in every self developed application. Moreover, OMNeT
provides a comfortable graphical user interface that can be used to trace and de-
bug simulations. A simulation library facilitating the acquisition of results statistic,
data collection, and graphical representation of simulation results is also available.
In the essence, OMNeT was not designed as a network simulator but to be as
general as possible, procuring available basic instruments and tools to perform
simulations. In other words, it serves as the basis for the development of future
model frameworks as independent projects. Nowadays the libraries of OMNeT
incorporate - especially for computer networks - a couple of model frameworks
including INETMANET, MiXiM, OverSim and Castalia. While the last two were
developed following their own release cycles, we use INETMANET in this work
primarily due to its support for mobile ad-hoc networks. It is an extension of the
INET framework which contains models for several Internet protocols: TCP, UDP,
IPv4, IPv6, Ethernet, IEEE 802.11, routing protocols and many other protocols and
components. It also contains several network emulation capabilities.

To be able to simulate vehicular networks and thus to provide a high level of re-
alism, we extended the INETMANET framework for OMNeT by adding a model
of the ITS protocol stack, particularly focusing on ITS-G5 and its medium access
control presented in Chapter 2. As illustrated in Figure 47, a network node imple-
mented in OMNeT consists of a network device that contains several layered mod-
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ules connected by simple interfaces for exchanging packets along the layers. Each
protocol layer corresponds to the ITS-station reference architecture introduced in
Chapter 2. For the sake of simplicity, we implement both the MAC and the Logical
Link Control (LLC) into a single module (mac). A network node represents a ve-
hicle that could be equipped with one or more network devices representing a
physical device that connects to the channel. The wireless channel represents the
medium used to send information between network nodes. Typically, modules in
OMNeT communicate with message passing send via gates, but it is also possible
to send them directly to destination modules. This section presents the simula-
tion modules and components included in OMNeT with respect to a top-down
approach. Starting with the application layer modeling, the construction of CAMs
and DENMs are presented [22, 23]. The MAC and PHY layer modules which belong
to the ITS-G5 Access layer are introduced.
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Figure 47: A vehicular network consisting of network nodes and the wireless channel as
modeled in OMNeT++.

For this purpose, the implemented simulation model includes a detailed rep-
resentation of co-channel interference and resulting frame collisions, including
Physical Layer Capture (PLC). Furthermore, the OCB mode is used for single-hop
broadcast transmission of CAMs, which are periodically generated by each vehicle.
In contrast to the IEEE 802.11 standard, we disable the post-backoff mechanism,
i. e. stations have to perform the backoff procedure before each frame transmis-
sion. The measurement-based Urban Intersection Propagation Model presented in
the following Section 7.2.4 as well as geometric properties of buildings are also
implemented within the simulation model based on OMNeT.

Modeling of the Application Layer

As mentioned previously in Chapter 2, the facility layer is responsible for func-
tionalities that can be shared by V2X-based applications and their assigned use
cases located at the application layer. For the sake of simplicity and to reduce as
much as possible message exchanges between the application layer and facility
layer, we implement both application’s functionalities, the CA basic service, and
the DEN basic service module within the application layer of the ITS communi-
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cation architecture [137]. The construction, management and processing of CAMs
and DENMs are done by the CA and DEN, respectively, which in fact, are part of
the facility layer and are therefore mandatory facilities [22, 23]. Periodic messages
called CAM are generated by each vehicle to inform surrounding vehicles about
its presence by sending status information e. g., speed, position, and direction. But
also when an unsafe situation is detected, event-driven messages called DENM are
sent to other vehicles. These messages contain apart from their status information
also the event type. Periodic messages that are sent because of awareness, whereas
those triggered by critical situations, therefore, should have a very high priority to
access the channel. Both types of messages are broadcasted within a single hop dis-
tance. To avoid the broadcast storm problem leading to packet collisions and large
message latencies, the message generation rules based on the change in vehicle’s dy-
namic are also implemented. It is a method to limit the channel load by adapting
the message generation rate of CAMs accordingly to the change in position, speed
and heading of the transmitting vehicle. However, as we are interested in the in-
fluence of the message generation rate on the communication performance, we
disabled the message generation rules mechanism and used rather a fixed generation
rate during each parameter configuration.

The modeling of the message exchange within the application layer is as follows:
when the safety application needs to send a message, a new object of type "cPacket"
is generated containing all relevant sensor information such as the identifier, po-
sition and dynamic information of the transmitting vehicle as well as the gener-
ation time. Since for the applicability of data, each message generated should be
time-stamped ensuring its proper interpretation at the receiving station. To avoid
a perfect synchronization between transmitting vehicles, we add a random delay
ε = uniform(−

tg
10 , tg10) to the generation time tg. It is applied only for CAMs and will

hence limit deterministically repeated packet collisions. The encapsulated packet
is then delivered to lower layers. At the receiving side, the CA or the DEN basic
service processes the received message and provides the content to an appropriate
V2X application.

Modeling of the Medium Access Layer

To be compliant with the newly adapted IEEE 802.11-2012 [12], we extend the MAC
protocol of IEEE 802.11a provided by INETMANET by implementing MAC and LLC
parts of the ITS-G5 Access layer into the mac module depicted in Figure 47. The
mode of operation of LLC is set to Type 1 also known as unacknowledged connection-
less mode. In this mode, data frames are exchanged between LLCs without the need
for an establishment of a data link connection. In this mode, there are also no
flow control or error recovery. This procedure is similar to the UDP at the transport
layer present in the Internet protocol stack. We also introduce the OCB mode used
for single-hop broadcast transmission of CAMs, which are periodically generated
by each vehicle. In this mode, association, authentication and security between
nodes are disabled meaning that each node is responsible for determining network
specific features. For this reason, the Basic Service Set ID (BSSID) of the network is
set to a wildcard containing only ones. In contrast to the IEEE 802.11 standard,
we disable the post-backoff mechanism, i. e. stations have to perform the backoff
procedure prior to each frame transmission. However, no backoff is performed
after a frame transmission if the transmission queue is empty. Furthermore, we
extend and adapt the DCF by adding QoS attributes into the EDCA deployed by
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IEEE 802.11p, thus giving the possibility to simulate with different data traffic
priorities.

Modeling of PHY Layer

In wireless networks, in general, the PHY layer is responsible for the conversion of
bit streams into radio waves and vice versa and also ensuring that the stream sent
by the transmitter is the same at the receiver. In some situations, this would be
hard to realize since due to inevitable environment factors influencing radio prop-
agation such as shadowing or/and reflection, waves will be distorted during their
propagation. Thus, the main challenge of the PHY layer is to ensure an error-free
conversion of wave into payload containing useful information. Basically, accord-
ing to its journey in the PHY layer, data could be represented in five domains: The
waveform domain, the sample domain, the symbol domain, the bit domain and the
packet domain. Each of these domains performed a given task whether at packet
level, bit level or wave level. For more details, the reader is asked to refer to this
textbook [138]. Due to the demanding computational complexity introduced by a
physical layer simulation at bit level, we concentrate our modeling at the packet
domain. This means that a statement can only be derived if a packet is successfully
received but not which bits were corrupted in case of erroneous packet recep-
tion. However, this assumption is quite reasonable, since for the evaluation of the
communication performance, metrics including packet latency, and probability of
packet reception are more of interest. Moreover, a statement about the capability of
V2X applications is based on the requirements established by application designers
which derive from the aforementioned performance metrics.

The radio module at the PHY layer is responsible for the sending and receiving
of packets or frames. Before the sending procedure, the node shall be in trans-
mission state and no other frames should be currently being received at this time.
Packets in OMNeT++are encapsulated into a so-called air frame which contains the
physical properties of the radio transmission. Moreover when needed, air frames
could be duplicated for each receiving nodes. There is a separate module that was
not shown on Figure 47 monitoring which nodes are within transmission range
of others, and more important, at which frequency they actually transmit. This is
achieved by calculating the received signal strength for every received transmission
based on the considered radio propagation model. When receiving an air frame, a
detailed representation of co-channel interference and resulting frame collisions,
including PLC are applied. We assume that a frame can be successfully decoded
if and only if the SINR during the complete frame reception is greater or equal a
given threshold SINRth as:

SINR =
Pr

N+
∑
PIi

> SINRth (17)

where Pr is the strongest signal power,
∑
PIi the sum of other ongoing transmis-

sions treated as noise and also known as the interference power and N is the ther-
mal noise constantly present. The decision whether a received frame is successfully
decoded and passed to upper layers or treated as noise depends on the cumulative
power level of all ongoing transmissions on the medium at this time. The value
of threshold SINRth is defined according to the configured data rate, modulation
scheme, and coding rate. In [16], the authors recommended SINR thresholds for
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different modulation and coding schemes.
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Figure 48: Illustration of the determination of the SINR modeled in the PHY layer.

The illustration in Figure 48 is used to illustrate the basic idea behind the de-
termination and modeling of SINR. Let us consider a simple network consisting of
a single receiver (Rx) and three transmitters (Tx1, Tx2 and Tx3). Suppose that all
transmitters are hidden to each others and that they start to transmit consecutively.
In our case, the frame Tx1 is being evaluated. In this scenario, we consider that at
time t1, the receiver RX starts to receive a frame Tx1 sent by the transmitter Tx1
with a power Pr,Tx1 . At time t2, the frame Tx2 arrives at the receiver with a power
Pr,Tx2 . As the receiver was already locked on frame Tx1, the frame Tx2 would be
treated as noise. This would be the same procedure for frame Tx3 arriving at the
time t3 until the frame Tx1 is completely received at time tL. One can conclude
that, if a frame is currently received by the PHY layer, all other arriving frames at
this time will be treated as noise and added in the interference vector.

Considering the scenario above, the SINR at the receiver RX is calculated as fol-
lows:

SINRRX =


S1 =

Pr,Tx1
N for t1 6 t < t2

S2 =
Pr,Tx1

N+Pr,Tx2
for t2 6 t < t3

S3 =
Pr,Tx1

N+Pr,Tx2+Pr,Tx3
for t3 6 t < tL

, (18)

The PHY layer monitors the SINR of the frame Tx1 during the complete frame re-
ception duration tL, if the SINRRX drops below the SINRth at any time, the frame
is marked as collided. Now in this example, the frame Tx1 is correctly received
because during the whole frame reception time tL, the following condition is ful-
filled:

for allSi, Si > SINRth (19)

The values of denominators in Equation 18 represent the accumulation of all inter-
ference signals together with the existing noise floor.

The radio module completes the reception process by successfully decapsulat-
ing received frames into packets before passing them to the mac. The PHY layer
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has introduced the so-called capturing effect which allows successful reception of
packets with stronger signal even in the presence of other interfering signals. In
this way, packet collisions caused by two or more nodes transmitting simultane-
ously by choosing the same backoff, or collisions due to the hidden node problem,
would be reduced. Using the capturing mechanism, the decision whether a frame is
captured at the receiver depends on the difference between its signal power and in-
terfering signals. If this difference is sufficiently large, the considered frame will be
successfully decoded and passed to the mac module. We implement the capturing
approach in the PHY layer.

7.2.3 The Simulation Platform: A combined Network and Road Traffic Simulation

Our simulation environment is a hybrid simulation platform composed of the sim-
ulation tools SUMO, which provides road traffic simulation, and OMNeT, which
provides the basis for our network simulation (see Figure 49). The complete ITS
protocol stack, particularly focusing on ITS-G5 and its medium access control pre-
sented above is implemented within the simulation model. The interaction between
both simulators is enabled by the TCP-based client/server TRaCI. It allows to re-
trieve status information (vehicle’s status) of simulated vehicles and to control or
manipulate their behavior on-the-fly. Information about traffic infrastructures in-
cluding traffic light state, induction loops and road network characteristics can
also be gathered. There are several commands implemented in both sides per-
mitting to influence the vehicle behavior, for example, by forcing a lane change,
adapt the speed of a vehicle or even change a vehicle route accordingly to spe-
cific events. A coupled simulation platform creates an opportunity that enables
the performance evaluation of V2V-based applications. For any simulation study, a
communication configuration file needed by OMNeT++as well as SUMO files con-
taining the complete road network description including traffic flows and building
data are prepared in advance. While simulation results are recorded into textual,
scalar files and vector files in OMNeT++, those collected in SUMO are based on
XML data representation. The post-processing of simulation results are provided
by self-developed scripts using python, awk, and bash programming and command
languages.

7.2.4 Urban Intersection Propagation Path-Loss Model

A proper investigation of the performance of VANET at urban intersections will
strongly depend on the accuracy of the radio channel model used. Furthermore,
a credible simulation-based evaluation of V2V requires a profound understand-
ing of the wireless channel. The dynamic and complex topology of VANET and
the inevitable presence of numerous mobile and static obstacles such as buildings,
vegetation and other vehicles, especially frequent at urban intersections, poses a
challenging problem. Radio propagation in urban areas is quite complex because
it often consists of reflected and diffracted waves produced by multipath prop-
agation. Although the effects that are influencing radio wave propagation have
been well investigated [56, 72, 98], a validated and representative 5.9 GHz NLOS
path loss model for vehicular networks in urban environments is still missing
[93, 63, 139–141]. This is primarily due to the complexity of developing theoret-
ical models which require the use of a large number of equations describing the
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Figure 49: Hybrid simulation platform composed of SUMO and OMNeT++

physical structure of radio wave propagation. Despite the fact that these physics-
based models provide a high accuracy of the path loss estimation, these models
tend to be extremely complex and require excessive computational resources. The
aforementioned reasons motivate the design of a dedicated urban propagation
model by means of extensive field measurements conducted at different city in-
tersections and concentrating on effects which influence the received signal power.
We consider two separate scenarios and intersections based on shadowing states
due to the structure of the intersection and the traffic behavior. We distinguish be-
tween LOS and NLOS situations. While the NLOS is caused by buildings and occurs
when transmitter and receiver travel on two crossing road segments of the inter-
section, the LOS implies situations that reflect obstruction-less conditions with no
building between the communication link. The measurement performed in the city
of Hannover leads to the development of path loss model dedicated for LOS situ-
ations while this conducted in Braunschweig in Germany provides a site-specific
model for NLOS. As a result, we proposed in this section a measurement-based
Urban Intersection Propagation Model for LOS and NLOS situations based on a pro-
found measurement campaign at two different urban intersections located in two
Germany cities. The obtained propagation path loss model which distinguishes
between obstructed and unobstructed situations constitutes the basis of our simu-
lation study and is given as:

PL(d)dB =

PLLOS(d) LOS situations

PLNLOS(dTX,dRX) NLOS situations
, (20)

where PL(d) denoted the decibel path loss, d =
√
dTX

2 + dRX
2 is the separation

between transmitter and receiver, dTX and dRX the distance of the transmitter, and
the receiver relative to the intersection center, respectively.
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path loss for los situations :
In general, the path loss in urban areas can be adequately represented by a log
normal shadowing path loss model given by:

PLLOS(d)dB = PLLOS(d0) + 10 ·n · log10(
d

d0
) +Xσ(0,σ) (21)

where PLLOS(d0) is the path loss in dB at a distance d0, n is the path loss ex-
ponent dependent on propagation environment, and the additional term Xσ(0,σ)
is the zero-mean Gaussian distributed random variable with standard deviation
σ. This variable represents the long term variation of signal power in dB, known
as signal fading. It comprises multi-path propagation effects as well as shadowing
caused by surrounding vehicles or other objects obstructing the communication
path. Typically, all these parameters are empirically determined using regression
methods based on measurement results.
To determine the parameters of the model, we performed a set of measurements at
a typical city intersection in Hannover. The experiments were performed in rush
hour conditions in order to integrate in a simple manner the impact of obstructing
vehicles. Also, the effect of multi-path propagation produced by reflected waves
on buildings and vehicles parked along the road are taken into account. Typically,
reflections from the ground could also occur in unobstructed environments. All
these effects contribute constructively or destructively to the received signal power
and belong to the nondeterministic component Xσ(0,σ). The transmitter was lo-
cated at several positions providing most of the time an almost perfect LOS to the
receiver.
Based on the received power samples Pr from the measurements and the transmis-
sion power Pt, we can easily deduce the measured path loss as PLLOS(d) = Pt−Pr.
It should be noted that the transmission power includes already the overall system
loss resulting in an EIRP of 23.2dBm. The system loss comprises cables and connec-
tor losses as well as the antenna gain.
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Figure 50: Measured path loss and fading under LOS conditions.

Figure 50a shows the path loss over all runs obtained during the experiment. Due
to the linearity between the measured path loss and the separation between trans-
mitter and receiver, we carried out the regression using a simple linear regres-
sion technique. Applying linear square curve fitting to minimize the root mean
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square error, we obtained the red line which yields d0 = 1m, PLLOS(d0) = 50dB
and n = 2.55 corresponding to the best-fit to Equation 21. Furthermore, we deter-
mine fading as the deviation between the measured power sample and the fitted
curve representing the average signal power over every distance d. Results are de-
picted in Figure 50b. In order to determine the distribution function approximat-

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

-15 -10 -5 0 5 10 15

Fr
eq

ue
nc

y

Fading [dB]

Xσ(0,σ)

(a) Fading distribution

-4 -3 -2 -1 0 1 2 3 4

-15

-10

-5

0

5

10

15

20

Sa
m

pl
e

Q
ua

nt
ile

s

Theoretical Quantiles

(b) q-q Plot

Figure 51: Distribution and probability mass function of fading, q-q plot for the validation
of the assumed normal distribution.

ing the fading distribution, we determine and show in Figure 51a the Probability
Mass Function (PMF) of the measured fading. We observe that the distribution of
fading follows a normal distribution with the standard deviation σ = 3.9dB of the
zero-mean Gaussian random variable Xσ(0,σ).

To check whether the normality of fading is valid, we employ the quantile-
quantile plot or q-q plot. It is based in general in the computation of the theoretical
expected value for each data point of the measured fading. A normal q-q plot for
the fading points is shown in Figure 51b. The x-coordinates are obtained using the
unit normal distribution N(0, 1). In the Figure, a straight line that provides least-
squares fit to the points is also shown. We observe that the points of the q-q plot
fall approximately on the straight line which implies that the measured fading fol-
low the assumed normal distribution. After determining all parameters, the path
loss for LOS for urban areas can be given as

PLLOS(d)dB = 50.0+ 25.5 · log10(d) +N(0, 3.9) (22)

path loss for nlos situations :
From a topology point of view, a radio propagation model that takes the distance
dTX of the transmitter and the distance dRX of the receiver relative to the intersec-
tion center is required, especially at urban intersections. Therefore, we developed
a two-dimensional model based on a measurement campaign at the city of Braun-
schweig for NLOS which can be expressed as follow:

PLNLOS(dTX,dRX)dB = PL(dTX,dRX) +Xσ(0,σ) (23)

The model also incorporates the random variable Xσ(0,σ) described above reflect-
ing the variation in received signal power due to multipath components.
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The experiments were conducted with the transmitter at two fixed positions
while the receiver was moving toward the intersection center. Due to the complex-
ity to obtain a complete 2D path loss model, a ray-tracing tool is used to model the
wave propagation by reproducing the measurement’s scenario while considering
a high granularity of communication pairs around the intersection. For each trans-
mitter and receiver pair, a path loss value based on the complex channel impulse
is calculated. For this purpose, multipath wave propagation caused by signal re-
flection or diffraction on surrounding buildings along the intersection are also con-
sidered. It requires a 3D building and elevation data which were then integrated
into the ray tracer as illustrated in Figure 52.

(a) 3D building map (b) Top view

Figure 52: Measurement intersection reproduced in the ray tracing. (a) Reflected and re-
fracted rays between two vehicles. (b) Colored map corresponding to the mea-
sured power level. The gray circles represent the varying position of the trans-
mitter.

Based on ray-tracing results, we generate a realistic geometry-based determinis-
tic propagation model that reflects obstruction-less conditions. The obtained term
PLmeas(dTX,dRX) depicted in Figure 53 was then integrated as a lookup table in
the simulator platform. This term takes the distance dTX of the transmitter and
the distance dRX of the receiver relative to the intersection center into account. To
make this empirical model accessible to the research community, we use a regres-
sion technique to fit an equation to the measured term PLmeas(dTX,dRX) in order
to obtain a close form which can then be easily imported in network simulators.
The fitted term PL(dTX,dRX) can then be expressed as

PL(dTX,dRX)dB =
54+ 0.91(dTX + dTY)

1+ 0.0053(dTX + dTY)
(24)

For the sake of accuracy, the developed model was compared against with exper-
imental measurements and iteratively fitted. The post processing and integration
of the measurement’s scenario in the ray tracing tool were performed by the de-
partment of mobile systems from the technical university of Braunschweig. Apart
the direct and reflected path, the ray tracing tool takes the diffuse scattering of
wave into account. More details about the ray tracing tool can be found in [142].



7.2 simulation tools 115

50
100

150
200

250
300

50
100

150
200

250
300

40

60

80

100

120

140
Pa

th
lo

ss
[d

B]

dTX [m]
dRX [m]

Pa
th

lo
ss

[d
B]

40
60
80
100
120
140

Figure 53: Path loss term PLmeas(dTX,dRX) for NLOS based on measurements and its fitted
curve (in red).

communication range :
In interference-free conditions as well as under high vehicle densities, it is crucial

to identify the communication range that ensures a proper operation of V2V appli-
cations. The knowledge about the communication range provides a useful infor-
mation to application designers allowing an efficient investigation and definition
of application requirements. Safety critical applications such as collision avoidance
may require a high level of information accuracy compared to infotainment-based
applications. As a consequence , we adopt a more strict definition of the communi-
cation range as the distance between transmitter and receiver where the received
signal power is 99% of the time above the receiver sensitivity. As discussed above,
due to the stochastic term of the path loss component, the signal strength at the re-
ceiver in a given urban area at a fixed position d from the transmitter is log normal
distributed with a Probability Density Function (PDF) expressed by

p(Pr) =
1

σ
√
2π

exp−
(Pr−P̄r(d))

2

2σ2 (25)

The received signal power in dB is expressed by a normal random variable with
a mean P̄r(d) = Pt − PLLOS(d0) − 10 · n · log10(

d
d0

) and a standard deviation σ.
To obtain the communication range CR, we first have to determine the probability
that the receiver signal power Pr at distance d is above the receiver sensitivity Pr,th
as

PPr,th(d) = P [Pr > Pr,th] =

∫∞
Pr,th

p(Pr)dPr =
∫∞
Pr,th

1

σ
√
2π

exp−
(Pr−P̄r(d))

2

2σ2 dPr

=
1

2
+
1

2
erf
(
P̄r(d) − Pr,th

σ
√
2

)
(26)

Figure 54 shows the probability PPr,th(d) as function of the distance d between
transmitter and receiver. It represents the CDF of the received signal power. In other
words, it is the probability that a received packet can be successfully decoded. We
observe in this figure that almost 10% of the packets can be successfully decoded at
a distance d ≈ 550meter. For efficiency-based applications such as the Green Light
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Optimized Speed Advisory (GLOSA), a probability of packet reception of at least
10% will already fulfill the application requirement as these kind of applications
rely not on a real time information but more on sufficient communication range
needed by the driver in order to adjust his speed according to the corresponding
traffic light information.

0

0.2

0.4

0.6

0.8

1

0 100 200 300 400 500 600 700 800

P
[ P

r
>

P
r

,t
h

]

Distance d [m]

RCR = 145m

Figure 54: Probability of packet reception PPr,th(d) as function of the distance d between
transmitter and receiver.

Since we are interested in the Reliable Communication Range (RCR) assuming
a reception probability of at least 99 percent. This could be obtained using Equa-
tion 26; we get:

PPr,th(RCR) = 0.99 ⇐⇒
1

2
+
1

2
erf
(
P̄r(RCR) − Pr,th

σ
√
2

)
= 0.99

erf
(
P̄r(CR) − Pr,th

σ
√
2

)
= 0.98

Considering that the argument of the error function erf that yield 0.98 is about
1.646, it follows

P̄r(RCR) − Pr,th

σ
√
2

= 1.646 (27)

and recalling that P̄r(RCR) = Pt − PLLOS(d0) − 10 ·n · log10(
RCR
d0

), we get

Pt − PLLOS(d0) − 10 ·n · log10(
RCR
d0

) − Pr,th

σ
√
2

= 1.646

RCR = d0 · 10
Pt−PLLOS(d0)−Pr,th−1.646·σ

√
2

10·n

Assuming Pt = 23.2dBm, Pr,th = −91dBm, PLLOS(d0) = 50dB, σ = 3.9dB,
n = 2.55 , and d0 = 1m, the reliable communication range can be obtained as

RCR = 145meter (28)
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It should be noted that the determined RCR represents the maximum reliable com-
munication range in LOS and under interference-free situations since considering
more than one transmitter will result in a reduction of the communication range
due to an increasing level of interference. And this is only valid when we assume
a reception probability of at least 99%.

7.3 scenario description and simulation setup

7.3.1 Scenario Description

A crucial task envisioning a simulation-based evaluation of vehicular networks is
the choice of an adequate simulation scenario that could provide a representative
statement about the performance of V2V communication. The selection of the sce-
nario depends on the application as well as the communication protocol under
study and has to be carefully chosen and configured. For the sake of comparison
with related works in the literature, we select the so-called Manhattan scenario
which is the most frequently used scenario and hence provides a good basis for
the investigation of vehicular networks in urban areas. Despite its medium level
of realism, this kind of scenario provides due to the regularity of buildings and
streets, a comfortable environment for the evaluation of vehicular protocols. The
Manhattan grid used in this work as illustrated in Figure 55 consists of square
grids following a regular structure of similar size with 16 buildings, 9 intersections
and 24 road segments with two lanes per direction. Each building has a size of
260x260m2 while roads have a width of 40m. These dimensions are in accordance
with those found in the literature and provide as well a good agreement with the
maximal achievable communication range determined above.

As we are interested in the most critical case in terms of the scalability effect, we
consider a fixed traffic density of ρ = 83 veh/km/lane, which quantifies the aggregated
number of vehicles on a roadway segment per km per lane. It corresponds to
heavy traffic close to the section’s capacity and an average inter-distance between
vehicles of 7m. The traffic load is uniformly distributed over the network topology.
The traffic simulator SUMO provides OMNET++ with each vehicle’s mobility data
through the Traffic Control Interface (TraCI). Each intersection was controlled by
traffic lights following a realistic traffic control plan. This implies that on one hand
a high density of vehicles is expected around intersections where queuing and
clustering phenomena occur. On other hand, there will be a lower density along
streets separating intersections. Moreover, vehicles on these streets will drive up
to the section’s recommended speed. In order to eliminate boundary effects, we
chose the intersection in the middle (red square in Figure 55) of the scenario as
target intersection. The crossing road sections I, II, III, and IV as well as the area
near intersection’s center are considered as Region of Interest (RoI). This region is
used for statistical evaluation of the communication performance.

In order to consider also the impact of the intersection type, we distinguish
based on the study presented in Chapter 3 between three intersection types with
respect to the placement of buildings in the region of interest:

urban close intersection : This intersection as depicted in Figure 55a shows
a typical inner city intersection with four corners occupied by buildings and hence
may correspond to Type 4. Recall the analysis of the building occupation in the
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selected European cities revealing that up to 40% of all 4-leg intersections have a
building at each four corners. In this scenario, vehicles located around the inter-
section center would be likely exposed to interference from crossing road sections,
while vehicles approaching might only be influenced by vehicles on their own road
sections.

urban half-open intersection : In this intersection, two corners were occu-
pied by buildings which provide a mixed environment of obstructed and unob-
structed situations as show in Figure 55b. The influence of interference is expected
to increase due to the missing of buildings G and K.

urban open intersection : In contrast to the closed and half-open intersection,
the absence of building blocks F, G, J, and K leads to a perfect LOS between vehicles
in the RoI area as can be seen in Figure 55c. This situation leads to a significant level
of interference since all vehicles in the RoI are sharing the same communication
range. In other words, all vehicles in road sections I up to IV hear, and hence
interfere with each other.
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Figure 55: Urban scenarios with different intersection types and the region of interest (gray
area). The red square represent the targeted intersection’s center.

7.3.2 Simulation Setup

To provide an accurate assessment of the effective potential and limits of V2V com-
munication, a simulation-based evaluation requires a proper simulation setup and
configuration using parameters conforming to the established communication stan-
dard. In this way, the level of realism is increased. Table 10 summarizes the simula-
tion parameters that all results presented in this section have in common, where fc
denotes the carrier frequency, Pt the transmission power, Rb the data rate used for
transmission, and N the noise floor, respectively. The model assumes that a frame
can be successfully decoded by the receiver if the SINR during frame reception is
greater or equal to SINRth. The corresponding received power threshold allowing
successful frame reception in absence of interference is referred to as the receiver
sensitivity Pr,th, and Pr,cs denotes the carrier sense threshold. The message gener-
ation rate fg represents the frequency of CAM updates. The penetration rate p is
defined as the ratio of equipped vehicles with a communication module. All these
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parameters were fixed during each simulation run as we only consider single-hop
broadcast transmissions in this study and no congestion control was applied. We
chose a fixed contention window CW=31 because it was shown in [143] that CW
has not noticeable influence on the communication performance. We make use of
the proposed simulation platform presented in Section 7.2.3 as well as the devel-
oped dedicated urban propagation model to evaluate aforementioned scenarios.

The variation of parameters from the table below leads, considering 10 repeti-
tions per configuration, to a total of 810 simulation runs performed within this
thesis. Each simulation run takes an average of 16 hours, depending on the pa-
rameter configuration. High penetration rates and message generation rates com-
binations generate a large number of events that has to be processed by the simu-
lation kernel and thus requires more computational efforts. Summing up all simu-
lation duration, 810 multiplied by 16 hours leads to 540 days of computing time
if only a single core is utilized for the whole simulation campaign. To deal with
the computational power issue, the Scientific Computing Group at the University
of Hannover offers massive parallel computing systems and computers with large
memory allowing to run simultaneously several single simulation runs in multiple
nodes. In this way, with a maximal jobs of 72 per user, the whole simulation study
could be then performed in a couple of days.

Table 10: Communication and simulation parameters used for the evaluation

category parameter value

phy Frequency fc 5.9 GHz
Data rate Rb 6 Mbps

Noise floor N -100 dBm
SINRth 9 dB

Receiver sensitivity Pr,th -91 dBm
Carrier sense threshold Pr,cs -93 dBm

Transmission power Pt {5, 13, 23} dBm

mac Slot time 13µs
SIFS time 32µs

Contention window CW 31

cam Message generation rate fg {5, 10, 15} msg/s
message payload size 1000 Bytes

scenario Manhattan grid 1200x1200m2

# of junctions 9
Traffic density ρ 83 veh/km/lane

Intersection type {Close, Half-Open, Open}
Penetration rate p {5, 10, 25} %

Simulation time 100s

Repetitions 10
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7.4 evaluation metrics

In general, the performance evaluation of a computer systems requires quantities
that precisely capture and measure the behavior of a given system. Hence, such
systems depend on several factors which directly or indirectly influence its per-
formance. However, unlike typical network-based performance metrics such as
throughput, delay and packet loss, vehicular communication requires new metrics
that are directly related to the behavior of the vehicular network characterized by
the highly dynamic topology of VANETs and its stringent delay requirement. More-
over, QoS requirement of V2X application demands metrics which should deal with
the single-broadcast nature of the network. To keep the specificity of single-hop
broadcast of vehicular networks from several perspectives and also based on works
found in the literature [144], we introduced mostly used QoS metrics in VANETs in-
cluding packet drop rate, Packet Delivery Rate (PDR), Packet Reception Rate (PRR),
Channel Busy Time (CBT) and Message Age (MA):

channel busy time (cbt): Fraction of time in which the channel is sensed
busy due to own frame transmissions or neighboring frame transmissions during
a certain period of time. A channel is considered as busy whenever the measured
signal power observed at a node exceeds the carrier sense threshold Pr,cs or when
a node currently transmits to the wireless channel. The channel busy time is a di-
rect measure of the channel utilization and is also used to estimate the load on the
wireless channel allowing the definition of network states e. g. restrictive, active and
relaxed, based on predefined assumptions. As the channel load is measured in the
Decentralized Congestion Control (DCC) module which introduced a congestion
control approach by limiting the channel load according to network states, we in-
tegrated this module into our model. Doing so, we were then able to periodically
gather CBT samples.

packet drop rate : The number of packets discarded due to expiry time among
the number of packets generated by the application layer. Due to the broadcast
nature of VANET, the lifetime of a packet in the MAC queue is bounded by the
message generation interval ,e. g., 1/fg so that a newly generated packet would
replace the old one. We designed replaced packets due to the expiry time as packet
drops. This is also considered as a local loss as it occurs when a node experiences
the channel as highly saturated so that new arriving packets from the upper layer
are directly dropped. Intuitively, one could argue that a smaller CBT will result in
a lower packet drop rate characterized by a relaxed channel status.

packet delivery rate (pdr): The number of packets successfully delivered to
the number of packets transmitted by a tagged node. Transmitted packets refer
to packets which successfully pass the MAC layer and were therefore not been
dropped due to expiry time. Please recall that a packet is assumed to be success-
fully delivered if the SINR during packet reception is greater or equal to SINRth and
the signal power exceeds the receiver sensitivity Pr,th. In this work, we consider
that a packet is not successfully delivered due to two reasons: (i) when backoff
counters of two or more nodes located within the same transmission range simul-
taneously reached zero; or (ii) when nodes which are hidden to each others begin
the transmission at the same time. Transmitted packets which are not delivered
due to path loss are not considered. This receiver-centric metric is determined at
the PHY layer of a specific receiver.



7.4 evaluation metrics 121

packet reception rate (prr): The ratio of the number of packets successfully
received to the number of packets generated by the application layer at a tagged
node. This metric takes aforementioned metrics such as the packet drop rate and
the PDR into account. As the PDR, it a receiver-centric metric determined using the
concept of packet numbering which allows to detect lost packets due to collision or
drop. In other words, the PDR directly depends on the number of missing sequence
numbers in received packets. Regarding the requirement of safety based applica-
tions, this metric provides application designers a useful QoS measure which is
directly linked to the performance of the communication.

end-to-end delay (DE2E ): The time between a packet generation and its recep-
tion by a certain node as depicted in Figure 56. Basically, the end-to-end delay in
VANETs is the accumulation of channel access time delay, transmission delay, and
propagation delay in the channel. The transmission delay is the time needed to
push all bits of a packet into the channel. This delay will remain constant since it
depends solely on the message size and the data rate. The propagation delay which
is the time taken by the signal to travel from the sender to the receiver is negligible
since nodes can communicate only in a range of few meters. The delay due to the
waiting time in MAC queue is until the packet’s transmission, also known as the
Channel Access Time (CAT) is a crucial component of the end-to-end delay. The
CAT depends on backoff counter chosen as well as on the observed channel load
during the frame transmission and can then fluctuate from packet to packet.

message age (DMA ): The time between two successfully received messages in-
clusive the CAT of the first message from a specific sender. This takes the channel
access time in the MAC queue as well as the time due to successive packet losses
into account. The illustration in Figure 56 is used to demonstrate how message
delays are determined in our evaluation. Let us consider an example showing the
timing diagram of two successfully received messages (message 1 and 4) from
their generation until their reception point in time. We consider a successful mes-
sage dissemination as follows: a message i generated at time tg ,i passes through
the MAC layer and experiences the time in the queue tq ,i until reaching the re-
ceiver at time tr ,1 . Packet losses due to packet collisions in the channel as well as
due to the expiry time in MAC queue are also depicted. This is the case for the
message 2 and 3 in the following Figure.

While the end-to-end delay for multi-hop communication might be of interest, for
broadcast-based message dissemination, evaluating message latency based solely
on this metric will provide limited conclusions about the application’s reliability as
the message delay does not consider additional time delays due to packet losses. A
fraction of lost packets increases when the channel becomes saturated. Motivated
by this limitation, we therefore introduced the message age providing a good in-
dicator about the freshness of information received from a specific sender in the
node’s neighborhood since safety-based applications require low latency for the
message exchange in order to provide an acceptable awareness among vehicles
in communication range. In the literature, the message age is often simplified to
inter-arrival time [143], inter-reception time [145], inter-message delay [146], or simply
the update delay [147], which are all defined as the time between two consecutive
successfully received messages from the same sender.
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Figure 56: Illustration of delay types and packet loss.

7.5 results and analysis of fundamental factors

In this section, we discuss results obtained during the simulation campaign. In
contrast to a highway scenario characterized by a 1-D road network topology with
straight street segments, the investigation of the communication performance at
urban intersections requires a 2-D representation of results. This allows a more
quantitative transmitter/receiver evaluation as function of the distance dTX of the
transmitter and the distance dRX of the receiver relative to the intersection center.
In other words, we analyze the performance from a receiver perspective with re-
spect to the distance to a potential transmitter to the intersection implying that we
are interested in the level of awareness that a vehicle can achieve from its direct
neighborhood. We first investigate environmental factors that affect the communi-
cation link. We evaluate in a second part the impact of different communication
parameters followed by a profound investigation of packet losses. Hereby, we ex-
amine the source of interference followed by a classification of packet collisions,
which can occur in VANETs.

7.5.1 Environmental Factors

The penetration rate, intersection type, and transmitter/receiver constellation are
natural and uncontrollable factors that adversely affect the communication perfor-
mance. The challenge of V2V is to recognize and eliminate as much of the impact
of these factors that participate in the communication process. In fact, in order to
obtain a high level of realism during the performance evaluation of VANETs, we
deal in our evaluation with all these factors.

Impact of Penetration Rate

Since 2012, twelve important European vehicle manufacturers have signalized their
intention to bring cooperative systems based on V2X communication onto roads
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starting in 2015 implying that V2V systems are close to market introduction. While
in the early stage of deployment only a small portion of vehicles will be equipped
with a communication system, traffic density can be expected to grow substantially
during peak hours in urban environments. Under high vehicle densities, especially
at city intersections, the channel will suffer from severe congestion which subse-
quently leads to a rapid degradation of the communication performance reflected
by long delays and packet collisions. However, a vehicular network should be able
to accommodate when a traffic load changes from low to high traffic densities. In
order to gain insight into the scalability effect of VANETs, we evaluate the impact of
different penetration rates in term of vehicle densities. We defined the penetration
rate as the number of communicating vehicles over the total number of vehicles
in the considered simulation network. Both factors, penetration rate and vehicle
density, are directly dependent. Meaning that the higher the total number of vehi-
cles in the road network, the larger communicating vehicles are involved within a
common communication range. To investigate the scalability effect, we explicitly
increase the number of communicating vehicles through variation of penetration
rates. Following Table 11 underlines the relationship between the penetration rate,
traffic density and traffic conditions of the simulated road network.

Table 11: Penetration rates versus traffic conditions

Penetration Traffic Traffic
Rate Density (veh/km/lane) Conditions

5 % 9 Free
10 % 18 Stable
25 % 42 Unstable

Based on the Level of Service (LoS) defined according to traffic conditions de-
fined in [148], a penetration rate of p = 5% represents free flow traffic conditions
reflected by a situation where traffic streams are above recommended segment
speed and drivers have a complete mobility between lanes. A penetration rate of
p = 10% corresponds to stable traffic flows where the ability of drivers to maneu-
ver through lanes is considerably limited, and lane changes require more driver
attention. Finally, a penetration rate of p = 25% represents unstable traffic flows
that not necessarily lead to traffic congestion but corresponds to situations where
the freedom to maneuver within the traffic becomes much more limited and the
driver behavior approaches an uncomfortable level. A penetration rate of p = 100%
corresponds to a traffic density of 83 veh/km/lane.

In Figure 57, the average PDR recorded with different penetration rates and in-
tersection types is depicted as function of dRX and dTX distances. The results pre-
sented in this subsection include a fixed message generation rate of fg = 10msgs/s
and a transmission power of Pt = 23dBm.

As a first observation, it is apparent that, in general for all intersection types,
the PDR decreases with increased distance dRX and dTX, respectively. We can also
observe as expected that the PDR is directly linked to the penetration rates as a high
number of communicating nodes implies an increasing probability of packet loss
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Figure 57: Impact of penetration rate: Average PDR as function of dRX and dTX distances.
Comparison of the results by using different penetration rates for the Open in-
tersection type with fg = 10msgs/s and TxPower = 23dBm.

due to packet collisions in the wireless channel. However for the Open intersection
type, while simulating with a lower penetration rate of p = 5%, up to 70% of the
transmitted packets were successfully received for dTX,dRX 6 200m, respectively.
However, the PDR drops considerably to only 10% at a high penetration of p = 25%.
As a consequence, safety-based applications which require a packet reception rate
of 100% will fail under such channel conditions due to high vehicle densities.

As already noticed, the determination of the PDR does not consider packet losses
due to packet drops. Hence, the real communication performance reflected by the
aforementioned Packet Reception Rate (PRR) would be considerably worse since
this takes packet drops into account. To better examine the effective reception
probability also know as PRR, we picked more specifically a pair of vehicles A
and B to illustrate the impact of the penetration rate on communication perfor-
mance. Hereby, we configure the transmitter at a fixed location dTX = 50m on a
side street (road section I in Figure 55), while the receiving vehicle B moved on
an intersecting street, approaching the intersection with a speed of approximately
= 50 km/h (road section II). This could be assimilable to a situation where a vehicle
approaching an intersection shall be informed about a risk of collision.

From the results presented in Figure 58, we can conclude that under free (p =
5%) as well as stable traffic conditions (p = 10%), the communication quality pro-
vides acceptable PRR values. However, reaching unstable traffic flows (p = 25%),
the network will suffer from severe packet losses caused due to packet drops and
packet collisions on the communication channel. Clearly, if the number of trans-
mitting nodes located within a common sensing range increases, the probability of
packet collision grows accordingly. This is especially true for the Open compared
to the Close intersection type which is part of the following investigation where
we concentrate on the impact of intersection topologies. Furthermore, PDR and PRR
results reveal that packet losses are not linear to the penetration rates, regardless
of the considered intersection type.

As a final note, the subsequent impact of the penetration rate in the VANET at
urban environments is confirmed so that this non-negligible environment factor
should be taken into account while developing efficient congestion control tech-
niques. The main goal of these network traffic control algorithms should be to
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Figure 58: Average PRR as function of the distance dRX of the receiver relative to the in-
tersection center under varying intersection types and when a transmitter is
located at dTX = 50m. fg = 10msgs/s and Pt = 23dBm.

regulate channel load according to the current traffic conditions as traffic density
cannot be readily influenced.
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(a) Open, fg = 10msgs/s
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(b) Half-open, fg = 10msgs/s
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(c) Close, fg = 10msgs/s
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(d) Open, fg = 15msgs/s
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(e) Half-open, fg = 15msgs/s
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(f) Close, fg = 15msgs/s

Figure 59: Impact of intersection type: Average PDR as function of dRX and dTX distances.
Comparison of the results obtained under different intersection types and mes-
sage generation rates with p = 10% and transmission power = Pt = 23dBm.



126 simulation-based performance evaluation

Impact of Intersection type

In the previous section, we have analyzed the effect of penetration with respect
to different traffic densities. However, an interesting research question behind the
motivation of this thesis is how a considered intersection type in term of building’s
placement around the intersection affects the performance of VANETs at urban in-
tersections. Intuitively, one can argue that building’s shadowing will attenuate the
propagation signal and, therefore, will lead to a reduction of the communication
range. But, on the other hand, this negative effect may limit co-channel interfer-
ence produced by hidden nodes or nodes present in a common communication
range as already shown experimentally in the previous chapter. In other words, it
is expected that the placement of buildings in intersection areas brings a positive
effect through the decrease of the communication cell reflected by a low number
of concurrent transmissions to the channel, especially at nodes located near the
intersection center. To answer this question, we used, therefore, for the evaluation
fixed communication parameters and performed a simulation study by varying
intersection types as defined in Section 7.3.1.

As can be seen in Figure 59, the Open intersection type provides, in general, the
best performance compared to the Half-open and Close type. This is especially true
when the transmitters and receivers are located at a distance lower than 200m
from the intersection center, respectively. The same behavior also appears when
we simulate with a higher channel load by considering a set up using a message
generation rate of fg = 15msgs/s (see Figure 59d, 59e, 59f). More interestingly, we
observe some areas in the figures where the Close type provides best results in term
of number of successfully received messages. For example, with a transmitter and
a receiver located at dTX 6 20m and 50m 6 dRX 6 200m, respectively, the Close ,
as well as Half-open type, perform slightly better than under the Open configura-
tion. In order to better investigate this behavior, we concentrate and focus on the
examination by fixing the transmitter position at dTX = 15m and present the re-
sults in Figure 60. As expected, already at a low channel load e. g. using a message
generation rate fg = 10msgs/s, the performance appears not so significant but
increases noticeably when increasing the channel load considering a simulation
using fg = 15msgs/s. Reasons behind these phenomena are subject of detailed
investigations in Section 7.5.2 where the influence of the message generation rate
is considered.

Impact of Transmitter/Receiver Constellation

Through the 2D representation of the average PDR as a function of the distance dTX
of the transmitter and the distance dRX of the receiver relative to the intersection
center, we remark that the position of the transmitter and receiver has an influence
on the obtained communication performance. In fact, the location of the transmit-
ter has no effect on the achievable PDR; however, the receiver experience is different
as packet collisions due to hidden nodes, for instance, is observed at the receiver.
Intuitively, a receiver located directly at the intersection’s center will suffer from
a high level of interference from surrounding nodes located on roads connecting
the crossways. To gain insight into the impact of transmitter/constellation, we ex-
amine the results by distinguishing between two classes of constellation: When
transmitter and receiver are located on the same road segment and when they are
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Figure 60: Average PDR as function of the distance dRX of the receiver relative to the in-
tersection center under varying intersection types and when a transmitter is
stationed at dTX = 15m. Penetration rate p = 10% and transmission power =
Pt = 23dBm.

on opposite road segments. This implies that both nodes are in perfect LOS situa-
tions. As a consequence, we expect that obtained results would be independent of
the considered intersection type.
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Figure 61: Transmitter and receiver on the same road segment: Average PDR as function
of dRX and dTX distances. Comparison of the results obtained under different
intersection types with fg = 10msgs/s, p = 10% and transmission power =
Pt = 23dBm.

Same Road Segment

The same road segment constellation refers to vehicles which are considered in LOS
and traveling on the same street independently of their driving direction. This im-
plies that the maximum distance between these nodes is equal the length of the
road segment connected by a crossroad. Furthermore, the diagonal of Figures 61
highlights the proximity between transmitter and receiver, e. g., when dTX ≈ dRX.
We observe in general from this figure that when both transmitter and receiver are
near to each other, almost all packets are successfully received. This is particularly
valid for the Open type represented by the diagonal on the Figure 61a even around
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intersection center for dTX,dRX 6 75m, respectively. However, under the Open as
well as the Close type, higher PDRs are observed, particularly when the receiver
is between 75m 6 dRX 6 280m independently of the position of the transmitter.
This can be explained by the fact that receivers located in this area are protected
from interference generated by surrounding nodes. In fact, buildings around the
intersection limit interfering signal power and ensure a better SINR at the receiver.
However, a deeper investigation will be performed in section 7.5.2. Based on these
results, we can conclude that safety-based applications such as lane assistant or
lateral collision avoidance which assume an almost perfect communication perfor-
mance, would perform very well, particularly already at stable traffic conditions.

Opposite Road Segment

The opposite road segment constellation refers to vehicles which are considered in
LOS and traveling on opposite streets connecting the junction independently of
their driving direction. This implies that the maximum distance between these
nodes is two times equal the length of the road segment connected by a crossroad.
Similar to the same road segment constellation, results in Figure 62 show that the
Close type performs better. Again, we observe a guard region due to the reduction
of interference level, e. g. at 75m 6 dRX 6 280m. This outlines once more the
positive impact of buildings on the communication performance. However, worse
results obtained when transmitter and receiver are located on opposite segments
compared to the same road segment, are not really surprising since nodes are located
far away so that the path loss component due to the separation between both
considered nodes considerably increase and thus is not more negligible.
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Figure 62: Transmitter and receiver on a opposite road segments: Average PDR as function
of dRX and dTX distances. Comparison of the results obtained under different
intersection types with fg = 10msgs/s, p = 10% and transmission power =
Pt = 23dBm.

7.5.2 Analysis of Communication Parameters

Communication parameters including transmission power, message generation
rate or data rate are controllable that could negatively or positively influence the
communication performance. However, the evaluation of the impact of these pa-
rameters is of particular importance. For example, while increasing the transmis-
sion power in low traffic densities will results in a better reachability of nodes,
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in high traffic flow conditions, this will lead to a degradation of the performance
due to high channel congestion reflected by packet collisions. In this context, in
order to gain insight into their influence, we evaluate and capture in this section
the impact of transmission power, message generation rate. Moreover, we consider
in the evaluation also the influence of varying intersection topologies as the het-
erogeneity of network topologies remains one of the main challenges of VANETs, in
particular at urban environments.

Impact of Transmission Power

In interference-free situations, the transmission power is of particular importance
in order to increase the communication range. But under the presence of interfer-
ence, increasing the transmission power leads to an augmentation of packet drops
and packet collisions due to a larger number of neighbor nodes, which compete for
the channel resulting in an increase of the interference level. As can be seen in Fig-
ure 63, the PDR decreases as the transmission power increases in particular for the
Open intersection type. In opposition to the Open type, we observe in the Close type
a slight increase of the PDR in the so-called guard region at 75m 6 dRX 6 280m. This
is due to the fact that increasing the sensing range will lead to a reduction of the
potential hidden nodes. Detailed reasons for the appearance of a guard region are
provided in Section 7.5.4.
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(a) Pt=13 dBm, Open, p = 10%
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(c) Pt=13 dBm, Close, p = 25%
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(d) Pt=23 dBm, Open, p = 10%
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(e) Pt=23 dBm, Close, p = 10%
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(f) Pt=23 dBm, Close, p = 25%

Figure 63: Impact of transmission power: Average PDR as function of dRX and dTX dis-
tances. Comparison of the results obtained under different transmission power
and penetration rates for the Open and Close intersection type and with fg =
10msgs/s.

Regarding the impact of transmission power on the CBT, we plot in Figure 64 a
2D representation of the average CBT measured at each target vehicle during the
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whole simulation duration. There, the aggregated CBT is represented as a func-
tion of the absolute position of target nodes distributed over the simulation area
(1200m× 1200m). Different transmission power values and penetration rates were
investigated in order to capture their impact. As already mentioned, the CBT is
defined as the fraction of a set period of time that a channel is busy. A channel is
reported as busy if the measured signal power is above the carrier sense threshold
Pr,cs even if no packet is currently received. As a consequence, the transmission
power will strongly influence the communication range, and thus impacts the mea-
sured CBT. Intuitively, one can argue that the higher the communication range, the
higher the signal strength measured at a given node. This leads to an increase of
the channel occupancy produced by the exchange of packets between nodes.
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(c) Pt=23 dBm, p = 25%

Figure 64: Channel busy time (CBT) for the Open intersection type and Pt = 23dBm and
with fg = 10msgs/s.

Precisely interesting is the CBT, which already reaches 55 − 62% under nor-
mal traffic conditions (low penetration rate and transmission power) measured
by nodes located in the RoI as shown in Figure 64a. In this case, the DCC algorithm
declares the network status to be restrictive as the achieved CBT is above 50% [149].

By comparing Figures 64b and 64c, we see that once the vehicle density increases,
the performance rapidly drops as the CBT increases from almost 80% up to 97%
in the RoI. In other words, more than 80% of the time, the channel is observed
to be busy leading consequently to a strong increase of packet collisions up to
approx. 90%, and hence, to an unacceptable communication performance (see Fig-
ure 63f).

Furthermore, we observe that increasing the transmission power leads to im-
proved packet reception rates in further distances. However, this behavior is veri-
fied only under low traffic density, and the situation is completely reversed when
the density of vehicles increases. This statement is true for all types of intersec-
tions. In a nutshell, increasing transmission power does not necessary lead to a
better communication performance.

Impact of Message Generation Rate

Similar to the transmission power, the message generation rate is a crucial pa-
rameter that could considerably affect the network condition and thus the perfor-
mance of V2X applications. The timely delivery of CAMs is a basis requirement for
an efficient operation of safety-based applications. To be able to track vehicles in
a neighborhood, and therefore to detect potentially dangerous situations for the
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driver (e. g., forward collision), received CAMs should be fresh and actual. Under
low penetration rate, disseminating at higher message generation rate provides an
accurate delivery of vehicle tracking information. However, under high traffic den-
sity, this leads to a higher probability of packet collisions, which in turn results in
long delays or message age between packets. Ensuring that enough information
from each node reached its direct neighbors is the main challenge of VANET. As
a consequence, choosing an adequate message generation rate value is of most
importance in the design of V2V applications. Motivated by aforementioned rea-
sons, we investigate in following the impact of the message generation rate on the
communication performance.
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Figure 65: Packet drop rate for all vehicles against the packet generation rate for the Close,
Half-open and Open intersection type and Pt = 23dBm.

Figure 65 presents the ratio of packet drop obtained with a fixed transmission
power of Pt = 23dBm while varying the penetration rate, the intersection topology,
and the message generation from 1msg/s to 15msgs/s. Obviously, the fraction of
dropped packets increases as the traffic intensity in term of message generation
rate increases. However, this behavior is more pronounced when we consider the
Open intersection type. We observe that the network experiences almost 25% fewer
packet drops in the Open type than in the Close type (see Figures 65a and 65c).
A really interesting finding is the positive effect of surrounding buildings which
somewhat limits interference power and thus relaxes the channel load. This aspect
is confirmed by the achieved CBT in Figure 66, which results apart from the trans-
mission power also from the message generation rate. However, the influence of
message generation rate on the CBT is less pronounced. At higher message gener-
ation rate, the channel load remains low below 60% implying a relatively good
communication performance reflected by almost no packet drops.

Regarding the impact of intersection types on the CBT, we observe when com-
paring Figures 64b and 66b, that the presence of buildings around the intersection
provides as expected a positive impact by halving the CBT from 80% to 40%.
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0 30
0

60
0

90
0

12
00

0

300

600

900

1200

0

0.2

0.4

0.6

0.8

1
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(c) fg=15 msgs/s

Figure 66: CBT for the Close intersection type with P = 10%, Pt = 23dBm and different fg.

7.5.3 Packet Delays in VANETs

In VANET, due to stringent application requirements, knowledge about the latency
of received messages is a crucial task in the performance evaluation of V2V commu-
nication. It is precisely because VANET has to cope with a lot of challenges including
the rapidly changing network topology which is subject to frequent packet losses
and lack of connectivity redundancy. Basically, we distinguish many types of delay
or latency depending on the scenario and use case. For Georouting applications,
each message travels between source and destination through intermediate nodes
and communication links. As a message travels from one node to the subsequent
node along the path, it will suffer from several type of delays. All these delays
together accumulate to give the total end-to-end delay. This metric is sufficient to
investigate the efficiency of the routing approach. However, for broadcast-based
networks such as VANET, the end-to-end alone would be inadequate according to
the single hop message dissemination. Therefore, we evaluate besides the classical
end-to-end delay also the message age as defined in section 7.4. Considering that
cooperative awareness is achieved through reliable exchange of messages among
vehicles, a situation awareness can be impaired when packet losses occur in batch,
even when the PDR is relatively high [145]. This aspect is also examined in the
following evaluation.

End-to-end Delay DE2E

The end-to-end delay is composed mainly of the channel access time DCAT due to
back off process plus the transmission delay also known as air time of the packet
Dair. An illustration is provided in Figure 56. Due to the coordination of channel
access mechanism between nodes, a sending node has to wait a random number
of idle slots which can be approximated by the duration DCAT = DAIFS +

CW
2 · TSlot.

The air time depends on the preamble duration Dpre, the packet size L and the data
rate Rb and is given by Dair = Dpre +

L
Rb

.
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We can then simply deduced the average end-to-end delay of a packet by

DE2E = DCAT +Dair (29)

= DAIFS +
CW

2
· TSlot +Dpre +

L

Rb
(30)

= SIFS+AIFSN[0] · TSlot +
CW

2
· TSlot +Dpre +

L

Rb
(31)

Considering SIFS = 32µs, AIFSN[0] = 9 , TSlot = 13µs, CW = 31 , Dpre = 40µs,
L = 1000Bytes, and Rb = 6Mbps, we get the average end-to-end delay as

DE2E = 1.7ms (32)

This calculated value is valid only under interference-free situations and could
represent the lower bound of DE2E. Since a node experiencing a busy channel will
freeze his backoff counter and defer the transmission until the channel becomes
idle again. In other words, in real traffic situations considering other contending
nodes, the end-to-end delay would be longer that the one obtained in Equation 32
by reason of the additional time elapsed during the busy period. However, it is an-
alytically hard to predict the length of such busy periods since it depends on the
number of concurrent transmissions heard at a given node. Moreover, the number
of hidden nodes shall be also considered which is also difficult to capture mathe-
matically.
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Figure 67: CDF of the end-to-end delay for the Close, Half-open and Open intersection type
with fg = 10msgs/s.

Figure 67 presents the cumulative distribution of DE2E obtained with a fixed
packet generation rate fg = 10msgs/s while varying the penetration rate, the in-
tersection type, and the transmission power. In general, we can observe that DE2E
is lower bounded by 1.7 ms irrespective of the configurations. This is - as expected
- in line with the value theoretically determined in Equation 32 and also indepen-
dently found in [150]. Moreover for highly saturated channel (Figure 67a and 67b),
the Open intersection type experiences significantly larger end-to-end delay values
due to longer channel access time and busy periods. For example in Figure 67a,
while almost 95% of end-to-end delay values are lower than 8 ms for the Close,
only 50% are below 8 ms when simulating with Open intersection type. On the
other hand, under low channel load in Figure 67c, all intersection types experience
almost the same end-to-end delay distribution. We remark also that the transmis-
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sion power has a slight influence on the obtained end-to-end delay in particular
under high channel load. However, we can conclude from the obtained results that
the end-to-end delay remains considerably low and is therefore not of greater in-
fluence in the performance of V2V. Moreover, these results are in good accordance
with those reported in [143] and analytically determined in [151].

It should be said that the end-to-end delay could only be determined when a
packet is correctly received. Additional delays caused for example by packet loss
would then be hard to capture when investigating message latencies in VANETs.
For this reason, we then introduce the message age which includes apart from the
end-to-end delay also the additional delay due to packet losses.

Message Age DMA

The message age can be also represented as the lifetime of an information which
provides knowledge about the real age of received data. To illustrate how message
age is determined, let us consider Figure 68 illustrating a sequence of arriving pack-
ets at a receiver. After message dissemination, a receiving node would experience
a message age DMA = (n+ 1)× Tg, where n represents the number of consecutive
lost packets and Tg = 1

fg
the message generation period. In ideal conditions char-

acterized by no packet collisions or packet drops implying n = 0, the message age
could be approximated to Tg. Whereas, in high saturated channel conditions im-
plying several consecutive packets lost, n goes toward infinity resulting in a longer
message age.

Tg Tg

DMA1
DMA2

DMA3
DMA4

Figure 68: Schematic diagram illustrating the relationship between the message age and
the message generation period Tg. Full and empty circles represent received
and lost packets, respectively.

Figure 69 presents the cumulative distribution of DMA obtained with a fixed
penetration rate p = 25% while varying the message generation rate, the intersec-
tion type, and the distance dRX of the receiver relative to the intersection center.
We observe in general that the Close type experiences a better message age distri-
bution compared to the Open type, irrespective of the location of the receiver and
the configured message generation rate. This is mainly due to the large amount
of packet drops in high channel load as illustrated in Section 7.4. Apart at a close
distance (dRX = 12m), 80% of message age samples are lower than 500 ms for the
Close intersection. More interesting, when considering intersection types, obtained
message age values collected at the Open intersection are independent of the po-
sition of the receiver. All receiver position variations provide almost the same dis-
tribution (see Figures 69a, 69b and 69c). However, for the Close intersection type
in Figures 69d, 69e and 69f, the receiver experiences lower message age values in
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further distance than at a close distance. We attribute this behavior to the guard
region that protect the receiver against interference power and thus diminish the
probability of packet collision in this region.
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Figure 69: CDF of the message ageDMA for different locations of the receiver to intersection
center for the Close and Open intersection type with p = 25% and Pt = 23dBm.

When considering message generation rates, there are not noticeable influence
on the message age distribution through sending at higher rates. Consecutive
packet losses under higher message generation rate will probably lead to similar
message generation periods while transmitting at a lower rate.

To examine the relationship between packet generation rate and the message age,
we show in Figure 70 the Probability Density Function (PDF) of the message age
while varying message generation rates and intersection types. We observe that the
message age is clearly multiple of the message generation period Tg. Considering,
for example, fg = 5msgs/s, we observe clusters at every Tg = 0.2 s equivalent to 1

5 .
This behavior is also the reason of the stair course of the CDF observed in Figure 69,
which confirmed the discrete value of the configured message generation period.

A more interesting observation is the distribution of consecutive packet losses.
It describes whether packet loss in V2V networks occurs in burst or not. We realize
that the majority of packet losses are either single or double-packet loss. This is
shown by shorter and thinner peaks of the distribution of message age at 0.13 s and
0.2 s for fg = 15msgs/s, 0.2 s and 0.3 s for fg = 10msgs/s, and 0.4 s and 0.8 s for
fg = 5msgs/s. By examining and comparing Figure 70a and 70b, we believe that
the aforementioned observations are valid for both intersection types, although the
Close intersection type experiences a better distribution reflected by lower message
age values.

In summary, we find that under Close intersection type, packets received by
vehicles would experience a lower message age than under an Open intersection.
Moreover, under high vehicle densities in both intersection types, a vehicle can
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Figure 70: PDF of the message age DMA with the receiver located at dRX = 12m to inter-
section center for the Close and Open intersection type. Simulated with p = 25%
and Pt = 23dBm.

miss several successive CAMs, especially for which located near the intersection’s
center. In other words, packet losses seem to be environment-independent.

7.5.4 Classification of Packet Collisions

To classify packet collisions, knowledge about the source of interference is indis-
pensable since packets collide mainly when the density of the interference signal
is stronger than the wanted signal at the receiver. In this section, we investigate
packet collision types according to the source of interference with respect to inter-
section types and transmission power values.

Source of Interference

To understand the source of interference in VANET, the SINR is an important term
which expresses the overall ratio of the wanted signal to any other unwanted power
at the receiver side and can be expressed as

SINRi =
Pri

N+
∑
PIi

(33)

Pri is the signal power of the wanted signal at the receiver i. In fact, due to sig-
nal fading, Pri may fluctuate and vary over time. For the sake of simplicity, we
assume stationary conditions and do not consider therefore the time dependency.
N represents the thermal noise and can be calculated as N = kB · T · B, where kB
denotes Boltzmann’s constant, T the temperature and B the Bandwidth. It is con-
stantly present at each wireless receiver and does not depend on the existence of
other potential transmissions. In the interference-free condition considering only
a single transmitter and a single receiver with no other transmission at the same
time implying that

∑
PIi = 0, the SINR equals the Signal-to-Noise Ratio (SNR) and

is expressed as

SNRi =
Pri
N

(34)

This means that the thermal noise is the lower boundary that limits transmission
range and should be therefore taken into account for a realistic performance evalu-
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ation. A packet can be successfully received if the power level of the wanted signal
is several degrees higher than the sum of interfering signals at the same time. Since
the medium is shared between nodes in the vicinity, the probability of simultane-
ous radio transmissions is higher to occur. When this happens, all of the nodes
receive multiple frames at the same time. This might result in a collision of the
transmitted frame at all of the receivers.

While a measurement-based characterization of packet collisions is hard to re-
alize using an off-the shelf wireless card, a simulative evaluation of VANET allows
a comfortable packet collision analysis by separating and classifying the source of
interference during each frame reception. Hence the total sum as well as the type
of interference collecting at each receiver can be precisely determined.

Cause of Packet collisions

As already mentioned, V2V communication relies on a multiple access protocol
such as CSMA/CA in order to coordinate the access of multiple sending and receiv-
ing nodes in a common shared channel. Typically, packet collisions in vehicular
networks occur when two nodes located in the same carrier sense range transmit
at the same time. Moreover, the inevitable and negative effect of hidden nodes -
which are out of range of the considered transmitter - could also lead to packet
collisions and hence to packet loss at the receiving node. In fact, due to the broad-
cast nature of V2V communication, the hidden node problem remains unsolved
due to the missing of the RTS/CTS mechanism. There is a variety of reasons why a
frame may not reach its destination node. Depending on the factor which caused
the collision, we classify and distinguish the packet collision occurring in VANET as
belonging to one of two main categories: CSMA and hidden node collision. We’ll
cover these categories of packet collisions in the following two sections.

Packet Collisions through CSMA-CA

Although the CSMA/CA protocol regulates packet transmissions into the shared
broadcast channel between nodes, there might be situations where packet colli-
sions will still occur. In fact, there are several reasons inducing this kind of colli-
sion but for the sake of clarity, we assume that packet collisions might occur due
to CSMA when:

• Two or more stations choose the same random backoff after sensing the chan-
nel as idle.

• Two or more stations choose different random backoff but their counter value
reached zeros at the same.

It is then obvious that if many nodes want to transmit frequently, many transmis-
sions will result in collisions. Clearly, the probability of packet reception or the
PDR depends on the locally generated channel load which is directly linked to the
penetration rate (number of nodes) as well as the packet generation rate. Moreover,
the number of nodes within a common communication range will in turn depend
on the transmission power. At higher transmission power, nodes may have a large
number of direct neighbors so that the frequency of accessing the channel will
increase as well. This implies a high number of packet collisions. For the sake of
simplicity, we denoted packet collisions due to the CSMA channel access protocol
simply CSMA Collision. We defined the CSMA Collision Rate (CCR) as the ratio of
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the number of packets collided due to CSMA Collision to the number of packets
transmitted by a tagged node.
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Figure 71: Average CSMA Collision Rate (CCR) as function of dTX and dRX distances. Im-
pact of transmission power for the Open and Close intersection type by using a
message generation rate fg = 10msgs/s and a penetration rate of p = 25%.

To evaluate the impact of transmission power, Figure 71 presents the CCR ob-
tained with a fixed message generation rate fg = 10msgs/s and a penetration
rate of p = 25% while increasing the transmission power from 13dBm to 23dBm.
The effect of the intersection topology is also investigated by simulating scenar-
ios with the Open and the Close intersection type. As expected we observe that
increasing the transmission power results to an increase of CCR. This is valid for
the Open as well as for the Close intersection type. However, for the Open, this ob-
servation is more pronounced due to a large among of contending nodes present
within the transmission range. In other words, while increasing the transmission
power augment the probability of reaching nodes at a further distance, this will
therefore result in a rise of CSMA Collisions due to the large number of nodes
sharing the channel. The positive effect of intersection topology on the CCR can
be also highlighted in Figure 71 due to the presence of buildings which provided
a robustness by limiting the amount of additional nodes contending for the chan-
nel. One interesting but easily explained behavior is the higher packet collision
immediately at the intersection center, this is due to the fact that nodes located in
this region hear from all other nodes moving along the road segments that join the
intersections and, therefore, suffer from high level of interference. Therefore, also
as concluded by [152], [153] and [154], to achieve low packet collisions in highly
saturated channel load at higher penetration rates, low transmission power values
shall be preferred to higher.



7.5 results and analysis of fundamental factors 139

Packet Collisions through Hidden Node Effect

Due to the broadcast nature of single-hop communication in VANET, the hidden
node problem caused by the missing RTS/CTS strategy poses a challenging issue
for the performance of the vehicular communication. This problem occurs when
packets disseminated by one or more sending nodes which are located within dif-
ferent communication ranges, collided at a specific common receiving node. To
investigate the severity of packet collisions through the hidden node effect, we
defined the Hidden Collision Rate (HCR) as the ratio of the number of packets
collided due to the hidden node effect to the number of packets transmitted by a
tagged node. For reasons of simplicity, hidden node collision refers, in this section,
to packet collisions through the hidden node effect. We start the analysis by inves-
tigating the impact of the transmission power on hidden node collisions. Figure 72
presents the HCR obtained with the same parameters as Figure 71, while increasing
the transmission power from 13dBm to 23dBm. As first finding, we observe that
in contrast to the CSMA Collision Rate (CCR), the amount of hidden node collisions is
likely to decrease by the increase of the transmission power. This relationship can
be explained with a reduction of the potential area of hidden nodes. Secondly by
looking at intersection types, the Close type tends to experience a slightly higher
influence of hidden node collisions than the Open when the receiver is located at
dRX 6 30m. Reasons behind this asymmetric behavior are subject to further inves-
tigations in the next section.
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Figure 72: Average Hidden Collision Rate (HCR) as function of dTX and dRX distances. Im-
pact of transmission power for the Open and Close intersection type by using a
message generation rate fg = 10msgs/s and a penetration rate of p = 25%.
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As final comment on the classification of packet collisions, it should be said that
the transmission power has an influence on both types of collision. However, in
particular when considering urban intersections, packet collisions due to CSMA/CA
are more severe in comparison to collisions due to the hidden node problem and
should, therefore, be an important factor to consider when designing efficient con-
gestion control algorithms. The same trend was also observed in [155], where the
authors investigated the impact of hidden nodes in a broadcast scenario and con-
cluded that the hidden node problem is not a major limiting factor in VANETs. How-
ever, it should be mentioned that the investigation in this study was performed on
a highway scenario which assumes a nearly one-dimensional network topology
and thus a less probability of appearance of hidden nodes. To summarize the
cause of packet collision, we identify the transmission power and the intersection
type as important communication and environmental factors in determining the
performance of V2V communication.

7.5.5 Asymmetry Phenomenon under the Close intersection type

All PDR results obtained under the Close intersection type show an interesting asym-
metric phenomenon, regardless of the configured simulation and communication
parameters. One might expect that the achievable PDR produces almost same re-
sults in both communication links e. g. A→B and B→A. This might be valid as
we assume in the evaluation that intersection types are homogeneous implying
that buildings around the intersection have regular shapes. Moreover, the inte-
grated path loss model for NLOS situations solely depends on the distance dTX
of the transmitter and the distance dRX of the receiver to the intersection center
and not on the transmitter/constellation. As a consequence, the average received
signal power should lead to the same value in both directions. This implies that
PLNLOS(dTX,dRX) = PLNLOS(dRX,dTX) according to Equation 24. However, the
determination of the PDR depends also on the accumulated interference power due
mostly to hidden nodes. This motivates the present investigation which provides
a comprehensive analysis of the cause and source of asymmetry on obtained PDR
results. We, therefore, examine the severity of interference in term of number of
potential interferers around the intersection.
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Figure 73: Average PDR as function of dRX and dTX distances illustrating the asymmetry
due to transmitter/receiver constellation for the Close and Open intersection
types.
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Let us consider the Figure 73 which shows the average PDR as function of dRX
and dTX distances for the Close and Open intersection types. This result is obtained
under a penetration rate of p = 5%, a message generation rate of fg = 10msgs/s
and a transmission power Pt = 23dBm. We see evidence of two asymmetric re-
gions with respect to receiver and transmitter to the intersection center in the
Close type. In region T and R, transmitters and receivers are close to the inter-
section’s center, respectively. We remark in particular for the Close type that the
region T provides better communication performance. To understand this effect,
let us consider the scenarios illustrating two use cases or regions as depicted in
Figure 74. In this example, HN represents a set of hidden nodes to nodes RX able
to interfere with the transmission of TX. Other blue cars are nodes located within
a common sensing range than the TX.

To understand the achieved PDR at the region T, let us now take a closer look
by considering an illustration in Figure 74a. In this scenario receivers located in
region T, fortunately, suffer from interference generated only by a small number
of hidden nodes. However, the number of potential hidden nodes will increase
while they are moving towards the intersection. This is validated by a decrease of
the PDR when dRX 6 75m as depicted in Figure 73a. As a consequence, we can
conclude that within the guard-region, receivers are protected by buildings from
interference power generated by surrounding hidden nodes. In other words, when
the transmitter is closer to the intersection, the probability of packet collisions
increased as the receiver moves towards the intersection because the number of
potential hidden nodes will increases.
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Figure 74: Scenario illustrating the asymmetry phenomena of the PDR due to transmit-
ter/receiver constellation in the Close intersection type.

As can be seen in Figure 74b for results obtained in region R, hidden nodes
appear much closer to a transmitter than typically expected in highway scenarios
assuming perfect LOS between nodes. This implies a lower SINR measured at the
RX, which is strongly influenced by the interference power PI1 generated by the
closest hidden node. This is due to the fact that the received signal from transmit-
ter Pr,TX1 is significantly attenuated by the obstructing building. In this case, the
obstruction of building may prevent a hidden node HN and TX from hearing each
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other transmissions, even though HN and TX transmissions are indeed interfering
at RX. This negative effect of the building is clearly observed when comparing re-
sults obtained with (Figure 73a) and without (Figure 73b) building’s shadowing.
Moreover, we observe also a high probability of appearance of hidden nodes (PI2),
in particular when the transmitter is far away from the intersection resulting in a
decrease of the PDR. However, it should be said that through the CSMA/CA tech-
nique, only a portion of potential hidden nodes, which are in a common sensing
range will effectively attend the channel and the rest will be neutralized.

7.6 summary

In this chapter, we evaluated the performance of V2V communication at urban in-
tersections by analyzing the impact of environment factors such intersection types
and penetration rates as well as the influence of communication parameters. Since
the evaluation has been performed by means of simulation, we therefore firstly
presented a hybrid simulation platform composed of a network simulator and a
road traffic simulator. Hereby, to ensure applicability of simulation results, an ITS-
G5 conform protocol stack from the application layer up to the physical layer is
scrupulously modeled under the simulation tool OMNeT++. Since propagation
models may directly affect the level of accuracy in simulation-based performance
evaluations, we proposed a dedicated urban propagation model based on mea-
surements designed to reflect radio propagation on urban environments in a re-
alistic way. After a careful selection of representative scenarios, we performed a
simulation campaign under variation of environment factors and communication
parameters. We particularly concentrated on the scalability issue and the influence
of intersection type on the communication performance.

Regarding the penetration rate, results revealed that the traffic density might
impact the communication reliability, regardless of the type of intersection. It has
been shown that the probability of packet collisions increases as the number of
transmitting nodes located in a common transmission range increases. Answering
the question of the impact of intersection type, we showed that open intersections
from Type 0 provide in general the best performance compared to Type 2 and 4.
However, under high traffic densities, Type 4 outperforms Type 0 by providing
guard regions, where the nodes are protected from interference generated by sur-
rounding nodes. To gain insight into the transmitter/receiver constellation, results
showed that depending on the location of the receiver relative to the intersection
center, the performance of the communication would be impacted by the type of
intersection.

As communication parameters are controllable factors, we investigated the influ-
ence of transmission power and message generation rate with respect to intersec-
tion type. While in interference-free situations, increasing the transmission power
leads to an increase of the communication range, we found out that in high traffic
densities, this will result in a degradation of communication performance due to
an increase of interference, regardless of the intersection type. We showed, particu-
larly for the open intersection according to observed channel load, that the higher
the transmission power, the higher the channel occupancy measured even at far lo-
cated nodes. Furthermore, it is noted that the Channel Busy Time (CBT) reached a
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typical maximum of 54− 65% in relaxed network conditions, e. g., in normal traffic
condition characterized by free flow. We showed that the fraction of dropped pack-
ets increases as the message generation rate increases, in particular in the Open
intersection. This can be explained, as expected, by building blocks in the Close
intersection, which probably limit co-channel interference through a reduction of
the communication range. Achieved CBT measured at both intersection types 0 and
4 further confirmed this finding.

Although the transmission power might slightly influence the end-to-end delay,
it remains considerably low even for higher traffic density and should not be a sig-
nificant problem regarding defined application requirements. As end-to-end delay
does not completely assesses the reliability of cooperative awareness applications
in an accurate manner, the message age provides information about the real age
of received messages by considering additional delays due to consecutive packet
losses. Results showed that under high densities and for both intersection types,
vehicles located near the intersection center might experience high message ages
due to the missing of several successive CAMs. As consequence, the message age
seems to be environment-independent.

After an examination of packet collisions, it was shown that packet collisions
due to CSMA/CA are more severe in comparison to those generated by the hidden
node problem and should, therefore, be an important factor to consider when de-
signing efficient congestion control algorithms. Moreover, with the transmitter at
close distances to the intersection center, the intersection type 4 has the most fa-
vorable performance compared to intersection type 0 when high traffic density is
considered. On the other hand, when considering packet collisions due to hidden
nodes, an inverse trend was observable.
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The growth of the economy and the mobility requirement of European citizen has
generated an increase in the volume of road transport. Although the success in
this sector is well appreciated by economical players and political policy makers,
the transport on road causes not only fatal injuries but is also mainly responsi-
ble for social and environmental problems, such as air and water pollution, noise
and other ecological impacts. In this context, VANET based on V2V communication
opens up a plethora of road safety, traffic efficiency, and infotainment applica-
tions with the aim to assure an interaction between different road actors. Through
the message exchange between vehicles and between vehicles and infrastructures,
drivers are better informed and even more assisted in critical situations. Due to the
rapidly growing advance in the field of wireless communication and results gath-
ered from completed and active research projects, V2V has gained a lot of attention
and maturity, so that V2V systems would be mandatory for new cars, and hence,
are close to market introduction. However, prior to the deployment of V2V systems
on the road, an assessment about the effective capability of V2V communication
in different vehicular environments such as highway, suburban and urban, is in-
dispensable. This thesis makes contributions to the comprehensive performance
of V2V communication based on an experimental and a simulative evaluation in
urban environments. More precisely, we focused on radio shadowing caused by
buildings and vegetation at urban intersections.

8.1 main findings

Main contributions from the performance evaluation study presented in this thesis
provided following major results.

Statistic of Urban Intersection Types

As radio shadowing caused by buildings and road infrastructures are present at
urban intersections, we presented a detailed analysis of intersections from some
European cities with respect to the availability of NLOS between vehicles driving
toward the intersection. We have particularly investigated the distribution of build-
ings and classified the type of intersection according to the number of corners
occupied by buildings. The results show that only 23% of inner-city intersections
in European cities provide a perfect LOS implying that a significant fraction of
transmissions will be most of the time susceptible to packet loss due to signal at-
tenuation through buildings.

After evaluating intersection types, we split the thesis into two parts. While
the first part covered a measurement-based evaluation of V2V communication, the
second part dealt with a simulation-based approach by evaluating environment

145
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factors and communication parameters on the network behavior under considera-
tion of scalability issue in terms of adding interference signals. Results of the first
part were carried out from experiments conducted in real-world measurement sce-
narios utilizing a measurement platform that meets current standard for vehicular
communication.

Impact of Radio Shadowing caused by Building and Vegetation

The most critical challenge that V2V communication has to deal with is the in-
evitable radio shadowing caused by a physical obstruction in the environment
such as building, vegetation or traffic infrastructures. As communication perfor-
mance in urban environments is mainly linked to the distribution of buildings
around intersections, we first concentrated on the evaluation of building shad-
owing based on a campaign measurements performed at five urban intersections
under LOS obstructions. We quantified received signal strength levels, packet de-
livery ratios, which reflect the ratio between the numbers of successfully received
and transmitted frames and communication ranges associated with different in-
tersection characteristics, such as building density and development, street and
intersection width. We observed that the opening width of intersections has a sig-
nificant impact of the communication range. Medium-wide intersections appear
to be more favorable than narrow intersections. We further identified traffic con-
dition to considerably influence the communication performance implying that
reflections on surrounding vehicles destructively participate in the received signal
power. Furthermore, when comparing the level of signal attenuation caused by dif-
ferent radio shadowing medium, we observed that shadowing through buildings
is likely more severe than through vegetation.

Besides building shadowing, vegetation might also obstruct the communication
link as street trees, bushes and plants could grow close to intersection corners, es-
pecially in suburban environments. The impact of vegetation on V2V communica-
tion performance based on measurements has been quantified. The measurement
campaign has been conducted at three urban and rural intersections with respect
to intersection layout and vegetation type. We have clearly shown how different
vegetation types and structures impact the communication link. We also demon-
strated that seasonal effects characterized by leafed or leafless vegetation affect the
reliability of the V2V communication in term of achievable communication range.
Considering the impact of vegetation structure, a heterogeneous vegetation con-
sisting of a mix of trees and small plants appeared to be less aggressive than a
homogenous and dense structure of plants such as cornfields.

Impact of Co-Channel Interference

Due to the broadcast nature of V2V, the vehicular network has to deal with the in-
evitable co-channel interference generated by nodes exchanging status information
on a single radio channel. We evaluated the influence of building shadowing and
its impact on co-channel interference. For this purpose, we carried out real-world
measurements involving three vehicles at inner-city and rural intersections differ-
ing from the presence of surrounding buildings. To cope with the logistic issue,
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we proposed an emulation method based on the configuration of a single vehicle
as a set of vehicles transmitting at a high rate close to the network limit. Our find-
ings revealed that under co-channel interference, a large communication range can
be achieved in the inner-city rather than at rural intersections. Furthermore, it is
shown that while building shadowing could improve the communication perfor-
mance by limiting or blocking co-channel interference, transmitted signal power
will strongly be attenuated leading to a degradation of the achievable communi-
cation range. This is especially true in relatively interference-free situations char-
acterized by a low traffic density. Regarding packet delays, large inter-reception
times due to consecutive packet losses are likely to be caused by building shadow-
ing than by channel congestion. Despite the simplicity of the emulation approach,
which does not provide a channel activity fully comparable to a large-scale field
involving hundreds of vehicles, a good compromise between accuracy and logis-
tic issue during the measurement is provided. Moreover, this abstraction method
gives insight into the measurement-based evaluation of co-channel interference in
VANETs.

Sensitivity Analysis of System Parameters

In the second part of this thesis, we evaluated the performance of V2V communi-
cation at urban intersections by means of simulation. The goal was to analyze the
sensitivity of system parameters such as environment factors and communication
attributes on the communication quality. For this purpose, we proposed a hybrid
simulation platform including road traffic and network models for the simulation
of vehicular scenarios. We showed that the traffic density in term of penetration
rate may significantly impact the communication reliability. Furthermore, results
revealed that open intersections provided in general better performance than inter-
sections with two up to four corners occupied by buildings. However, under high
traffic densities, a close intersection outperformed the others by assuring guard re-
gions, where the nodes are protected from interference generated by surrounding
nodes. Moreover, a relationship between transmitter/receiver location and intersec-
tion type in term of communication reliability was identified. All theses findings
lead to the conclusion that the intersection type might impair the communication
link, and should be therefore taken into account in the design of congestion control
algorithms.

Controllable communication parameters such as message generation rate and
transmission power were found to have a considerable influence on the improve-
ment of the overall communication performance as already stated in studies found
in the literature. An open intersection provides a high probability to reach a large
number of nodes. In these conditions, sending with higher message generation
rates might lead consequently to an increased number of packets dropped due to
already congested network as identified by the measured Channel Busy Time (CBT).
Although the transmission power positively influences the communication range,
increasing the power might result in an increase of interference level, thus, a degra-
dation of communication performance immediately when the traffic condition
becomes dense. This is even problematic as nodes located in direct neighboring
would primarily experience a poor probability of packet reception resulting to an
inaccurate cooperative awareness between them.
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We found in this thesis that the message latency, e. g., end-to-end delay and
message age, remains considerable low such that it is not a determinant factor in-
fluencing the performance of V2V communication. However, it is necessary to note
that, the message age reflected by a burst of packet losses increases as the traffic
density increases. It is especially true for nodes located near the intersection cen-
ter which may experience from time to time awareness blackouts. Answering the
question behind the problem and source of packet collisions in VANETs, collisions
due to the CSMA/CA mechanism are more severe than those generated by the hid-
den node problem. Furthermore, the transmission power and the intersection type
were identified to significantly influence the probability of packet collisions.

Overall, based on the analysis above, the performance of V2V communication is
directly linked to the topology and type of the intersection. While building shadow-
ing might attenuate the propagation signal and, therefore, will lead to a reduction
of the communication range, this obstruction effect might limit co-channel inter-
ference produced by hidden nodes or surrounding nodes in the communication
range. Finally, despite controllable communication parameters such as message
generation rate, the transmission power is the most influencing and sensitive fac-
tor in the capability evaluation of VANETs and should be carefully handled when
designing congestion control algorithms.

8.2 future work

The evaluation of the performance of V2V communication at urban intersections
presented in this thesis was solely based on network-centric metrics. Regardless
of the applied methodology during the evaluation, one can cite among others the
received power strength, packet delivery rate or packet drop rate. However, as V2V
communication enables road traffic-related applications aiming to assist the driver
in critical situations, a reasonable perceptive would be to investigate rather how
safety-based applications perform in urban environments with respect to intersec-
tion types. Although, the traffic density, as well as the location of communication
pairs, have a noticeable impact on the communication quality, applications such as
FCW or ICW may be useless in traffic jams because of limited shared space between
vehicles. In other words, a worse communication quality in term of packet recep-
tion rate is therefore not always a real issue considering an accurate operation of
safety applications. For these reasons, a profound evaluation of these applications
after a definition of key performance indicators is thus the next step towards an
effective assessment of V2V communication. Moreover, the performance evaluation
provided in this thesis could be used to support congestion control algorithms as
relevant communication parameters and environment factors influencing the per-
formance were identified and well analyzed, especially under crowded network
conditions [156–166]. Considering the impact of intersection type, a further direc-
tion could be to integrate the knowledge about the environment as input parameter
in order to provide an environment-dependent control algorithm. Technically, this
is relatively feasible as information on the type of intersection may be easily in-
serted in the digital map or iteratively constructed by moving vehicles themselves.
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ADAS Advanced Driver Assistance Systems

AIFS Arbitration Interframe Space

BSA Basic Set of Applications

BSS Basic Service Set

BSSID Basic Service Set ID

CA Cooperative Awareness

CAT Channel Access Time

CAM Cooperative Awareness Message

CBT Channel Busy Time

CCA Clear Channel Assessment

CCR CSMA Collision Rate

CDF Cumulative Distribution Function

C-ITS Cooperative Intelligent Transport Systems

CMA Cooperative Merging Assistance

CSMA/CA Carrier-Sense Multiple Access with Collision Avoidance

CTS Clear-To-Send

CW Contention Window

DCC Decentralized Congestion Control

DCF Distributed Coordination Function

DEN Decentralized Environmental Notification

DENM Decentralized Environmental Notification Message

DIFS DCF Interframe Space

DSRC Dedicated Short Range Communications

EEBL Emergency Electronic Brake Lights

EDCA Enhanced Distributed Coordination Access

EIRP Equivalent Isotropically Radiated Power

ETSI European Telecommunications Standards Institute
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FCW Forward Collision Warning

HMI Human Machine Interface

ICW Intersection Collision Warning

ITS Intelligent Transportation System

GLOSA Green Light Optimized Speed Advisory

GPS Global Positioning System

GSM Global System for Mobile Communications

HCR Hidden Collision Rate

LCA Lane Change Assistance

LTE Long Term Evolution

LLC Logical Link Control

LOS Line-of-Sight

LoS Level of Service

MA Message Age

MAC Medium Access Control

MANET Mobile Ad-Hoc Network

NLOS Non-Line-of-Sight

OCB Outside the Context of a Basic Service Set

OFDM Orthogonal Frequency Division Multiplexing

OVW Overtaking Vehicle Warning

PDF Probability Density Function

PDR Packet Delivery Rate

PLC Physical Layer Capture

PLCP Physical Layer Convergence procedure

PMF Probability Mass Function

PHY Physical

PRR Packet Reception Rate

QoS Quality of Service

RCR Reliable Communication Range

RoI Region of Interest
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RMSE Root-Mean-Square Error

RSSI Received Signal Strength Indication

RSU Road Side Unit

RTS Request-To-Send

SIFS Short Interframe Space

SINR Signal-to-Interference-and-Noise Ratio

SNR Signal-to-Noise Ratio

SUMO Simulation Urban Mobility

SVW Stationary Vehicle Warning

TCW Traffic Condition Warning

UDP User Datagram Protocol

V2I Vehicle-to-Infrastructure

V2V Vehicle-to-Vehicle

V2X Vehicle-to-X

WLAN Wireless Local Area Network

VANET Vehicular Ad-hoc Network
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