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Abstract

The aims of this research are to analyze the impadoreign aid on national economic
growth, to analyze why economic growth has inte@ctvith poverty differently in
Kilimanjaro and Ruvuma regions, and to investigaéite determinants of household
vulnerability to consumption and asset povertyhia tiwo regions.

The methodology used includes descriptive as wsek@nometric techniques. Descriptive
techniques include national growth diagnostics,iomg consumption and asset growth
incidence curves, regional household livelihoodsfijgs etc. Econometric techniques used
include Vector Error Correction Model (VECM) and S/GLS regressions. The data for the
research has been obtained from REPOA, the NatiBoetau of Statistics, the Bank of
Tanzania, the World Bank and IMF. Analysis was ryaitone using STATA software.

The analysis of the impact of foreign aid on nagicgconomic growth shows that, foreign aid
(ODA) has a positive impact on real GDP per cagitae results also show that gross fixed
capital formation that is not financed by aid angats have a positive impact on real GDP
per capita. Results also show that initially aie$ts exports although in the following years
it slightly reduces exports. Note that this refeysexports as a share of GDP and not the
amount or volume of exports. Also foreign aid sliglieduces gross fixed capital formation
that is not financed by aid (% of GDP). This me#mat foreign aid slightly crowds out
investment that is not financed by aid. Here afs® ttefers to a reduction of its share of GDP
and not a reduction of the amount or level of snglestment.

The results show that the war with Uganda redubedshort run growth of real GDP per
capita and the growth of exports (% of GDP). Wiplest 1996 economic reforms have
improved the short run growth of real GDP per @pitd have made investment and foreign
aid to be more productive. Thus foreign aid ana @eod investment climate and export

oriented growth strategy is good for growth in Tama.

The analysis of economic growth and poverty reducin the two regions show that in
Kilimanjaro between 2003 and 2009, GDP growth hasnbaccompanied by a marginal
increase in consumption poverty from 26% to 32%ngstionption growth was not pro-poor
and consumption Gini inequality slightly increasédset growth was pro-poor and Gini
inequality in asset ownership declined. While invRma between 2004 and 2009, GDP
growth has been accompanied by a marginal redugticonsumption poverty from 49% to



47%. Consumption growth was pro-poor and consumgdmi inequality slightly increased.

Asset growth was also pro-poor and Gini inequatitgsset ownership declined.

One of the reasons for less pro-poor growth inrkalhjaro was the decline in adult
equivalent farm output and income due to drougldat @opulation pressure on limited land.
Ruvuma experienced improvement in adult equivalemh output and income due to good
weather, and land availability which eased popotagpressure. Another reason was high
food price inflation, which affected Kilimanjaro meothan Ruvuma as many households in

Kilimanjaro were net food buyers while many of taas Ruvuma were net food sellers.

The analysis shows that in both regions growth ailtaequivalent business income and
growth of adult equivalent farm crop income incemasconsumption growth for all
households and for poor households and thus reghasesty. In Kilimanjaro, growth of non-
farm business income has more impact on the consamgrowth of the poor than growth of
farm crop income. While in Ruvuma, growth of farmo income has more impact on the

consumption growth of the poor than growth of nan¥f business income.

In both regions, growth of adult equivalent busgneéscome increases asset growth for all
households (the overall sample which includes mmorpand poor) but not for poor
households (the sample which includes the poor)omyRuvuma growth of adult equivalent
farm crop income increases asset growth for alsbbalds and for poor households while in

Kilimanjaro it does so for all households but mmt poor households.

The analysis of vulnerability to poverty in the twegions shows that 20% of individuals in
Kilimanjaro and 40% of individuals in Ruvuma ardnerable to consumption poverty. And
1% of individuals in Kilimanjaro and 36% of indiwedls in Ruvuma are vulnerable to asset
poverty. Calculations also show that in both regjothe majority of people who are
vulnerable to asset poverty are also vulnerabtsumption poverty. And the poverty rate
is higher than mean vulnerability to poverty. Crt¢eisulations show that the percentage of
people who are vulnerable to both consumption ggvand asset poverty is higher in

Ruvuma than in Kilimanjaro.

Analysis show that in Kilimanjaro farm crop inconaecess to electricity, access to tap water
and living in a village with tarmac or gravel roagiduced vulnerability to consumption
poverty and households with migrants were less eralsie to consumption poverty. In
Ruvuma land owned per adult equivalent reducederalrility to consumption poverty. In



Kilimanjaro age of household head, value of bigdtock owned per adult equivalent and a
higher number of coffee trees reduce vulnerabiiityasset poverty and households with
migrants were less vulnerable to asset povert)Runmuma the value of big livestock owned

and a higher number of cashew nut trees reducedrability to asset poverty.

In both regions improving farm crop income and f@m business income will result in
sustainable poverty reduction. This will be dona whproving farm productivity, planting
high value crops while maintaining food securityeating rural jobs via rural economic
structural transformation and in Kilimanjaro impnoy rural roads, and access to electricity

and water.

Keywords: Foreign aid, economic growth, poverty ugtn, vulnerability to poverty,

consumption poverty, asset poverty, Kilimanjaroy&uaa, Tanzania.



Abstrakt

Die Ziele der vorliegenden Forschung liegen in demalyse des Einflusses von
Entwicklungshilfe auf nationales Wirtschaftswacihstun der Erforschung der Ursachen,
weshalb Wirtschaftswachstum unterschiedliche Auawigen auf die Armut in den
Regionen Kilimandscharo und Ruvuma aufweist, sowne der Untersuchung der
Determinanten der Vulnerabilitatt von Haushalten dgen auf die Konsum- und

Vermoégensarmut in den beiden Regionen.

Die genutzten Methoden beinhalten deskriptive uridnometrische Techniken. Die
deskriptiven Techniken umfassen dabei unter anderationale Wachstumsdiagnostiken,
regionale Konsum- und Vermdgenswachstumskurvenes®wofile des Lebensunterhalts
regionaler Haushalte. Das Fehlerkorrekturmodellc{@eError Correction Model (VECM))
und OLS/GLS Regressionen bilden die fir die Analygenutzten 6konometrischen
Techniken. Die der Forschung zugrunde liegendereiatammen von der REPOA, dem
National Bureau of Statistics, der Bank of Tanzadex Weltbank sowie dem Internationalen
Wahrungsfond. Die Analysen wurden mittels der\Bafe STATA durchgefuhrt.

Die Analyse des Einflusses von Entwicklungshilfé mationales Wirtschaftswachstum zeigt,
dass sich die offentliche Entwicklungszusammenar§@DA) positiv auf das reale
Bruttoinlandsprodukt (BIP) pro Kopf auswirkt. Zudereigen die Ergebnisse, dass die
Bruttoanlageinvestitionen und Exporte, die nichg @DA finanziert werden, einen positiven
Einfluss auf das reale BIP pro Kopf haben. Die Rasazeigen weiterhin, dass ODA zwar
Exporte zunachst erhéht, in den Folgejahren jedsink leichte Reduzierung der Exporte
auslost. Beachten Sie, dass dies bezieht sichialbgborte als Anteil des BIP und nicht die
Menge oder das Volumen der Exporte. Zudem beestflusODA die
Bruttoanlageinvestitionen, die nicht durch Hilfenainziert wurden, ebenfalls leicht negativ
(in % des BIP). Dies bedeutet, dass ODA die nialrcld Hilfe finanzierten Investitionen
leicht verdrangt. Auch hier bezieht sich dies zweeiVerringerung ihres Anteils des BIP und

nicht eine Reduzierung der Betrag oder die Hoheredalchen Investition.

Weiterhin zeigen die Resultate, dass der Krieguganda das reale BIP-Wachstum pro Kopf
und das Wachstum der Exporte (in % des BIP) kuwtrdrisenkte. Nach 1996 konnten
Wirtschaftsreformen jedoch das kurzfristige Wactmstles realen BIP pro Kopf verbessern

und Investitionen sowie Entwicklungszusammenarlzeit mehr Produktivitat verhelfen.



Daher sind Entwicklungs-zusammenarbeit, ein gutegedtitionsklima sowie export-

orientierte Wachstumsstrategien férderlich fur d&schstum in Tansania.

Die Analyse des Wirtschaftswachstum und der Reduzge von Armut in den beiden
Regionen zeigt, dass in Kilimandscharo zwischen3200d 2009 das BIP-Wachstum mit
einer marginalen Steigerung der Konsumarmut von 26#632% einherging. Der Anstieg
des Konsums erfolgte nicht zu Gunsten der Armen uwed Gini-Koeffizient der
Konsumungleichheit stieg leicht an. Das Wachstum @aitern jedoch erfolgte zu Gunsten
der Armen und der Gini-Koeffizient der Ungleichhieéztiglich Vermdgensbesitz verringerte
sich. In Ruvuma kam es zwischen 2004 und 2009reneMWachstum des BIP, das von einer
marginalen Reduzierung der Konsumarmut von 49%A4&@6 begleitet wurde. Der Anstieg
des Konsums erfolgte zu Gunsten der Armen und deni-Kaeffizient der
Konsumungleichheit erhdhte sich leicht. Auch dase@iachstum erfolgte zu Gunsten der

Armen und der Gini-Koeffizient der Ungleichheit\Wiermoégensbesitz sank.

Einer der Grinde dafur, dass das Wachstum die ArmerKilimandscharo weniger

begunstigte, lag in einer Verringerung des Outpmlds Farmen sowie des Einkommens
(jeweils gemessen in erwachsenen Aquivalentenyanfigvon Hitze und Bevolkerungsdruck
auf das begrenzt verfigbare Land. Ruvuma konnte ¥arbesserung des Agraroutputs und
des Einkommens verzeichnen, zum einen aufgrundgde=n Wetters und zum anderen
aufgrund der Verfiigbarkeit von Land, wodurch dewdkerungsdruck gemindert wurde.

Eine weitere Ursache lag in der hohen Inflation izebensmittelpreisen, die Kilimandscharo
starker traf als Ruvuma, da viele Haushalte inrkalindscharo Netto-Lebensmittel-Ké&ufer

waren, wahrend dies in Ruvuma nicht der Fall war.

Die Analyse zeigt, dass in beiden Regionen ein Wtach von Einkommen durch
Geschaftstatigkeit und durch Landwirtschaft das stwnwachstum fur alle Haushalte, also
auch fuar die Armen, steigert und somit Armut reeéuzi In Kilimandscharo hat das
Wachstum von Einkommen aus nicht-landwirtschafdiciBeschaftigung einen stéarkeren
Einfluss auf das Konsumwachstum der Armen als dashatum des landwirtschaftlichen
Einkommens. In Ruvuma dagegen hat das Wachstum Eotkommen aus der
Landwirtschaft einen hoheren Einfluss auf die Arraémdas Wachstum von Einkommen aus

nicht-landwirtschaftlichen Beschaftigungen.

In beiden Regionen fiuhrt das Wachstum des Einkorsraeis Geschaftstatigkeiten zu einer

Erhéhung des Vermodgenswachstums fur alle Haushalsgenommen der Armen. In

\Y



Ruvuma erhoht das Wachstum des Einkommens aus Lédedwirtschaft das
Vermoégenswachstum fir alle Haushalte, auch der Arm&hrend in Kilimandscharo dies

nicht fur die armen Haushalte gilt.

Die Analyse von Vulnerabilitat gegentber Armut endoeiden Regionen zeigt, dass 20% der
Individuen in Kilimandscharo und 40% der Individuem Ruvuma anfallig gegenuber
Konsumarmut sind. Zudem sind 1% der Individuen ifinkandscharo und 36% der
Individuen in Ruvuma anfallig gegentber Asset-ArmBerechnungen belegen, dass in
beiden Regionen die Mehrheit der Menschen, didlanféar Asset-Armut sind, auch anfallig
fur Konsumarmut sind. Und die Armutsquote hdher raittlere Anfalligkeit fur Armut.
Kreuztabellen zeigen, dass der Anteil der Mensctenflr beide Arten von Armut anfallig

sind, in Ruvuma héher ist als der entsprechendeilintKilimandscharo.

Analysen zeigen weiterhin, dass in Kilimandschaas &inkommen durch Landwirtschatft,
der Zugang zu Elektrizitdt sowie zu Leitungswasgsed das Leben in einem Dorf mit
Asphalt- oder SchotterstralRen die Anfalligkeit flonsumarmut verringern und dass
Haushalte mit Migranten eine geringere Anfalligkéilr Konsumarmut aufweisen. In
Ruvuma reduziert Landbesitz pro Erwachsenendquitatiie Anfalligkeit gegenuber
Konsumarmut. In Kilimandscharo wird die Anfalligkegegentber Guterarmut durch das
Alter des Haushaltsvorstehenden, des Werts desb¥stands pro Erwachsenenaquivalent
und eine grofRe Anzahl von Kaffeebdumen reduziertie/ sind in dieser Region Haushalte
mit Migranten weniger anfallig fir Asset-Armut. RRuvuma fihrt ein hoher Wert des
Viehbestands und eine grof3e Anzahl von Cashewbauamemer geringeren Vulnerabilitat

gegeniber Asset-Armut.

In beiden Regionen fiihren ein verbessertes Einkamawe der Getreideproduktion und das
aul3erlandwirtschaftliche Einkommen zu einer nadigeal Reduzierung von Armut. Dies
erfolgt Uber eine erhéhte Produktivitat in der Lairtschaft, das Zuchten von hochwertigen
Pflanzen bei Beibehaltung von Nahrungsmittelsichgru das Schaffen von mehr
Beschaftigungsmoglichkeiten auf dem Land durch Si@mation der Okonomischen
Strukturen auf dem Land und in Kilimandscharo Uber Verbesserung der Landstral3en

sowie den Zugang zu Elektrizitdt und Wasser.

Schlusselworter:  Entwicklungshilfe, Wirtschaftswsithm, Reduzierung von Armut,
Vulnerabilitéat gegentber Armut, Konsumarmut, verer@garmut, Kilimandscharo, Ruvuma,

Tansania.
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CHAPTER 1 : INTRODUCTION

1.1 Background

Since 1995 Tanzania has experienced rapid econgnowth mainly due to economic

reforms, increased foreign aid, debt relief, inseshforeign investment and favorable world
agricultural commodity prices (Mwase and Ndulu, 00But the rapid growth was

accompanied by little poverty reduction. In 200% tpovernment introduced the National
Strategy for Growth and Reduction of Poverty (NSAR®ne of the main aims of this new
policy was to generate higher economic growth ihatcompanied by poverty reduction.

The NSGRP | resulted in further improved econommagh although growth is still below
the 8% per annum target required to achieve théeilum Development Goal (MDG) 1
and the Tanzanian Development Vision 2025. Alss liigher growth has been accompanied
by a marginal decline in poverty i.e. between 20004nd 2007 the national poverty rate
declined slightly from 36% to 34% (NBS, 2009; RAWZB09).

A new Household Budget survey from 2011/12 shows tifle national poverty rate between
2007 and 2011/12 declined from 34% to 28%. Thestasarvey uses a slightly different
approach which in order to compare it with the 280i# ey it slightly adjusts the poverty rate
in 2007 (NBS, 2014). The new national poverty fegirshow a better but still modest

reduction in poverty.

In 2010/11 the government introduced a second NatiStrategy for Growth and Reduction
of Poverty (NSGRP II) which lasted until 2014/15 I¥EA, 2010b). It is too early to
comment on how NSGRP Il is affecting economic gtoand poverty reduction in Tanzania.

1.1.1The Tanzanian economy

The agricultural sector is the backbone of the &aren economy and it is dominated by
small scale subsistence farmers with low levelsuiput per capita, productivity and output
quality. 44% of all food consumed in rural areagriewn by farmers themselves. Many of
these subsistence farmers rely on rain fed agalthave low levels of education, poor
storage facilities, use little or no fertilizer ande simple hand tools for farming. As a result



Tanzanian agriculture is still traditional agriauk with low levels of productivity and output
and many small scale farmers live in poverty (MoF-2808; NBS, 2009; RAWG, 2009).

The share of agricultural sector in GDP was 27%0&2. The agricultural sector employs
around 75% of the labour force and 70% of the patpan lives in rural areas. In 2012, the
share of the service sector in GDP was 48%, whieshare of industry was 24%. The share
of manufacturing was 9%. The industry sector isfastest growing sector (14% per annum;
2001-2012), followed by the services sector (12%agmaum; 2001-2012) and then followed
by the agriculture sector (5% per annum; 2001-200a)hin the industry sector the mining
sector grew by 16% per annum (2001-2012) and theufaaturing sector grew by 13% per
annum (2001-2012) (RAWG, 2012; NBS, 2013a; 2013b).

In 2012, traditional agricultural exports contriedtto 11% (957 million USD) of the total
value of exports of goods and services. Gold espmohtributed to 25% (2.2 billion USD) of
the total value of exports of goods and serviced @avel (a component of tourism)
contributed to 18% (1.6 billion USD) of the totahlue of exports of goods and services.
However, the share of the mining sector in totalF3ias only 4% and thus the mining sector
has a small contribution to the national econornhys Igrowth in the agriculture sector that
has the highest impact on poverty reduction asgneulture sector employs the majority of
people (RAWG, 2009, 2012; BOT, 2013; World Bank)20).

Tanzania’s overall economic growth rate has beewctdhting since 1961, the year of
independence. Between 1962 and 1972, the GDP graidlwas positive. In 1973 and 1976,
there was a sharp slowdown in growth. This was Ipailne to the international oil price
hike, drought as well as institutional factors sashthe compulsory villagisation policy in
1974-76 which might have dislocated peasants am@dearily affect agriculture production
(Ellis, 1982). Growth recovered until between 1981d 1983 when the growth rate was
negative as a result of the lagged effects of @mez@nia - Uganda war and the 1979 oil price
shock as well as reduction in foreign aid. Growtarn recovered until 1992-93 when there
was a recession mainly due to an increase in adeprand a reduction in foreign aid
(Helleiner et al., 1995; Wangwe, 1997; Mwase anailtd2008). It should be noted that a
similar economic growth trend has been observedtirer Sub-Sahara African countries
(O’Connell and Ndulu, 2000).

From 1995 onwards Tanzania received higher foraignrand experienced debt relief under
the Heavily Indebted Poor Countries (HPIC) initratiand Multilateral Debt Relief Initiative
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(MDRI). Foreign aid and debt relief encouraged goweent investment. The government
also implemented deeper economic reforms which weaged private domestic investment,
attracted higher foreign investment and boostedoegp The economic reforms also
improved macroeconomic stability. These factoretogr with favorable world agricultural

commodity prices led to higher economic growth (Muda, 2004; Nord et al., 2009).
However this rapid growth has been accompaniedtts teduction in consumption poverty

at the household level. Although there have be@nesooticeable improvements in housing
guality and ownership of consumer durables (NB®920IBS, 2014).

Our geographical focus is on two regions, one wgtilod infrastructure, high population
density, vibrant small retailers, drought, foodidiés (Kilimanjaro) and another region which
is remote, has food surpluses, good rainfall arellba population density (Ruvuma). The
main reason of focusing on these two regions i$ tihay have similar GDP per capita,
similar sectoral composition but their growth pdyepatterns are different, and they have
different poverty levels, and also there is datailable on these two regions. These
similarities and differences provide interestingseeastudy for analyzing growth-poverty

interaction.

1.1.2 The Kilimanjaro economy

The total surface area of Kilimanjaro region is2D® square km. The population was 1.64
million people in 2012 (NBS, 2013b). The populoudbds are the Chagga and Pare.
Kilimanjaro region has a reputation of being ecomatty advanced and it borders
economically important areas like Kenya to the NpoArusha to the West, and Tanga to the
South. Kilimanjaro region is well connected to atheeas. It has an International Airport and
it Is near to the international sea water portslombasa and Tanga. It is connected to Dar Es
Salaam and Arusha by the all-weather tarmackedH3aBalaam-Arusha highway. And due
to recent major road construction virtually alltdigs of the region are connected with all-
weather tarmacked roads. Kilimanjaro region hasrgrortant national park (the Kilimanjaro
national park containing forests, wild life and Mwiilimanjaro).

In 2006, the share of agriculture in the regionBIFGvas 67%, that of industry was 8% and
that of the service sector was 25%. The share ofufaaturing industry was 4% (NBS,

2010a). The manufacturing industry is dominatedidgiy manufacturing and agro-processing



and is concentrated in Moshi Town, the capital diii&anjaro region and to a lesser extent in

the district capitals.

The region is also nearby other major national pavith a lot of wildlife. As a result the
region has a well-developed tourism sector. Theomeagash crop grown in the region is
Arabica coffee. Other crops like bananas, maizeanbe avocadoes, mangoes, paprika,
tomatoes, cassava, Irish potatoes, sweet potatdesat, rice, sugarcane, sunflower and
flowers are also grown. The region has large numbérivestock (cattle, goats, pigs and
poultry). Kilimanjaro region has one of the bestiseeconomic indicators among the regions
of Tanzania. In 2009, 32% of the people in rurdirkanjaro lived under the basic needs
poverty line (author’s calculation from the REPOdn&ey). In 2012, the regional GDP was
2,030 billion TZS (1,282 million USD) and the rega per capita GDP was 1,237,761 TZS
(782 USD) (NBS, 2013a).

However land scarcity is a major issue facing #gian as well as drought. Drought mainly
affects the low lying districts of Mwanga and Saasewell as many parts of the highland
districts. Due to dense population and droughtrélggon usually experiences food deficits as

well as net out-migration.

1.1.3 The Ruvuma economy

The total surface area of Ruvuma region is 66,430ae km. The population was 1.38
million people in 2012 (NBS, 2013b). The populonbkds are the Matengo, Ngoni and Yao.
Ruvuma region is far away from Dar Es Salaam (tmaeroercial capital) and has a reputation
of being less socio-economically advanced thanméhjaro although Ruvuma is advanced
compared to many other Tanzanian regions. It iddred by Lake Nyasa and then Malawi to
the West, Mozambique to the South, Mtwara to thst,Eand to the North it is bordered by
Lindi, Morogoro and Iringa regions. The Ruvuma Rigeparates Ruvuma region and the
Northern part of Mozambique. Only recently, a bedgas been built to connect these two
parts. There is no international airport in Ruvurgion and the existing domestic airport is

small and mainly used by small and light aircraftich carry mainly government officials).

There is a tarmac highway that connects RuvumastalaSongea with the rest of the
country via Iringa. The other roads that conneetdtstrict capitals with the regional capital

have been improved (Songea - Mbinga road) althaaghe are still in poor conditions



(Songea - Tunduru road). The nearby sea waterigpdvttwara, but the port has a small
capacity and is underutilized. Two of the regiohattborder Ruvuma namely Mtwara and
Lindi were historically viewed as socio-economigallnderdeveloped compared to other
Tanzanian regions. Although recently the econonunddion of Mtwara and Lindi has
improved due to the discovery of natural gas depaegihin these two regions. The other two
regions that border Ruvuma namely Iringa and Morogoe not underdeveloped compared
to other Tanzanian regions. While northern Mozaméigs underdeveloped compared to
Southern Mozambique.

Ruvuma region has some wildlife and it hosts a bpaat of the Selous Game Reserve which
is the largest game reserve in Tanzania. But duedo of good infrastructure and good
hotels the region has a small tourism sector. Th@mntash crops grown in the region are
Arabica coffee (in the highlands), Cashew nutgi{@lowlands) and tobacco. The region also
grows other crops like maize, cassava, rice, beailkkt, bananas, wheat, sweet potatoes,
groundnuts, papaya, simsim, sunflower, tomatoessagdircane. The region has livestock
(cattle, pigs, goats and poultry) but the numbercaitle is smaller than in Kilimanjaro.
Ruvuma region has fresh water fishing activity doehe presence of Ruvuma River and
Lake Nyasa.

In 2006, the share of agriculture in the regionBIFGvas 64%, that of industry was 8% and
that of the service sector was 28%. The share afufaaturing industry was 5% (NBS,
2010b). The manufacturing industry is dominated light manufacturing and agro-
processing and is concentrated in Songea Towngapial of Ruvuma region as well as in
Mbinga district and to a lesser extent in the othistrict capitals. Only a small percentage of
households are connected to the regional elegtrigiid. The advantage of Ruvuma
(compared to Kilimanjaro) is that it doesn’t facaige land shortages and also it doesn’t have
frequent droughts. As a result Ruvuma region uguactords large food surpluses, while

Kilimanjaro usually records food deficits.

In the past many social-economic indicators of Ro&were below the national average but
recently there have been major improvements ang anfew indicators are below the
national average. Kilimanjaro’s GDP is slightly heg than Ruvuma’s but Ruvuma’s GDP
per capita income is slightly higher than that dfirkanjaro region. In 2006, the share of
agriculture, industry and service sectors was apprately the same in the two regions. In
2012, the regional GDP was 1,705 billion TZS (1,0@iflion USD) and the regional per



capita GDP was 1,237,972 TZS (782 USD) (NBS, 201Bap009, 47% of the people in

rural Ruvuma lived under the basic needs povengy (author’s calculation from the REPOA
survey). Thus more people in Ruvuma lived underbé&c needs poverty line compared to
Kilimanjaro. Table 1.1 shows some of the discus$estriptive statistics for the nation and

for the two regions. Figure 1.1 shows the map ofZéaia and the two regions.

Note that the 2011/12 Household Budget Survey (HRBS8justs the 2007 HBS Gini
coefficient from 0.35 to 0.37 (NBS, 2014).

Table 1.1: Descriptive Statistics for the Nation ad for the two regions

Kilimanjaro Ruvuma Tanzania
Area (square km) 13,209 66,477 947,300
Population (2012) 1.64 mio. 1.38 mio. 44.93 mio.
GDP Per capita 782 USD 782 USD 609 USD
(2012)
HBS poverty rate 31% (2001) 41% (2001) 36% (2001); 34%
(2001-2007) (2007)
HBS poverty rate - - 34% (2007); 28%
(2007-2011/12) (2011/12)
REPOA poverty rate| 26% (2003); 32% 49% (2004); 47% | -

(2009) (2009)
HBS Gini Coefficient| 0.29 (2001) 0.35 (2001) 0.35 (2001); 0.35
(2001-2007) (2007)
HBS Gini Coefficient| - - 0.37 (2007); 0.34
(2007-2011/12) (2011/12)
REPOA Gini 0.32 (2003); 0.32 | 0.34 (2004); 0.35 |-
Coefficient (2009) (2009)
Agriculture (% of 67% 64% 29%; 27% (2012)
GDP) (2006)
Industry (% of GDP)| 8% 8% 23%; 24% (2012)
(2006)
Services (% of GDP) 25% 28% 47%; 48% (2012)
(2006)

Source: The author’s calculations from REPOA sunaed or NBS statistics, World Bank
statistics.



Figure 1.1: Map of Tanzania in 2012, showing the ggons of Kilimanjaro and Ruvuma
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1.2 Problem Statement

Tanzania is a poor country with low per capita meg thus it needs high and inclusive
economic growth so as to improve the income leVvéisopeople. The country has been one
of the highest aid recipients in Africa for a lotime and sometimes foreign aid has been
around 20% of GDP and has financed 40% of the gowent budget. Foreign aid is viewed
as a major source of funding the implementatiorthef National Strategy for Growth and
Reduction of Poverty (NSGRP), the Millennium Deymtent Goals (MDGs) and the
Tanzanian Development Vision 2025 (MoFEA, 2010)e@f the aims of this study is to

investigate the impact of foreign aid on natior@reomic growth.



Advocates of foreign aid argue that it injects emait resources into the economy and thus
boosts domestic savings, government revenues, degynand foreign exchange reserves
(Bacha, 1990). Opponents of foreign aid argue ldrge inflows of foreign aid can cause a
‘Dutch Disease’ in the host economy via an apptemieof the real exchange rate, which in

turn can damage the country’s exports. Others athate institutional factors such as the

mechanism of delivering foreign aid (direct budgeipport, sectoral funding or project

funding) and how the fiscal and monetary auth@itise aid (good governance, invest in
infrastructure) and administer aid (actively intsme to prevent real exchange rate
appreciation) also matters in the way foreign aigpacts on GDP. Whatever the arguments
for or against aid, it is important to know theatednship between foreign aid and GDP
growth so as to know whether aid has been gooddarzania. Note that it is not possible to
also analyze foreign aid and regional economic gncag there is no data on the amount of

foreign aid that goes to a specific region in Tariaa

After looking at the impact of foreign aid on nai&h economic growth, | look at the impact
of regional economic growth on poverty reductiontle two regions of Kilimanjaro and
Ruvuma. This is because: 1) It is important to knbaconomic growth is beneficial to the
poor. 2) A regional level analysis is much closethte household level and thus it will give
us a better picture of growth-poverty interactiBh.Regional GDP growth has impacted on
regional poverty differently in the two regions shonaking the two regions more interesting
to study. 4) Suitable household panel data is ablkglon these two regions. Calculations
from REPOA data show that regional GDP growth hesnbaccompanied by a marginal
increase in poverty in Kilimanjaro from 26% in 2068 32% in 2009, while for Ruvuma
regional GDP growth has been accompanied by a marggduction in poverty from 49% in
2004 to 47% in 2009. Thus it is important to expldiis puzzle as by doing so we will get
new insight on how to make growth more pro-poorteNthat the above analysis also
indirectly complements the analysis of foreign aittl national economic growth. This is
because after we have known the impact of foreignoa national economic growth it is

worthwhile to know the interaction of growth andvpaty at the regional level.

After looking at the impact of regional economi@gth on poverty reduction in the two
regions of Kilimanjaro and Ruvuma, | analyze vuéislity to poverty within the two

regions. Analysis of vulnerability to poverty is portant in its own right and it also
complements growth-poverty analysis in the two argi Calculations from REPOA data

show that around 20% of the people in Kilimanjanol &0% of the people in Ruvuma are
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vulnerable to consumption poverty. These levelsvaherability are high (especially in
Ruvuma) thus we need to investigate the deternsnahtvulnerability to poverty to get

deeper insight on how to reduce vulnerability tegrty in the two regions.

1.3 Research objectives

The aims of this research are to analyze the imphdoreign aid on national economic
growth, why economic growth has interacted with gxow differently in Kilimanjaro and
Ruvuma regions, and to investigate the determinasftshousehold vulnerability to
consumption and asset poverty in the two regiofss Will improve our knowledge and
understanding of sustainable poverty reduction whéguires pro-poor economic growth and

eventual elimination of vulnerability to poverty.
In harmony with the above objectives, the reseaegks to answer the following questions:

1) Does foreign aid improve economic growth? A oradl growth diagnostics exercise will
set the stage for answering this question. A Ved&awor Correction Model (VECM),
Orthogonalized Impulse Response Functions (OIRFsYl dorecast error variance

decompositions (FEVDs) will finally be used.

2) What factors make poverty reduction more respent economic growth? To answer
this question | will use regional consumption arsded growth incidence curves, regional
household livelihoods profiles, other descriptivxhniques, and consumption and asset

growth regressions.

3) What are the determinants of vulnerability to@amption and asset poverty? | will use the
methodology of Christiaensen and Subbarao (2004)artalyze the determinants of
vulnerability to poverty and to estimate vulnerdbpillevels. | will also carry out cross-

tabulations of vulnerability to consumption poveatyd vulnerability to asset poverty.

From the above objectives and questions the foligviypotheses will be tested:

1) Foreign aid positively determines economic gtowdVe expect foreign aid to inject

resources into the economy and thus boost growdlch& 1990). Although some argue that



conventional aid (aid that targets a country asosp@ to project aid) is ineffective and

sometimes it might harm growth (Easterly, 2008).

2) Growth of farm crop income and growth of nomfabusiness income increases the
consumption growth and asset growth of the pooonFthe settings, assets and activities
framework (Hoddinott and Quisumbing, 2003) we krtbat income is used for consumption
and accumulation of assets. Thus we expect thattrof farm crop income and growth of

non-farm business income will increase consummiawth and asset growth of the poor.

3) Growth of farm crop income has a higher impatctlee consumption growth of the poor
than growth of non-farm business income. The poetikely to be more reliant on farm crop
income as opposed to non-farm business income (KB8@; Christiaensen and Pan, 2010).
Hence growth of farm crop income is expected tonloee beneficial to the poor than growth

of non-farm business income.

4) Individuals that are vulnerable to asset povargyalso vulnerable to consumption poverty.
Asset ownership influences consumption; individualth more assets have more income
and thus have higher consumption (Hoddinott and@ubing, 2003). Thus those vulnerable
to asset poverty are likely to also be vulnerableansumption poverty.

5) The poverty rate is higher than mean vulnergbiMean vulnerability is expected to be
similar to the poverty rate in a normal year. lhaal year mean vulnerability is less than the
poverty rate (Chaudhuri et al 2002; Christiaensah Sarris, 2007). Since in the year of the
last survey round, 2009, real GDP per capita grawtthe two regions was low we assume
that it was a bad year. Hence we expect the povat#yto be higher than mean vulnerability.

1.4 Thesis outline

The thesis has been structured as follows: Chagteris the introduction. Chapter two
analyses the impact of foreign aid on economic ¢jnow Tanzania, chapter three analyses
the impact of economic growth on poverty reductioiilimanjaro and Ruvuma regions and
chapter four analyses the determinants of vulnkiyabo poverty in the two regions. Chapter

five is the conclusion.
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CHAPTER 2 : THE IMPACT OF FOREIGN AID ON ECONOMIC GROWTH IN
TANZANIA

2.1 Introduction

Economic growth is the sustained increase in a tegisnproductive capacity. Economic
growth is usually measured as growth in GDP; howéve Sarkozy commission (Stiglitz et
al., 2009) has criticized GDP as a national accouesurement and has recommended the
use of Net National Income (NNI), unfortunately Zania does not yet have long time series
of NNI.

Tanzania has experienced low economic growth rnateee past. Since the year 2000 the
economic growth rate has risen significantly buisitnot high enough to meet the annual
growth target of 8% that is required for achievidglennium Development Goal 1. The
main reasons for the recent growth revival haventm®nomic reforms, high inward foreign
investment and foreign aid inflows (Mwase and Ndu008). In this chapter we will
investigate the impact of foreign aid on economimmagh in Tanzania. Foreign aid is viewed
as one of the means of enabling the country toeaehihe Millennium Development Goals
(MoFEA, 2010b).

Foreign aid has been an important source of extéimance for Tanzania. At its peak in
1992 foreign aid was 29% of GDP and exceeded exfy234% and had a volume of 1.3
billion USD. Since then the volume of foreign amshended to rise but its share of GDP and
its importance relative to exports has fallen. @12, foreign aid was 10% of GDP and 34%
of exports and its volume was 2.8 billion USD. kgneaid has also been an important source
of finance for the government and sometimes liketha years 2002/03-2005/06 it has
financed around 40-42% of the government budgeteRéy foreign aid continues to be
important to the budget although its share of gowvemt budget has declined to 26% in
2011/12 and 16% in 2012/13 (own calculations fro®BIMF and World Bank data).

Economic reforms have improved institutions andigied and thus are expected to make
foreign aid more effective in Tanzania (Mwase arall, 2008). Large inflows of foreign

aid in Tanzania have a potential for causing a dbuDisease’. However, a ‘Dutch Disease’
can be prevented by the central bank interveningrevent the appreciation of the real
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exchange rate and by the government investing imastructure so as to boost

competitiveness.

Recently the main modality of delivering foreigrd d&as been via direct budget support as
well as sectoral funding mainly in health and edioca Direct budget support improves

donor coordination, boosts government financesiaaeases country ownership in the use
of foreign aid. Sectoral funding improves donor rcheation and improves the targeting of

aid towards growth boosting sectors such as infrestre, health and education. However
both direct budget support and sectoral fundingdede be accompanied by good public
finance management in the recipient country togethi sound tax revenue targets in order

to minimize aid fungibility and corruption.

For this chapter the research objective is: Toyamathe impact of foreign aid on national
economic growth. The research question is: Doesdoraid improve economic growth? The
chapter begins with a section on the evolutionhef Tanzanian economy, then sections of
literature review, growth diagnostics, theoreti@mework, the econometric model, data,

results and discussion and then conclusion.

2.2 Evolution of the Tanzanian economy

This section explains the evolution of the Tanzar@aonomy overtime. From independence
in 1961 upto 1967 the economy was a market econwithlyemphasis on import substitution
industrialization based on encouraging foreign stweent in the manufacturing sector.
Between 1967 and 1985 the Tanzanian economy wasotted by the state under the policy
of Ujamaa socialism that was pioneered by the frssident (Julius Nyerere). Economic
output was dominated by state owned enterprisedadje proportion of the economy was
either under direct state control or was tightlgulated by the state. Import substitution
industrialization was now done under state owneigrprises and the exchange rate was
fixed and overvalued. Between 1985 and 1995 thexea new president (Ali Mwinyi) and
economic reforms were introduced. The type of rabmtroduced in this period was mainly
deregulation of the economy, currency devaluatmiyatization and the reintroduction of

multiparty politics.

Another president (Benjamin Mkapa) came in betwE@95 and 2005, in this period deeper

economic reforms were introduced. Nearly all statened enterprises (including large
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commercial banks) were privatized foreign investiveas strongly encouraged especially in
the mining sector. The economy started growingdigpidomestic revenue collection rose,
foreign investment increased greatly and foreighrase sharply there was also debt relief
whereby a significant proportion of the Tanzaniareign debt was cancelled (Mwase and
Ndulu, 2008; Nord et al., 2009). In 2005 anothew rEFesident (Jakaya Kikwete) came in

and the policy so far has been to consolidate ¢ba@mic reforms.

From figure 2.1 we can see the evolution of thezaaran economy across time. We can see
that in the 1960s and 1970s the growth rate fluetidue to volatility of cash crop prices,
rainfall and international oil prices as well as tmplementation of compulsory villagisation
policy. In 1978 and 1979 there was war between diaiazand Uganda this war had dramatic
consequences for the economy and led to a periedarfomic crisis between 1980 and 1985.
During this period Tanzania experienced a majoession and from our figure we can see
that during this period the growth rate of GDP was$ only negative but was also at the
lowest historical level.

Figure 2.1: Growth rate of national real GDP and ral GDP per capita
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Source: The author's calculations from Bank of Tanzania (BOT) statistics.
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After 1985 the economy recovered mildly especiallythe late eighties and early nineties
when a cash crop price boom boosted the econonmydween 1992 and 1995 the economy
was in crisis as donors withdrew aid on groundg@fernment corruption. After 1995 the
new president that came in managed to restore dooofidence by promising to fight
corruption. From figure 2.1 we can see that ater year 1995 the growth rate of GDP has
risen steadily. However there is a slight decline do the negative consequences of the
2008/2009 international financial crisis in therfoof lower tourism revenues and a decline
in foreign investment (especially in the miningtsec

The mean growth rate of GDP during the socialiat (@0©67-1985) was 3% which is lower
than that of the post reform period (4.8%). The mgewth rate of per capita GDP during
the socialist era stagnated at 0.03% which is lothen that of the post reform period
(2.16%). Note that a significant part of the pasfiorm economic improvements occurred
after 1995; where by the growth rate of real GDR w&% while that of real GDP per capita
was 3.1% (own calculations from BOT statisticsprrfigure 2.2 we can see that Tanzania
experienced growth acceleration in the 2000s. Whitae early 1980s Tanzania experienced

the lowest 5 year average growth rate after indepece.
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Figure 2.2: Growth Acceleration
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Figure 2.3 shows the trend (from 1961-2012) ofttiree variables (aid, exports and non-aid
Gross Fixed Capital Formation (GFCF) as shares@P)3hat will be analysed (alongside
GDP per capita). The periods are subdivided in@6{11966), (1967-1977), (1978-1985),
(1986-1995) and (1996-2012) in order to reflect thajor shifts in national policy and

economic climate.

From figure 2.3 it can be seen that from indepenedan 1961 until 1966, aid as a share of
GDP was relatively low and it was declining, expaat a share of GDP was relatively high
and marginally declining and non-aid GFCF (Grosse#&iCapital Formation) as a share of
GDP was relatively low but slightly increasing. ®eten 1967 and 1977, aid as share of GDP
increased, exports as a share of GDP declined aneaid GFCF as a share of GDP
increased. This shift reflected increasing stateeruention in the economy that was

accompanied by higher aid and higher public investniMwase and Ndulu, 2008).

From 1978 to 1985 aid as a share of GDP initialyeased and then declined, exports as a
share of GDP rapidly declined and non-aid GFCF ahae of GDP increased and then
declined. The rapid decline in exports and the ardecline in non-aid GFCF during this
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period was mainly caused by deteriorating termsrade, the Tanzanian-Uganda war, oll
price shocks and excessive (and usually ineffitigavernment intervention in the economy.
The decline in aid towards the end of this pericaswaused by deteriorating relationship
between the government and donors (Mwase and N2008).

From 1986 to 1995 aid as share of GDP rapidly smed and then declined, exports as a
share of GDP rapidly increased and non-aid GFC& sisare of GDP rapidly declined and
then increased. This recovery was ushered by tise iiave of economic reforms which
involved currency devaluation, trade and finandiaéralisation. These reforms were also
accompanied by higher foreign aid. But this waveeddrms lost momentum towards the end
of this period as the government was hesitant toydarther reforms and its relationship
with donors deteriorated (Muganda, 2004; MwaseNahalu, 2008).

From 1996 to 2012 aid as a share of GDP initiatiglithed and then rose and then slightly
declined, exports as a share of GDP initially desdi and then rapidly increased and non-aid
GFCF as a share of GDP initially declined and ttegndly increased. This final rise was due
to the second wave of deeper economic reforms @eaonomic stabilisation, further
privatisation and public finance management refyyhgh inward foreign investment, the
emergence of non-traditional exports (mainly goldligh tourism receipts and an
improvement in the relationship between the govemmand donors (Muganda, 2004;
Mwase and Ndulu, 2008; Nord et al., 2009).
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Figure 2.3: Trends of foreign aid, exports and noraid Gross Fixed Capital Formation
(GFCF) (as shares of GDP)
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A note on GDP as a measurement of economic activity

In this study we use GDP as our measurement ofoecigractivity. However we should note
that according to the Sarkozy commission (Stigdital., 2009), GDP has some limitations as
a measurement of economic activity. These limitetiinclude 1) GDP cannot identify a
growth bubble 2) GDP does not include environmed&gradation 3) GDP has difficulty

measuring goods and services produced by the gmesin4) GDP ignores non-income
dimensions of welfare.

The Sarkozy commission has recommended amongst tilmgs to 1) use other better
measurements from the existing national accouptsNet Domestic Product (NDP), Net
National Income (NNI) or Net National Disposabledme (NNDI); 2) measure the output of
government services rather than the inputs used)eg)sure changes in wealth (assets and
liabilities) rather than just changes in income;l@hk at real income inequality rather than
just nominal income inequality; 5) use subjectiveasurements of wellbeing as well as

capability approach measures and fair allocatiorsasures; 6) use measurements of
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sustainable development; such as Adjusted Net §aviANS) which use the System of
Environmental Economic Accounting (SEEA); and focas overconsumption of or
underinvestment in environmental resources (Stigdital., 2009). However due to lack of
alternative data in this study we use GDP as owsorement of economic activity.

2.3 Literature review

This section reviews studies which analyse the ahpé foreign aid on economic growth.
These studies can be grouped into cross countrysargle country studies. Foreign aid
injects economic resources into the economy. Itnemds domestic savings, increases
government revenues (general budget support), geeviechnology and improves foreign
exchange reserves (Chenery and Syrquin, 1975; Bd&®0;Burnside and Dollar, 2001;
Sachs, 2005).

Important cross country studies on aid and econagroevth include Burnside and Dollar

(2000) who show that aid is good for growth whee thcipient country has good policies
(low inflation, budget surplus and openness todyatiansen and Tarp (2001) argue that
Burnside and Dollar's (2001) results are not robtishe outliers that they excluded are

included, although they also argue that aid in g@necreases growth.

Collier and Dehn (2001) found that increasing aiccountries experiencing negative shocks
(export price shocks) reduces the negative impfastich shocks on economic growth. They
argue that the inclusion of export price shocksalghé the results of Burnside and Dollar
(2000) even when (their) outliers are included.li€oland Dehn (2001) also argue that aid
will be more effective when it is targeted to caled experiencing negative shocks rather

than towards countries with good policies.

Kraay and Raddatz (2007) empirically dispute thespnce of poverty traps that are based on
low savings and low technology. Hence they claiat thrge increases in aid (that are based
on the assumed presence of such traps) will nassecily generate growth miracles in poor
countries. Easterly (2008) observes that rapidelacple aid increases have been ineffective
and that such an approach has been recycling weiab indicate a lack of learning on how
to improve aid effectiveness. He asserts that giagid increases to specific sectors such as

education and health have performed well compardartie scale aid increases.
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Guillaumont and Wagner (2012) state that most amvth studies miss an important
dynamic that the impact of aid on economic growdtlidhes over time (and eventually
becomes negative) in countries where aid is suftde#isat is once a country starts to grow
rapidly, it no longer receives aid. This dynamicakens the conclusions of cross country
studies which combine slow growing developing caest (which receive aid) and fast
growing developing countries (which do not recea). To remedy this they investigated
whether aid can help to launch growth episodesadswllengthen their duration. They found
the evidence for this hypothesis and further caeduithat the impact of aid on growth
acceleration is greater in vulnerable economiethlthae external shocks such as instability

of exports.

Gomanee, Girma and Morrissey (2005) studied theanpf foreign aid on economic growth
in 25 Sub-Saharan countries from 1970 to 1997. Tussd residual generated regressors to
calculate the proportion of investment that is fisanced by foreign aid. Gomanee et al.
(2005) argue that their regression specificatioplieily takes into account the fact that aid
mainly operates via transmission mechanism suchvastment. They found that foreign aid

improves economic growth in Sub-Sahara Africa.

The literature review now turns to single countiydges. One such study is M’Amanja and
Morrissey (2006). These authors did a study onrtipact of foreign aid on economic growth
in Kenya (1964-2002). They analysed the impactooéifjn aid (in the form of net external
loans), imports, public investment and private stagent (all of which were expressed as a
share of GDP) on economic growth (real GDP pertaapising a Vector Error Correction
Model (VECM). All variable were in logarithmic formM’Amanja and Morrissey (2006)
found that private investment and imports positivieifluence per capita income and net
external loans negatively influence long run grawlthey also found that private investment
is negatively related to imports and governmenestment but positively related to foreign
aid (net external loans). Their analysis has detnatesl that foreign aid in the form of net
external loans is harmful to economic growth, Imatytdid not analyse whether foreign aid in
the form of grants and debt relief is beneficiatlie economy as these unlike loans do not

have to be repaid.

M’Amanja, Lloyd and Morrissey (2005) analysed tmepact of aid on growth in Kenya
between 1964 and 2002 using a Vector Error Cooeciodel (VECM). Aid was
decomposed into grants and loans and it was asstionbé transmitted via government
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spending and tax revenues. Their study found tidagrants increases long run growth while
aid loans reduce it. White and Wignaraja (1992wslhimat large inflows of foreign aid can

cause a ‘Dutch disease’ in the host economy viagpreciation of the real exchange rate,
which in turn can damage the country’s exportsigthanufacturing base. However, Nkusu
(2004) suggests that in recipient countries witke idesources (unemployed factors of
production) aid does not necessarily cause a Ddisdase if that aid is used to employ the

idle resources and ease supply constraints i.eowegnfrastructure.

Juselius, Mgller and Tarp (2011) did a study on ithpact of foreign aid on economic
growth in 36 Sub Saharan African countries fromrthd-1960s to 2007 using a Cointegrated
Vector Autoregressive (CVAR) model. They analyskd impact of aid on four variables,
namely; real GDP, real investment, real private scomption and real government
consumption. Each country was analysed individualifey found that aid improved
investment and or economic growth in 27 out of 8@intries. Thus aid was beneficial in
many countries. Juselius et al. (2011) also indu@anzania in their analysis. They found
that aid had a positive and significant effect owestment in Tanzania, but they argued that
this result was influenced by the 1992-1995 periwdereby aid greatly influenced
investment. However they also found that aid haégative but insignificant effect on GDP,

private consumption and government consumption.

Bwire, Morrissey and Lloyd (2013) analysed the ictpat aid on growth in Uganda between
1972 and 2008 using a CVAR model. They used gromvgdrivate per capita consumption as
a proxy for economic growth. Aid was assumed totda@smitted via government fiscal

variables (government spending, domestic borroveind tax revenue). Bwire et al. (2013)
found that aid improved growth in private per capdonsumption. Aid also improved

government spending, tax revenue and reduced gmesrindomestic borrowing. The above
literature review leads us to test the followinge@rch hypothesis: Foreign aid positively

determines economic growth.

The original contribution of this chapter is: 1)uses a VECM to analyse the impact of
foreign aid on GDP per capita in a single counifgnzania). Using as control variables
investment that is not financed by foreign aid he spirit of Gomanee et al. (2005), and
exports; 2) it calculates and draw the respectitbdgonalized Impulse Response Functions
and Forecast error variance decompositions; 3riies out a growth diagnostic exercise for

Tanzania.

20



2.4 Growth diagnostics exercise for Tanzania

This section carries out a simple growth diagnestixercise for Tanzania so as to investigate
what is preventing higher economic growth. It fitegins with a general explanation of
growth diagnostics, and then it briefly explaing throwth process of Tanzania so as to
motivate the main question of the growth diagnssexercise. It proceeds to apply the
growth diagnostic tree, and then it gives otheitdiac that influence or hinder economic

growth in Tanzania, and finally it gives the corsitin of the growth diagnostics exercise.

2.4.1 General explanation of growth diagnostics

Growth diagnostics are conducted using a growtgrdiatic tree (see figure 2.4). The growth
diagnostic tree lists the binding constraints thet¢ preventing higher economic growth.
When we conduct a growth diagnostic exercise welcllgy moving from the top of the tree
towards the bottom) to see if the constraint inlibe is relevant to Tanzania. We move down
the tree until we identify the binding constraithig greatest obstacle) to higher economic
growth (Hausmann, Rodrik and Velasco, 2005; Hausm#&iinger and Wagner, 2008;
Lundstrom and Garrido, 2010).
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Figure 2.4: Growth diagnostics tree
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Source: Hausmann et al. (2005); Lundstrom and Gaf&010).

According to Hausmann et al. (2008) the main chiaratics of a binding constraint are: 1)
The price or shadow price of the constraint is high Changes in the constraint would
produce significant changes in economic growthAggnts would be trying to overcome or
circumvent the constraint; 4) Agents that have lagmnsive use of the constraint will have

better chances of surviving and growing.

The growth diagnostics approach asks the followgugstion: is Z the cause of low economic
growth (or the factor that prevents higher growtha given country at this time period? The
advantage of this approach over other approachdbaitsit enables us to identify the
underlying constraint (usually via prices and shagwoices); something that is difficult to do

with other methods such as growth regressions.

In the growth diagnostic approach the determinahtgowth are given greater probability of

being complements than substitutes. The economatgsea little more (but not exactly) like
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Liebig’s barrel where by output (economic growtlquals the shortest stave (binding
constraint); growth increases only by increasing shortest stave (until the next shortest
stave/next binding constraint). The most bindingstraint is the constraint that generates the
highest social welfare loss (Hausmann et al., 2008)

Hausmann et al. (2008) suggest following thesessitephe growth diagnostic approach: 1)
Expound the growth process and determine a releyaestion. 2) Carry out a differential
diagnosis. 3) Give an explanation of the factorat tbause the presence of a particular
constraint (posit a syndrome). Syndromes havelilestmplications such as the observation
of a signal (high shadow price). 4) Further imgimas are tested to corroborate evidence of
the syndrome. 5) Iterating on positing a syndromd gesting further implications until
convergence. Beliefs on the relevancy of a syndrameeupdated in an implicit Bayesian
manner based on the ratio of the conditional priibalof observing the signal if the
syndrome is correct relative to the unconditionabbability of observing the signal

(Hausmann et al., 2008).

The simple background growth model for the growigdostic exercise follows a balance
growth path whereby the rate of economic growthaéxjuhe rate of asset accumulation
(Hausmann et al., 2005).

&k

g—c—t—k—t=0([l’(1—[3)—9]

Whereby g is the (per capita) growth rate of thenemy, c is consumption per capita, k is
capital per capita, r is the expected social retarnvestment, (B) is the proportion of r that
is privately appropriable ané is the opportunity cost of investment funds. A ajes
difference between the net benefits and costs \dsiment implies a higher rate of asset

accumulation and thus a higher growth rate.

2.4.2 Brief explanation of the growth process of Trazania

This sub-section gives a brief economic historyTahzania so as to motivate the main
guestion of the growth diagnostic exercise. Thighen followed by the rest of the growth
diagnostic exercise. In 1961 the GDP per capitdavizania was 54 USD,; it was below that
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of Sub-Saharan Africa (132 USD) which was belowt tfahe world (455 USD). In 2012 the
GDP per capita of Tanzania was 609 USD which wdewb¢hat of Sub-Saharan Africa
(1433 USD) which was below that of the world (1&20SD). Thus with time Tanzania’s
GDP per capita is roughly the same proportion at tf Sub-Saharan Africa while it has

become a smaller proportion of world’'s GDP per tzapi

In the late 1970s and early 1980s, Tanzania’s GBPcppita declined and real GDP per
capita growth was generally negative. It is onkgaf 996 that Tanzania has had a continuous
positive growth and it even experienced growth radon. The reasons for Tanzania’s past
malaise were volatility of cash crop prices, soneeiquls of drought, decline of terms of
trade, high international oil prices, a low basenwdnufacturing and service sectors and
inefficient state intervention in the economy. TI#/8/79 war with Uganda also increased
economic hardship. Overreliance on traditional fmwductivity agriculture that depends on
rainfall and uses low levels of agro-mechanizataad fertilizers has also contributed to low

growth. Low levels of human capital and bad infnasture have also hindered growth.

The recent recovery in Tanzania came after econogfoems which have improved the local
business environment as well as the agricultureosethe country has further diversified its
crop base and it has increased the size of its faetuing and service sectors. As a result it
is slightly less dependent on agriculture and edinRecent investments in infrastructure
(roads, water supply and electricity) and educahame also contributed to the improved
growth. However poverty particularly in rural areastill a big challenge and there is a need

for more improvement in many sectors of the economy

The key challenge for Tanzania is how to furthesdiger capita GDP growth and household
incomes patrticularly in rural areas and thus redumeerty. Thus the main question of the
growth diagnostic exercise for Tanzania is: whatasstraining private investment from

being higher?

2.4.3 Applying the growth diagnostic tree

We start at the top of the tree and go downwards jastify why we choose a particular
direction of the tree as we go downwards. The guaestions will be in bold so as to make
them easier to follow. The first question from #@y@wth diagnostic tree ids the lack of

higher private investment mostly caused by a demandcroblem (low returns to
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economic activity) or a supply problem (high cost fofinance)? As we are going to see in

the following analysis the answer is it is mostysed by high cost of finance.

According to the 2003 and 2005 World Bank Investhedimate surveys of Tanzanian rural
and urban non-farm businesses, the highest pegsenfeentrepreneurs (at least 60%) stated
that access to finance (availability and cost) wWees major obstacle for the operation and
growth of firms in Tanzania (World Bank, 2007a).téraon the 2013 Executive opinion
survey of the World Economic Forum found that ascés financing was the most
problematic factor for doing business in Tanzamigh a weight of 24.2% followed by
corruption (16.9%), inadequate supply of infrasuoe (11.5%), inefficient government
bureaucracy (10.2%), inflation (7.6%) etc. (Schwald Sala-i-Martin, 2013).

The cost of finance is high due to historical ressdaJnder the state control regime credit to
the private sector as percentage of GDP was nblgligind interest rates were controlled by
the state. The private sector was significantlyglitreonstrained. The 1985 economic reforms
started the liberalization of interest rates, legdnterest rates sharply increased. Budget and
current account deficits during this period als@ated inflationary pressure and thus
contributed to the high interest rates. Deeperrmefoafter 1995 have improved public
finances, curbed inflation and have steadily inseglacredit to the private sector. As a result
lending interest rates started to decline after51@&e figure 2.5). Note that as the gap
between investment rate and saving rate narrowsetltdng interest rate falls. This reflects
the fact that a high lending interest rate refléeshigh cost of finance which is caused by a

high demand for loans and a low supply of savings.
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Figure 2.5: Tanzania’'s lending interest rate, therivestment rate minus the savings rate

and domestic credit to private sector as percentage GDP
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Source: The author's calculations from BOT and World Bank statistics.

The decline in national interest rates has beewmpanied by higher economic growth
nationally. However, the shadow price of financestidl relatively high as lending interest
rates were around 15.5% in 2012.

Economic agents avoid high costs of finance byimglyon own savings and money from

friends and relatives when starting or expandirgrtbusinesses. Economic activities with

low start up financial costs are more numerous tihase which require large amounts of
finance i.e. small businesses are more numeroupa@u to large businesses. Successful
medium and large firms in Tanzania are those witbess to concessional loans from

financial institutions or those with diversified$iness portfolios.

There has also been a surge in inward FDI to Taazater the introduction of economic
reforms, this further shows that lack of credithe most binding constraint as opposed to
expected returns to investment, as inward FDI corftesn countries without credit

constraints and flows to areas with good expeatadrms to investment. The recent decline in
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inward FDI is due to the financial crisis in FDIusoe countries and not due to a decline in

Tanzania’s expected returns to investment (seedigLb).

Figure 2.6: Tanzania’s net inward FDI as percentagef GDP
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Thus from the above it is clear that the main radso low private investment in Tanzania is
the high cost of finance. Moving down the growthgtiostic treeis the high cost of finance
mostly caused by low levels of international finare or by low levels of local finance?As
we can see from the above analysis Tanzania hasrkeeiving a lot of FDI from abroad.
Also Tanzania has been a major beneficiary of fpraiid. This rules out lack of international
finance being the main problem. Thus the answeéhdocabove question is: the high cost of

finance is caused mainly by low levels of locabfiice.

Moving down the treeare the low levels of local finance mostly caused/bow domestic
savings or inefficient financial sector intermediaion? The following analysis shows that
the answer is: the low levels of local finance eaeised mainly by low domestic savings.
According to the 2009 FinScope financial survey8W of individuals in Tanzania formally
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save, 17.2% saved only informally, 41.4% save ahédor in kind and 29.6% don’t save.
8.6% of individuals had savings in a bank (FinS¢@84.3).

The constraint of low domestic savings is mainlysed by lack of regular income. The 2009
FinScope financial survey data (see figure 2.7wshthat in Tanzania the top five reasons
people give for not having a bank account (an ingsarindicator of financial savings) are 1)
| don’t have a regular income (72.57%) 2) | dorévé a job (22.69%) 3) The bank is too far
from where | live (19%) 4) | don’t know how to oparbank account (18.48%) 5) | have too
little to make it worthwhile (8.41%).

Figure 2.7: Reasons for not having a bank accountiTanzania in 2009

I don’t have a regular income

I do not have a job
The bank is too far from where | live
| don’t know how to open an account
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Banks are overcrowded/long queues
Other

| prefer alternative financial service
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Source: Own calculations from the 2009 Tanzani&€ape survey data from the Financial

Sector Deepening Trust.

Although lack of regular income is the main reagmmlow savings this does not mean that
financial sector intermediation is perfectly effiot. The spread (the difference between

lending and saving interest rates) which is an cair of inefficient financial sector
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intermediation is still high although since 2000ats slightly declined and real saving interest

rates are still negative (see figure 2.8).

Figure 2.8: Tanzania’s real lending and savings imrest rates and the interest rate

spread
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Source: The author's calculations from BOT and World Bank statistics.

The widespread introduction of microfinance in Tama and the reorientation of banking
services to accommodate small savers and small naedium enterprises (SMEs) has
significantly reduced both the savings and creditstraints and boosted private investment
in the country. However the savings and credit trang continues to be the most binding
constraint in the country and more needs to be domelax these constraints. Loan interest
rates are still high and people continue to relypersonal savings and money from friends

and relatives to start businesses.

Tanzania scored 3.72 in the financial market deueknt index of the Global
Competitiveness report (2013-2014) and ranked 9%b@48. The score for availability of
financial services was 3.7 and ranked 119 out @&, IHat of affordability of financial
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services was 3.6 and ranked 120 out of 148. Theszfoease of access to loans was 2.7 and
ranked 83 out of 148, that of soundness of banls4a@&and ranked 114 out of 148 (Schwab
and Sala-i-Martin, 2013).

2.4.4 Other factors that influence or hinder econome growth in Tanzania

The above application of the growth diagnostic thee shown that low domestic savings is
the most binding constraint on economic growth amZania. In order to complete the growth
diagnostic exercise for Tanzania we look at otlaetdrs that influence or hinder economic
growth in the country. These factors can be ecooamy. macroeconomic instability and
imperfect markets, and or non-economic e.g. gedyyrgmd governancHausmann et al.,

2005). The factors that influence or hinder ecomognowth in the country include:

Geography and Regional Potential- Tanzania hasdamiriand and low population density
although in the highlands area like Mount Kilimaojdhere is high population density and
shortage of land. Thus there is room for increasamgl under cultivation especially in the
lowly populated areas. In 2012 the population afizgmia was 44.9 million, the total surface
area was 947,300 square km (land area 885,800es§ugt the population density was 51
people per square km. The population density ivya@tbat of SSA (39) but slightly below
that of the world (54).

The population of 44.9 million people provides aesible domestic market. The country is
also a member of the East African community (EAGY &outhern African Development
Community (SADC). In addition the country is a memlof the United Nations and the
World Trade Organization (WTO) thus it has accessternational markets for its exports.
The value of the domestic market size index of Barewas 3.4 and it ranked 73 out of 148
countries while that of the foreign market sizeexdvas 4.1 and ranked 87 out of 148
countries in the Global Competitiveness Report 8P214) (Schwab and Sala-i-Matrtin,
2013). Thus Tanzania has a fairly good domestiketaand a good access to international
markets. However, its low GDP per capita limitsdtsnestic market, the low GDP per capita
of neighbouring countries limits the regional mar&ed its reliance on primary commodities

prevents it from further benefiting from internatad markets.

Economic growth can be improved by increasing lamttler cultivation, improving
agricultural productivity, growing high valued csyppracticing modern dairy farming and
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diversifying into manufacturing and the serviceteex However, food crops should not be
neglected so as to promote food security. The cpuldes not experience natural disasters
although sometimes it experiences periods of rhiafdatility and droughts. The volume of
rivers usually declines during droughts and thutuceng water available for hydroelectric
production and irrigatiodUCN, 2003; RAWG, 2009; MoFEA, 2010a).

Tanzania has plenty of natural resources such &stf wild life, big lakes, big rivers,
mineral deposits (gold, diamonds, gemstones, umaniand natural gas deposits. These
natural resources can be used to support minimdpeti, fisheries and tourist industries. Good
governance is necessary to make sure that thesemhegsources benefit the country. The
country has great potential to expand its tourstta due to the presence of Mount
Kilimanjaro, major national parks (with plenty ofildlife) and white sand beaches. Dar Es
Salaam, the commercial capital, has manufacturatigigy, a reasonably developed banking
sector, hotels and higher education institutiongdneral since independence the country has
experienced national unity, peace and stability @rths a good degree of social cohesion

and a common national language (Kiswahili).

Infrastructure- Tanzania has international airpcatsweather tarmac roads that connect its
regions and some neighboring countries. There lacerailway lines linking various regions
and also some neighboring countries but the raillivegs are hardly operating. Recent road
projects have improved the roads within the courity many roads are still in poor
conditions. In 2009 only a small percentage of soadre paved (14.9%) compared to 16.3%
in Sub-Saharan Africa and 57.6% in the world (il@0(see table 2.1).

The majority of people have access to water frompraved sources (53.4%, in 2010)
compared to 62.07% in Sub-Saharan Africa and 88.4%e world. Tap water is mainly
available in major urban centers and prosperous areas although sometimes the taps are
dry (especially when there is water rationing). Fe®ople in Tanzania have access to fixed
telephone lines (0.39% in 2010) compared to 1.45%ub-Saharan Africa and 17.83% in the
world. However, Tanzania fares well as far as actesome other types of Information and
Communication Technologies is concerned. In 20B8% of people had mobile phone
subscriptions compared to 45.22% in Sub-Saharaicadfind 77.14% in the world. And 11%
of people were internet users compared to 10.63%ulmSaharan Africa and 29.58% in the

world.
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Tanzania’s population has a low access to elettr{@4.8%) compared to 34.58% in SSA
and 77.63% in the world (in 2010). Electricity siypis unreliable especially during droughts
when the hydroelectric dams have little water. Soeggons are not connected to the national
electricity grid instead they rely on a regionagatticity grid based on diesel generators
owned by the national electricity company. The oeator unreliable and low supply of
electricity is underinvestment in electricity suppind distribution (especially in rural areas)
due to lack of government funds. Due to poor elgtyrsupply some household and firms
own diesel electricity generators some use biotgadreeity and other use solar power.

Table 2.1: The percentage of people with accessuarious infrastructure variables in

Tanzania in 2010

2010 Tanzania Sub-Saharan Africa| World
Electricity 14.8% 34.58% 77.63%
Improved water 53.4% 62.07% 88.47%
Source

Paved roads (% of | 14.9%* 16.3% 57.6%
total roads)

Fixed telephone lines| 0.39% 1.45% 17.83%
Mobile phone 46.8% 45.22% 77.14%
subscriptions

Internet users 11% 10.63% 29.58%

Source: World Bank data. * Data from year 2009.

Figure 2.9 shows per capita electricity consumptioiianzania, Sub-Saharan Africa and in
the world. From this figure we can see that eleityriconsumption in Tanzania is lower than
in Sub-Saharan Africa and much lower than thathef world. Low electricity supply and
consumption in Tanzania hinders economic divewdifotm away from agriculture towards
manufacturing and service sectors. It also disgrsgaomestic as well as foreign investment

in the country.
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Figure 2.9: Tanzania, Sub-Saharan Africa and world$ electricity consumption (KWh

per capita)
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Source: World Bank statistics.

Human capital- Tanzania has better levels of ltgrand primary education achievement
compared to SSA. It has a high net enroliment natiprimary education (97.99% in 2008)

compared to SSA average (76.33% in 2011) and alspared to the world average (89.29%
in 2011) (see table 2.2). Primary school pass ragege recently improved indicating

improvement in the quality of primary education [BA6T, 2007; 2010; 2011; 2012).

Gross enrollment in secondary schools has recanglyoved due to the national campaign of
building community secondary schools in every wardspite this, Tanzania has lower gross
secondary school enroliment (31.72% in 2010) coegdan SSA (40.96% in 2011) and the
world average (70.65% in 2011). The expansion cbisdary school enrollment has been
accompanied by a decline in the quality of secondducation; secondary school pass rates
have deteriorated as many community schools haveégachers and poor facilities (MOEVT,
2007; 2010; 2011; 2012). The recent increase imtimber of tertiary education institutions
has increased student enrollment at the tertiamgl IMOEVT, 2010; 2012). However, gross
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tertiary level enroliment (2.11% in 2010) is lowtan SSA average (7.57% in 2011) and

also lower than the world average (30.08% in 2011).

The health of Tanzanians is better than the SSAageebut below the world average. Life
expectancy is 60.07 years (in 2011) which is highan the SSA average (55.92 years in
2011) but lower than the world average (70.54 year2011). Infant and under 5 mortality
rate is 39.3 and 57.3 per 1000 live births respelstiand is better than the SSA average
(65.92 and 101.55) but slightly below the world rage (36 and 49.6). Tanzania has a
Human Development Index score of 0.476 (in 2012gkvis slightly higher than that of SSA
(0.475) but lower than that of the world (0.694)pté&l that due to limited opportunities in
rural areas skilled individuals usually migrate work in urban areas especially Dar Es

Salaam and major towns like Dodoma, Arusha, MwamhMbeya.

Table 2.2: Tanzania education and health indicators

2011 Tanzania Sub-Saharan Africa| World
Literacy rate 73.21%* 59.83% 84.08%
Net primary school 97.99%** 76.33% 89.29%
enroliment

Gross secondary schoo| 31.72%* 40.96% 70.65%
enrollment

Gross tertiary level 2.11%* 7.57% 30.08%
enroliment

Life expectancy (years) | 60.07 55.92 70.54
Infant mortality rate (per 39.3 65.92 36
1000 live births)

Under 5 mortality rate | 57.3 101.55 49.6
(per 1000 live births)

Human Development | 0.476 0.475 0.694
Index (2012)

Source: World Bank data. * Data from year 2010¢d#ta from year 2008.

Macroeconomic instability- Tanzania experiences Idow moderate macroeconomic
instability. Since 1999 Tanzania has experiencedlsidigit inflation rate with the exception
of four recent years (2008, 2009, 2011 and 2012nahexperienced moderate double digit
inflation rate. In 2012 the inflation rate in Tanka (16%) was higher than the SSA average
(6.45%) and higher than the world average (3.69%is moderate double digit inflation has
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been mainly caused by high world oil prices andhHapd prices. Sometimes local droughts

that also affect neighboring countries have alsdrdauted to high food prices.

In recent years the government deficit (includingngs) has been low and sustainable
however in the past year or so it has starteds@ th 2012, the government cash deficit was
7.2% of GDP and the budget deficit was 6.1% of GBP2012/13 (World Bank data;
MoFEA, 2014). Foreign aid grants and foreign aidn® finance a significant part of
government spending; 10.8% and 5.3% respectiveB0it2/13. The country has a slightly
low percentage of tax revenue to GDP (16.1% in 20@@reign non-concessional borrowing
has started to rise and in 2012/13 it was 8.4%ovEgiment spending (BOT and World Bank
data).

Tanzania has a moderately large current accouititd@f2.88% of GDP in 2012) mainly due
to high world oil prices and high oil imports aslhas high capital goods imports. However,
huge inflows of foreign aid (both current and capitansfers) and FDI greatly improve the
overall balance of payments position. Tanzaniatereal debt position has greatly improved
after it benefited from debt forgiveness under Heavily Indebted Poor Country (HIPC)
initiative and the Multilateral Debt Relief Initise (MDRI). In 2012 the external debt stock
was sustainable (41.4% of GNI) and the total delbtise was low (1.9% of exports and
primary income). However, recently the externaltdes#s started to rise due to increased
foreign borrowing by the government so as to fuadegnment projects.

The recent global financial crisis slightly affedttehe Tanzanian economy by slightly
reducing tourism revenues, exports and inward BQIT, 2011a); real GDP growth declined
from 7.17% per annum in 2008 to 5.85% in 2009. Hlagonal economy was slightly

affected due to limited exposure of local bankgltbal financial institutions and diversified

trade patterns which include unaffected economiessaj. In 2008, the real exchange rate
appreciated by 17.75% thus reducing domestic cdtiyegtess (the author’s calculations
from NBS, BOT, World Bank and IMF statistics).

Governance, Corruption and Government EfficiencanZania is a moderately corrupt

country it has a score of 33 (in 2013) and rankd blt of 175 in Transparency

International’s Corruption Perception Index (CHIanzania ranks 21 out of 48 among Sub-
Saharan African countries, its score of 33 is edoathe average score of Sub-Saharan
African countries (33) but below the world’'s avezaagore of 43 (Transparency International,
2013).
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The National Anti-Corruption survey shows that peailfficials are the leading perpetrators
of corruption in the country (PCCB, 2009). Corroptireduces private appropriability of
returns to investment and thus discourages privatestment. Corruption involves tax
officials, law enforcement agencies and local gowent officials. According to the national
anti-corruption survey 49.7% of enterprises haveoantered corruption in the country
(PCCB, 2009).

However, The National Anti-Corruption survey shatlvat corruption has declined in recent
years (PCCB, 2009). Mismanagement of public furedsdeclined due to increasing auditing
by the office of Controller and Auditor General (GA(NAO, various years). In addition, the

introduction of multi-party democracy in 1995 hasreased political competition between
the ruling party and the opposition parties. Thpagition has managed to win a significant
number of parliamentary seats and has manageadttheusome local governments. This has
improved political accountability in the country.

The World Bank’s Country Policy and Institutionasgessment (CPIA) shows that in 2012
Tanzania fared well compared to Sub-Saharan Afaicd world averages in governance
indicators such as transparency, accountabilitycmcuption in the public sector, quality of
public administration and equity of public resoutse. But it is rated slightly lower in the

guality of budgetary and financial management {abke 2.3).

Table 2.3: Tanzania governance indicators

2012 Tanzania Sub-Saharan Africa| World

Transparency, 3 2.71 291
accountability, and
corruption in the

public sector rating

Quiality of public 3 2.83 2.94
administration rating

Quiality of budgetary | 3 3.04 3.23
and financial

management rating

Equity of public 4 3.28 3.45

resource use rating

Source: World Bank data.
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Barriers to and Costs of Doing Business- In 201&h)ZEnia’s ease of doing business index
(136) was below the world average (95) but aboveSaharan Africa’s average (142.4) (see
table 2.4). Tanzania had a better business regulatovironment rating (3.5) compared to

Sub-Saharan Africa average (3.05) and the worldaaee(3.17). The cost of business start-
up procedures (% of GNI per capita) was lower imZeaia (31.8%) compared to the Sub-
Saharan Africa average (73.01%) and the world &ee(@3.9%). It took fewer days to start a
business in Tanzania (26 days) compared to theSahlaran Africa average (33.96 days) and
the world average (29.58 days). However Tanzarbaislen of customs procedure rating

(3.4) was below that of Sub-Saharan Africa (3.78) #hat of the world (4.09).

In 2014, Tanzania’s overall economic freedom sewme 57.8 (106 out of 178 countries) and
it was above Sub-Saharan Africa’s average scoré&)®ut below the world’s average score
(60.3). However, Tanzania’s business freedom sg¢aresub component of the overall
economic freedom score) was 47 (159 out of 178 twms) which was below Sub-Saharan
Africa’s average score (51.8) and also below theldis average score (64.9) (Heritage
foundation, 2014).

The leading obstacles of doing business in Tanzaclade (in descending order) access to
finance (with a weight of 24.2%), corruption (16.9%adequate supply of infrastructure
(11.5%), inefficient government bureaucracy (10.2%jlation (7.6%), tax rates (5.6%),
inadequately educated workforce (5.2%) etc. (ExeeuOpinion Survey of the World

Economic Forum, Schwab and Sala-i-Martin, 2013).

Many businesses are informal and trade based. Tlhsestart these businesses are those
who are able to avoid the binding constraints of &avings. Also since many businesses are
informal this means that the costs of business d&timation are high for these households.
This means that the Property and Business Forntializ®rogram (MKURABITA) has had
some successes but it has a long way to go in logearriers and costs of doing business in

Tanzania.
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Table 2.4: Tanzania cost of doing business indicato

2012 Tanzania Sub-Saharan Africa| World
Ease of doing 136 142.4 95
business index

Business regulatory | 3.5 3.05 3.17
environment rating

Cost of business starf 31.8% 73.01% 33.9%

up procedures (% of
GNI per capita)

Time required to start| 26 33.96 29.58
a business (days)
Burden of customs | 3.4 3.78 4.09

procedure rating

Source: World Bank data.

Market Failures- The introduction of economic refigrhave liberalized the economy and has
abolished state dominance in many areas ranging fiee production of manufacturing

goods to the buying of cash crops. But liberal@athas also been accompanied by some
problems i.e. in the agriculture sector privatehcasop buyers sometimes behave in a
monopolistic fashion and underpay the cash cromdes. These market failures reduce
private appropriability (the net return on privateestment) in the cash crop sectors and

discourage rural investment in general.

In order to solve this problem the government leaemtly introduced the warehouse receipt
system. This system together with farmer based eadpes has reduced market failures,
coordination failures, transaction costs and impdbprice discovery in the cash crop sectors
and thus improving private appropriability in thesetors. There has also been some contract
farming which has also reduced market failurehosé sectors.

The non-farm sector in urban Tanzania generally aca face significant market failures due

to the presence of good roads and local marketshafloister competition, improves market

coordination, self-discovery and reduce transactiosts. However in some rural areas the
non-farm sector does face some market failurestagh transaction costs caused by the
absence of good roads and thin markets. Howewerettent road construction projects in the
country will improve transportation and thus redtremsaction costs.
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Tanzania had a score of 3.5 in the Global Competigss Index (2013-2014) and ranked 125
out of 148. The score for goods market efficien@s\8.89 and it ranked 118 out of 148, that
of labour market efficiency was 4.49 and she rank@aut of 148. The score of agriculture
policy costs was 3.7 and it ranked 84 out of 14$h¢@&b and Sala-i-Martin, 2013).

2.4.5 Conclusion

In conclusion the above growth diagnostic exersisews that low domestic savings is the
binding constraint on economic growth in Tanzafiae above analysis shows that although
there are other constraints these constraintsarasimportant as low domestic savings. One
way of relaxing the low domestic savings constraamd increase investment is by

encouraging foreign aid to Tanzania. Foreign aiekjgected to relax the savings constraint in

Tanzania and thus boost investment and economietigro

2.5 Theoretical framework

The theoretical relationship between aid and growds initially based on the Two-Gap

Model of Chenery and Strout (1966). The two gap eh@dgued that developing economies
had inadequate savings (savings gap) and foreighaege (foreign exchange gap) thus they
had low levels of investment and growth. Thus fgmerid would increase savings and

foreign exchange and thus boost investment andtgrow

The two gap model relied on the Harrod-Domar gromttdel. The Harrod-Domar growth
model assumes that increasing savings will incr@agestment and growth. In the Chenery
and Strout (1966) model foreign exchange earningsnaeded so as to import the required

capital goods to use in investment and growth.

Critics point that since the two-gap model relies the Harrod-Domar growth model it
unrealistically assumes there is a constant capitgdut ratio, factors of production are
imperfect substitutes, there is a linear relatigndbetween capital and output, growth is
mainly dependent on capital accumulation, aid #dfggowth only through investment and
all aid is spent on investment (aid is not fungibl€ritics also point that aid can be
endogenous i.e. its impact can depend on host goungtitutions and policies, and aid can

have a non-linear impact on growth (Easterly, 193¢ sen and Tarp, 2000). Later on Bacha
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(1990) added a third constraint of the fiscal gap addition to the savings and foreign
exchange constraints). Thus foreign aid would alsgment government revenues and thus

increase government (investment) spending and growt

The gap models can also be viewed in the contextheieo-classical growth model. This
will remove criticisms that are based on the Haflbmomar growth model such as a constant

capital-output ratio and imperfect substitutiorfaxdtors of production.

The theoretical model of foreign aid and economangh used in this chapter is based on the
Ramsey growth model which is also known as the Rgrass-Koopmans model (Ramsey,
1928; Cass, 1965; Koopmans, 1965; Acemoglu, 20@Epter 8). The Ramsey growth model
is adopted to include foreign aid (Obstfeld, 19%Xports and imports. Time arguments (t)

have been omitted for convenience.

Households have the following utility function:

0 c1-0

u=J;

e~ (B-Mtqt (1)

whereby c¢ is consumption per capi6ajs intertemporal elasticity of substitutiof,is the

subjective rate of time preference and n is the e&population growth.
The economy’s production function is:
y = Zk*" 2)

whereby y is output per capita, k is capital pgritea Z is productivity which can be affected
by institutions and policies, andoutput elasticity of capital.

Investment is represented by:
k=y—c—(8+n)k+a+ (x—m) (3)

whereby n is population growth ratejs the depreciation rate of capital, a is foresgh per
capita, x is exports per capita and m is importsnigorts per capita. (x-m) can be seen as

foreign savings per capita.

The social planner’s problem is:

c1-0

Maximiz8 = fooo — e~ (B-mtd¢ (4)
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Subject to:
k=y—c—(8§+nk+a+ (x—m) (5)
With ¢(0) = ¢y, k(0) = ko, y = Zk* and c < Zk“.

The social planner has the following Hamiltonian:

c1-0

H= e"BMtdt + A[Zk* —c— (8§ +n)k +a+ (x —m)]

1-6

The first order conditions are:

Z—}cl=u’(c)—?\=0 (6)

‘;_’;:_)\+(B—n))\:7t(f’(k)—8—n) (7)

The transversality condition is:
lim [e~B-MtA(H)a(t)] = 0

The equilibrium conditions are:

S=lazk® ' —5-F]  (8)

And
k=[Zk* ' —(8+n)lk—c+a+ (x—m) (9)

The steady state values are:

c= (%)ﬁ [(ﬁ)g —(+n)|+a+(x—m) (20)

=T w

y=7ma (G5 a2

From the above we can see that at the steadyfetatgn aid only increases consumption per
capita; it does not affect steady state capitalcapita. However, for economies which have

not reached their steady state level foreign awleimses capital per capita and output per
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capita (Obstfeld, 1999). For equations showingsiteonal dynamics see Obstfeld (1999) and
Xayavong et al. (2005).

Thus in the neoclassical model with consumers whaximize intertemporal utility,
increasing foreign aid will increase capital pepitaand output per capita for economies that
have not reached their steady state levels. Foora complicated model which includes the
government sector and international capital markets Chatterjee and Turnovsky (2005).
For a model which allows aid to improve long rumdarctivity and thus improve long run

GDP per capita see Dalgaard et al. (2004).

2.6 Econometric Model

This section presents the Vector Error Correcticod® (VECM) that is used to analyse the
impact of foreign aid on economic growth. The seddcvariables come from the above
theoretical framework (Chenery and Strout, 1966;stt@td, 1999). The Vector Error
Correction methodology was first introduced by Jud®m (1988, 1991 and 1996). In this

section the following VECM is used:

AXe = mXeg + D YiAX i + 0Z, + € 1)

X is a vector containing In national real GDP peritegpn foreign aid (percentage of GDP),
In Gross Fixed Capital Formation (not financed ) §percentage of GDP) and In exports
(percentage of GDP). Z is a vector containing ylanmies and a constart.is the error

term. The time period of analysis is from 1961 @42

The VECM is a model of two or more non-stationanyet series that estimates the long run
relationship between variables and the short ryosadent when there is disequilibrium
(Johansen, 1996). It assumes that all variablegralegenous. Cointegration occurs when a
linear combination of two or more non-stationaryiafales has a lower order of integration
(Johansen, 1996). l.e. if the two or more non-ataiy variables are integrated of order 1
(that istheir first difference is stationary), then thesecbintegration when there is a linear

combination of the variables that is stationary.
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Assuming there is 1 cointegratingctor; equation 1 can also be presented as follows:

AX ¢ aqq [B1 ’ X1it-1 €1t
AXpe| a2 B2 | [Xz2t-1 q-1 €2t
AX3t = las ,83 th_l + Zi:l YiAXt—i + @Zt + €3¢ (2)
AX gt Yal[B4] [Xge-q €at

Whereby X is In national real GDP per capita; iX In foreign aid (percentage of GDP) iX

In Gross Fixed Capital Formation (not financed Iy) dpercentage of GDP) and, X In
exports (percentage of GDPRy=af’and theas are the corresponding short run adjustment
coefficients and th@s are the corresponding long run cointegrating faeits. If there is
disequilibrium theas are the adjustment coefficients that take thaabbes back to
equilibrium. Thefs show the long run relationship between cointéggavariables when

there is equilibrium (Johansen, 1996).

If the VECM has i lags, this means that the undegy/ector autoregressive (VAR) model
has i+1 lags. Before running the model | will testunit roots, for number of lags and for the
presence of cointegrating vectors. After running thodel | will test for stability of the
VECM, stationarity of the cointegrating equatiordaor autocorrelation in the residuals. |
will also test whether foreign aid is exogenous atsd if it is not needed in the long run
cointegrating relationship as sometimes it is austy to do this (Juselius et al., 201d)is
the short run adjustment coefficient for foreigd.df a,=0 then foreign aid is exogenous in
the long run. If there is 1 lag in the VECM thenstlalso means that foreign aid is also
exogenous in the short run (Juselius et al., 2034)if we cannot reject the null hypothesis
Ho: 02=0 then this means we cannot reject the hypothieatsforeign aid is exogenous: is
the long run coefficient for foreign aid. f =0 then foreign aid can be excluded from the
long run cointegrating relationship. If we rejelae tnull hypothesis §1 ,=0 then we cannot
exclude foreign aid from the cointegrating relasibip (Juselius et al., 2011).
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2.7 Data

The following data and data sources have been fasdtle analysis: Data for national GDP
per capita was obtained from the Central Bank afZaaia (BOT) as well as the National
Bureau of Statistics (NBS). Macroeconomic varialdesh as GDP are estimated according
to international statistical standards. Real GDPgagita data is in constant 2001 Tanzanian
shillings.

Data on foreign aid, Gross fixed capital formatiand exports was obtained from the
International Monetary Fund and the World Bank (WWddevelopment Indicators). Foreign
aid is equivalent to Overseas Development Assistd@DA). Non-aid gross fixed capital
formation was calculated from gross fixed capitainfation using the methodology of
residual generated regressors of Gomanee et &5)28on-aid gross fixed capital formation
is the proportion of gross fixed capital formatithat is not financed by foreign aid. The
descriptive statistics of the variables used in Yextor Error Correction Model are in
Appendix A (see tables A7, A8, A9 and A10).

2.8 Results and discussion

This section presents and discusses the resuliseoéconometric model of the impact of
foreign aid on economic growth. The results of Beta coefficients of the estimated VECM
are presented in Table 2.5. The dependent varialle real GDP per Capita. The results
show that foreign aid (ODA) has a positive and iiggint impact on real GDP per capita.
Foreign aid injects economic resources into thenegty; it increases government revenue,
investment, foreign exchange reserves, creates pobsides technology and thus increases
real GDP per capita (Chenery and Syrquin, 1975hBad990; Sachs, 2005). Hence this

result is consistent with economic theory.

This result is in line with that of M’Amanja et R005) who found that aid (in the form of
grants) has a positive effect on long run growtkK@mya. It is also in line with the results of
cross sectional studies such as Hansen and Tafd)(2¢ho found that in general aid is
beneficial for growth. Mwase and Ndulu (2008) argiat foreign aid has played a positive
role in Tanzania and that it has boosted economuw/tp. Nord et al. (2009) also argue that
aid has been effective in Tanzania especially gftest 1996 economic reforms where by it

has had a high impact on economic growth.
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The results also show that GFCF that is not findrmg aid has a positive and statistically
significant impact on real GDP per capita. Capatatumulation (investment) increases the
country’s capacity to produce goods and serviceslaums increases output and growth. In the
neoclassical model an increase in investment iseseger capita output and growth for
economies that are below their steady state lef@ksstfeld, 1999). Hence this result is

consistent with economic theory.

The results show that the estimated coefficiengroks fixed capital formation that is not
financed by aid is larger than that of foreign ditlis means that a one unit increase in gross
fixed capital formation that is not financed by &gk a larger impact on GDP per capita than
a one unit increase in foreign aid. Gomanee e{28I05) also found that foreign aid and
investment that is not financed by aid increasemeaaic growth although they used pooled
data of different countries and different contiodgpendent) variables and they used growth
rate (instead of per capita GDP) as their dependmmdble. Juselius et al. (2011) found that
aid boosted investment in Tanzania although it dadinsignificant impact on economic
growth. However their analysis differed from thisidy as they did not look at non-aid

financed investment, and they used shorter timesand different control variables.

The results show that exports have a positive adfieant impact on real GDP per capita.
Exports bring in income and foreign exchange ih® économy, they encourage innovation,
increase the employment of resources (land, labadr capital), increase productivity and
efficiency and thus increase real GDP per capied€F, 1983; Grossman and Helpman,
1991; Thirlwall, 2011). This result is consistenthwthat of Bwire et al. (2013) who in their

study on the Ugandan economy found that exportge(t@r with aid and public spending)
improved growth in private per capita consumptidrich they used as a proxy for economic

growth.
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Table 2.5: Results of VECM long run (Beta) coeffi@nts

Variable Coefficients
Ln Foreign aid (% of GDP) 0.0723427***
(2.63)
Ln GFCF (not financed by aiq 0.388444***
(% of GDP) (9.38)
Ln Exports (% of GDP) 0.1052537**
(2.55)
Constant 10.90195
***P<0.01, ** p< 0.05 and *P<0.1. The dependentiahte is Ln
Real GDP per Capita. Z statistics in brackets.

Source: The author’s calculations.

The results of the alpha coefficients of the estadd/ECM are presented in Table 2.6. The
alpha coefficients show how a variable adjustég@quilibrium path. A negative sign means
that the variable adjusts towards its equilibriund & positive sign means that a variable
adjusts away from its equilibrium. The larger tHpha coefficient the faster the variable

adjusts relative to its equilibrium path.

The results show that the alpha coefficients ofsgréixed capital formation that is not
financed by aid and exports (% of GDP) are positiad statistically significant. The other
alpha coefficients are not statistically signifitafhus gross fixed capital formation that is
not financed by aid and exports (% of GDP) moveyafsam their equilibrium. This means

that they keep on increasing.

The results of the short run equation for growtheial GDP per capita (equation 1) show that
the dummy variable for the year 1966 is positive atatistically significant. This reflects the
sharp economic boom that happened in 1966. Thig st@nomic boom might partly be
explained by the fact that during that year Taredrad a sharp growth in exports (% of
GDP) of 9.1% (The author’s calculations from WaBdnk data) that was mainly caused by
higher volume of coffee and cotton exports (URT73Qand improved export prices of
agricultural cash crops of African countries (esalgc coffee) (FAO, 1967) and to a lesser
extent by improved weather in Tanzania compareth#o previous year. The tonnage of

Tanzanian coffee exports increased sharply by 79vfite that of cotton exports rose by
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53.4% (the author’s calculations from Table E obmmic Survey, 1972-1973: URT, 1973).

It should also be noted that Tanzania introducgdwn currency in 1966 after the breakup of
the East African Currency Board in 1965 (BOT, 201 Maybe this also partly contributed to

the sharp boom.

The Dummy variable for the post war years (DPWiagative and statistically significant.
This shows that the war (with Uganda) negativefeaéd the short run growth rate of real
GDP per capita. The war started from October 1@78une 1979 (Acheson-Brown, 2001;
Francis, 1994), but the negative short term effetthe war were sharply felt between 1981
and 1983. Note that Tanzanian forces remained i@ndg few years after the war. The war
reduced short term growth of real GDP per capiteabse it diverted resources (foreign
exchange, manpower) away from economic product@ratds military effort. The country
spent around 500 million USD in the war effort. §hncrease in war related spending
(defence, transport etc.) increased the budgetitefialso increased the trade deficit as most
of the war related equipment was imported (Gord®84; Havnevik et al., 1988). The
Dummy variable for post 1996 reform period (DP19&6)also positive and statistically
significant. This shows that the deeper economicrmes that happened after 1996 had a
positive effect on the short run growth rate ofl @®P per capita (Utz, 2008; Mwase and
Ndulu, 2008).

The results of the short run equation for growtloireign aid (% of GDP) (equation 2) show
that the dummy variable for the post 1996 refornrigqee (DP1996) is negative and
statistically significant. During these years theras a short run decline in the growth of
foreign aid (% of GDP) due to a decline in the shaf aid in GDP. This means that post
1996 economic reforms have made foreign aid to beenproductive and a given unit of

foreign aid produces more GDP.

The results of the short run equation for growthGross Fixed Capital Formation (not
financed by aid) (% of GDP) (equation 3) show tiieet dummy variable for the years 1987
and 1988 (D1987-88) is negative and statisticatipicant. The years 1987 and 1988 were
part of the early reform period that started in @98hich was accompanied by a sharp
devaluation of the exchange rate and an increaskeineal effective exchange rate and a
short-term improvement in competitiveness. In 198837 and 1988, the TZ Shilling US
Dollar exchange rate was devalued by 62.67%, 67.86% 43.51% respectively; the
corresponding devaluation of the nominal effecexehange rate was 71.41%, 84.14% and
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52.64% and that of the real effective exchange rads 44.1%, 11.05% and 18.8%

respectively (the author’s calculations from BOT &M F statistics).

The effects of these devaluations were especiallyih 1987 and 1988. During these two
years there was a short run decline in the grovitibross Fixed Capital Formation (not
financed by aid) (% of GDP) due to a decline in @BP share of overall investment. The
growth of overall investment was positive but thare of investment in GDP declined. This
means that the early phase of reforms made investtnebe more productive in the short-
run. The dummy variable for post 1996 reform peliD&1996) is negative and statistically
significant. This shows that the post 1996 reforeniqul was accompanied by a short run
decline in the growth of Gross Fixed Capital Forora(not financed by aid) due to a decline
in the GDP share of overall investment. One possikplanation is that investment
productivity had improved during the post 1996 refgeriod (Mwase and Ndulu, 2008) and
thus more output could be produced by a givenafritvestment.

The results of the short run equation for growtherports (% of GDP) (equation 4) shows
that the dummy variable for the post war years (DR¥Megative and statistically significant.
This shows that the war (with Uganda) caused at shordecline in the growth of exports (%
of GDP). Exports declined as some resources (ladotgign exchange etc) were diverted
away from the production of export crops towardditany effort. Coffee exports from
Kagera region suffered as the region was a batthe £Gordon, 1984; Avirgan and Honey,
1983). The war also reduced industrial productiod endustrial exports as there was little
foreign exchange to buy intermediate inputs foustdal production (Gordon, 1984; Avirgan
and Honey, 1983). It should be noted that exp@tshare of GDP were on a downward trend

before the war but the war led to a new low.
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Table 2.6: Results of VECM short run coefficients

Variable Equation 1 Equation 2 Equation 3 Equation 4
DLn Real GDP DLn Foreign aid DLn GFCF (not | DLn Exports
per Capita (% of GDP) financed by aid) (% of GDP)
(% of GDP)
Constant | 0.008815** 0.0180982 -0.0070106 -0.0067923
(2.33) (0.41) (-0.26) (-0.24)
D1966 0.1103198*** -0.2654945 0.1410371 0.1013766
(5.69) (-1.17) (1.01) (0.69)
DPW -0.0457199*** -0.1540246 -0.0875689 -0.181675**
(-3.96) (-1.14) (-1.05) (-2.07)
D1987-88 | 0.0141301 0.1365794 -0.3739147*** 0.0078602
(1.01) (0.83) (-3.72) (0.07)
DP1996 0.0261988*** -0.1658005* -0.1636259*** -0.0667578
(3.42) (-1.85) (-2.97) (-1.14)
Alpha -0.01691 0.7230756 1.340285*** 0.5213336*
coefficient | (-0.45) (1.64) (4.94) (1.81)
***P<0.01, ** p< 0.05 and *P<0.1. Z statistics mackets.

Source: Own calculations.

| use Stata to calculate and draw Orthogonalizegoulse Response Functions (that proceed
from the above VECM) in order to analyse the impdc shock on foreign aid on itself and
on the other variables. Orthogonalized Impulse Besp Functions show the impact of a one
standard deviation shock on one variable on otlaeialbles and or on itself holding other
factors constant (Sims, 1980; Lutkepohl, 2005, @dvad).

Orthogonalized Impulse Response Functions of & figure 2.10) show that a one standard
deviation shock that increases foreign aid increasal GDP per capita permanently. The
foreign aid shock does not have any impact on &P per capita in the current period but
after one year it increases per capita real GDP pibsitive effect slightly increases and then
it flats out after seven years above the long muildrium. A one standard deviation shock
that increases foreign aid reduces gross fixedtaajormation (that is not financed by aid)
permanently. The negative impact starts in theeturperiod and slightly increases until it
flats out after nine years below the long run efrim. This means that foreign aid slightly

crowds out investment that is not financed by fgmeaid. Note that this means foreign aid
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slightly reduces the share in GDP of investmentighaot financed by foreign aid. It does not

mean that the level or amount of investment thabisfinanced by foreign aid is reduced.

A one standard deviation shock that increasesdoraid decreases exports permanently. The
foreign aid shock increases exports during theeatirperiod but after one year the impact
becomes negative. This negative impact slightlyaases and it flats out below the long run
equilibrium after nine years. This means that ardase in foreign aid slightly decreases
exports. Note that this reduces exports as a sifaBDP and not the amount or volume of
exports. A one standard deviation shock that irsgedoreign aid increases foreign aid
permanently. The positive impact starts in theenirperiod but it slightly declines and after

nine years it flats out above the long run equiilibr.

Figure 2.10: Orthogonalized Impulse Response Funcins of aid
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Orthogonalised Impulse Response Functions of Ln (foreign aid % of GDP) on the respective variables
Source: The author's calculations.

| use Stata to calculate and draw Forecast erroan@ decompositions (FEVDs) (that

proceed from the above VECM) in order to analyse ithpact (explanatory power) of a
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shock on foreign aid on its own forecast erroratace and on the forecast error variance of
other variables. Forecast error variance deconipaosit (FEVDs) show the impact
(explanatory power) of a one standard deviatiorcklam one variable on the forecast error
variance of other variables and or on its own fas¢éerror variance holding other factors
constant (Lutkepohl, 2005, Chapter 2).

Forecast error variance decompositions (FEVDs)idf(see figure 2.11) show that a one
standard deviation shock that increases foreigreguiains a small proportion of the forecast
error variance of real GDP per capita. The proparéxplained starts from 0% in the current
period and remains so in year one and then ittyighcreases until it reaches a maximum of
0.0028% in year ten. This means that a shock agigoraid explains a small proportion of

random variations in real GDP per capita.

A shock that increases foreign aid explains a simatllsignificant proportion of the forecast
error variance of gross fixed capital formationaftis not financed by aid). The proportion
explained starts from 0% in the current period gnadually increases until it reaches a
maximum of 22.58% in year ten. Thus shocks on fpraiid play a small but significant part

in the variation of gross fixed capital formatidhdt is not financed by aid).

A shock that increases foreign aid explains a \@anall proportion of the forecast error
variance of exports. The proportion explained rif@sn zero in the current period to
0.0091% in the first year; it falls in the secorehyand then gradually rises to a maximum of
0.0171% in year ten. This means that shocks onigioraid play a very small part in

variations of exports.

A shock that increases foreign aid explains a Jarge proportion of the forecast error
variance of foreign aid. The proportion explaine®s from zero in the current period to a
maximum of 99.99% in year one and gradually deslitme93.8% in year ten. This is normal

as a shock on a variable is likely to explain éntpgoportion of its own variation.
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Figure 2.11: Forecast Error Variance Decomposition$FEVDs) of aid
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Forecast error variance decompositions of Ln (foreign aid % of GDP) on the respective variables
Source: The author’s calculations.

The (in sample) predicted cointegrated equatioa figgire 2.12) is stationary at the 5% level
of significance (using the Augmented Dickey Futkest).
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Figure 2.12: The predicted cointegrated equation
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Source: The author's calculations.

The results of the Wald test for the null hypothesj: a,=0 arey?(1)=2.67 and the p-value is
0.102; this means we cannot reject the null hymashthat foreign aid is exogenous. The
results of the LR test for the null hypothesis B,=0 arey’(1)= 3.079 and the p-value is
0.079; thus we reject the null hypothesis that igpreaid can be excluded from the
cointegrating relationship. This means that foraghshould be included in the cointegrating
relationship. The results of the unit root teststiroal lag tests, Johansen cointegration test
and VECM diagnostic tests are in Appendix A.

2.9 Conclusion

This chapter analysed the impact of foreign aickeoonomic growth. It tested the hypothesis
that foreign aid positively determines economicwgio The analysis using Vector Error
Correction model (VECM) shows that foreign aid (O0#as a positive impact on real GDP
per capita. These results are in line with crossmty studies like Collier and Dehn (2001)
and Burnside and Dollar (2000) which found thatiaigood for growth.
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The results also show that gross fixed capital &irom that is not financed by aid and
exports have a positive impact on real GDP pertaaporeign aid is found to boost exports
in the current period although in the following y&é slightly reduces exports. Note that this
refers to exports as a share of GDP and not thesaiha volume of exports. These results
slightly reflect those of White and Wignaraja (199¢ho found that foreign aid reduced
exports in Sri Lanka. However, Nkusu (2004) hasiadgthat if there are idle resources and if
aid is invested wisely (i.e. in infrastructure)d aill not necessarily reduce exports and cause

a Dutch disease.

The analysis shows that foreign aid slightly redugeoss fixed capital formation that is not
financed by aid (% of GDP). This means that foraghslightly crowds out investment that
is not financed by aid. Note that this refers teestment that is not financed by aid as a share
of GDP and not the amount or level of such investm@&/ar with Uganda reduced the short
run growth of real GDP per capita and the growtlexgorts (% of GDP). While post 1996
economic reforms have improved the short run gravitteal GDP per capita and have made

investment and foreign aid to be more productive.

Due to lack of data it was not possible to analifre impact of foreign aid on economic
growth in the two regions of Kilimanjaro and Ruvunikature research in this area might
consider the impact of foreign aid on economic ghoin the agricultural sector (in countries
where such data is available).

Thus foreign aid and also good investment climateé export oriented growth strategy is
good for growth in Tanzania. This agrees with Tamzalevelopment vision 2025 which
aims to make Tanzania a middle income semi-indalgteid country via foreign aid, good
investment climate and export promotion. HowevenZBaia might need more time than
2025 to achieve the aim of vision 2025. It also lmhigeed more time than 2015 to achieve

the Millennium Development Goals.
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CHAPTER 3 : THE IMPACT OF ECONOMIC GROWTH ON POVERTY
REDUCTION IN KILIMANJARO AND RUVUMA

3.1 Introduction

National Strategy for Growth and Reduction of PoyéNSGRP [) has improved economic
growth but growth has been accompanied by a mdrdedine in poverty; between 2000/01
and 2007 the national poverty rate declined shghttm 36% to 34% (NBS, 2009; Mkenda
et al., 2010). And between 2007 and 2011/12 itidedlfrom 34% to 28% (NBS, 2014).

Regionally GDP growth has impacted on poverty déifely in the two regions. GDP growth
has been accompanied by a marginal increase inganerural Kilimanjaro, while for rural

Ruvuma GDP growth has been accompanied by a marguhaction in poverty. This chapter
tries to explain this puzzle and thus improve asight on how to make growth more pro-

poor.

Potential reasons why poverty has slightly incrdaseural Kilimanjaro include the presence
of drought and shortage of land which has limiteddehold farm output and income. Rural
Ruvuma has land availability especially in the Itamds and good weather which has
improved household farm output and income and tedhe slight decrease in poverty.
However the poverty rate of rural Ruvuma is stiliah higher than that of rural Kilimanjaro.
In both regions economic diversification and impngvagricultural productivity is the long

term solution for sustainable poverty reduction.

For this chapter the research objective is to aealyhy economic growth has interacted with
poverty differently in Kilimanjaro and Ruvuma reg& The research question is: What
factors make poverty reduction more responsivectmemic growth? The chapter begins
with a section on the livelihood trends in the twegions, then literature review, theoretical

framework, econometric model, data, results andudision, and finally the conclusion.

3.2 Livelihood trends

This section gives an overview of livelihood trermitween the first and last round of the
REPOA survey (2003 and 2009) in Kilimanjaro anddZ2@nd 2009) in Ruvuma. Livelihood

trends enhance our knowledge of economic growthpavérty in the two regions and thus
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help us to understand growth-poverty interactiorthi@ two regions. It first begins with an
overview of economic growth in the two regions, ameh household members’ main activity

and sector of employment and finally poverty trends

The author’'s calculations show that Kilimanjaro esienced high real GDP per capita
growth rate of 12.9% in 2003 (first round of survend a low growth rate of 0.02% in 2009
(last round of the survey). Real GDP per capitamgnobetween the two periods was
generally high with the exception of 2006 and 20@ien it was low but still positive (see

figure 3.1). The average annual growth rate betvi2®§3 and 2009 was 6.5% (see table 3.1).

In Ruvuma the real GDP per capita growth rate wa%5n 2004 (first round of survey) and
it was -0.6% in 2009 (last round of survey). Betweke two periods real GDP per capita
growth was positive and good with the exceptior2@6 when it was negative (see figure

3.1). The average annual growth rate between 20042@a09 was 4.8% (see table 3.1).

Figure 3.1: Real GDP and Real GDP per capita growthate in Kilimanjaro and
Ruvuma
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Source: The author's calculations from NBS statistics.

56



The above real GDP per capita calculations weraindd by using the national real GDP
deflator as regional GDP deflators are unavailalblthe author uses survey price deflators
the average annual growth rate for Kilimanjarosfétbm 6.5% to 1.3% (2003-2009) and that
of Ruvuma falls from 4.8% to -0.3% (2004-2009) (td=e 3.1).

Thus for Kilimanjaro an average annual growth Git&.3% was accompanied by an increase
in poverty from 26.3% to 31.8% between 2003 and920hile in Ruvuma an average
annual growth rate of -0.3% was accompanied by egim& reduction of poverty from
49.3% to 47.4% between 2004 and 2009. This greatlyces the puzzle of the mismatch
between economic growth and poverty reduction éntivo regions.

Note that the average annual inflation (nationalPGieflator) was 9.1% (2003-2009) and
8.9% (2004-2009). This was lower than the averagmia inflation (survey price index) of
16.4% in Kilimanjaro (2003-2009) and 16.5% in Ruxau(2004-2009). The average annual
inflation (national consumer price index) was 9.@2®03-2009) and 9.8% (2004-2009).

Table 3.1: Average annual real GDP per capita grovitin the two regions (2003/4-2009)

Kilimanjaro Ruvuma
Nominal | Real 2009 Real 2009 Nominal [ Real 2009 Real 2009
2003 (GDP (Survey 2004 (GDP (Survey
deflator) deflator) deflator) deflator)
GDP per| 377,778 | 524,822 408,216 460,501 571,324 452,494
capita
Average 6.5% 1.3% 4.8% -0.3%
annual
growth

Source: Own calculations from REPOA survey.

This section now looks at the main activity of helwsld members, and their sector of
employment in the first and last rounds in the tegions. The calculations from the REPOA
rural survey show that in both regions the mainvagtof more than 50% of the people is
self-employment in agriculture (see table 3.2). Thest notable trend is the significant
increase in the number and percentage of peopler@ifp@mn regular wages in private sector

(agricultural workers) in Ruvuma. Kilimanjaro hakigher number and percentage of people
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relying on irregular wages than Ruvuma; this intisathat disguised unemployment is

higher in Kilimanjaro than in Ruvuma.

In both regions there has been a significant irs@em the number and percentage of

household members (above 15 years old) who areemstsichs a result of the government

campaign of building community secondary schootsefeery ward in the country. Another

observation is that the number and percentageayglee¢oo old is higher in Kilimanjaro than

in Ruvuma. This indicates longer life expectancy anhigher old age dependency ratio in

Kilimanjaro.

Table 3.2: The main activity of household membersapove 15 years old) in the two

regions
Kilimanjaro Ruvuma

2003 2009 2004 2009
Main activity of the | Frequency| Percent| FrequencyPercent| FrequencyPercent| FrequencyPercent
household member
Regular wage earng| 81 3 98 3 17 1 342 14
in private sector
Regular wage earnef 50 2 62 2 20 1 21 1
in public sector
Irregular wage 98 <) 110 3 10 0 8 0
earner
Self employed 2,092 69 1,937 58 2,085 83 1,474 61
Unpaid family 9 0 7 0 0 0 5 0
worker
Student 451 15 900 27 268 11 473 20
Looking for work 22 1 37 1 12 0 1 0
Not working and not| 11 0 9 0 10 0 0 0
looking for work
Household work 68 2 48 1 41 2 15 1
Retired, pensioner 4 0 2 0 0 0 0 0
Too old 97 3 105 3 32 1 35 1
Disabled 33 1 24 1 19 1 16 1
Other 6 0 25 1 2 0 9 0
Total 3022 100 3364 100 2516 100 2399 100

Source: Own calculations from REPOA survey.
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The calculations from the REPOA survey also shoat ih both regions the sector of

employment of the main activity for more than 75%tloe people is agriculture. The

percentage of people in rural Kilimanjaro workimgthe non-primary sector (industry and

service) has slightly increased (by 0.3%), whilattbf Ruvuma has also slightly increased

(by 0.7%). However in both periods a higher peragatof people in rural Kilimanjaro work
in the non-primary sector; 11% in both 2003 andRG®mpared to 5% in both 2004 and

2009 in Ruvuma (see table 3.3).

Table 3.3: The sector of employment (of the main

(above 15 years old)

duity) of household members

Kilimanjaro Ruvuma

2003 2009 2004 2009
Sector of Frequency| Percent FrequenciPercent| FrequencyPercent| FrequencyPercent
employment
Agriculture 1,937 83 1,821 80 1,992 93 1,712 90
Fishing 7 0 10 0 1 0 2 0
Livestock 43 2 35 2 6 0 5 0
Mining and 10 0 6 0 6 0 14 1
guarrying
Other primary | 79 3 140 6 25 1 71 4
Forestry - - 7 0 - - 1 0
Manufacturing, | 57 2 46 2 12 1 15 1
production,
crafts
Construction 35 1 43 2 11 1 6 0
Other industry | 31 1 17 1 8 0 8 0
Wholesale, 49 2 47 2 20 1 13 1
retail, shop
Restaurant, fooq 19 1 24 1 19 1 12 1
preparation
Repair work 2 0 9 0 5 0 1 0
Transport, 18 1 17 1 5 0 8 0
storage and
communication
Banking, 1 0 1 0 0 0 1 0
finance, real
estate and
business
Public service, | 46 2 36 2 22 1 28 1
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army,
education,
health

Other service |0 0 18 1 0 0 12 1
and government

Total 2334 100 2277 100 2132 100 1909 100

Source: Own calculations from REPOA survey.

This section now looks at poverty trends in the t@gions. The author’s calculations from
REPOA survey show that in rural Kilimanjaro consuimp poverty has increased while asset
poverty has decreased (see tables 3.4 and 3.5)rdh Ruvuma consumption poverty has
marginally declined and asset poverty has declimedpite of this, rural Ruvuma is still
much poorer than rural Kilimanjaro as far as constion and asset poverty is concerned (see
tables 3.4 and 3.5).

The increase in consumption poverty in Kilimanjsodue to the increase in consumption
poverty in the two districts of Rombo and Moshi alur The marginal decrease in
consumption poverty in Ruvuma is due to the deeréasconsumption poverty in the two

districts of Mbinga and Tunduru (see table 3.4).

Table 3.4: Consumption poverty rates in the two reigns

Consumption Poverty

Kilimanjaro Ruvuma
District 2003 2009 District 2004 2009
Rombo 36.3% 42.5% | Songea rural 44.2% 48.7%
Mwanga 38.3% 37.3% Tunduru 67.4% 64.79
Same 45% 43.4% | Mbinga 40.5% 35.9%
Moshi rural 18.4% 29.9% Namtumbo 54% 56%
Hai 15.1% 13.4%
Overall 26.3% 31.8% Overall 49.3% 47.4%

Source: The author’s calculations from REPOA survey

The decrease in asset poverty in Kilimanjaro is thu¢he decrease in asset poverty in all
districts. The decrease in asset poverty in Ruvisnaéso due to the decrease in asset poverty

in all districts (see table 3.5).
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Table 3.5: Asset poverty rates in the two regions

Asset Poverty
Kilimanjaro Ruvuma

District 2003 2009 District 2004 2009
Rombo 17.3% 10.9% | Songea rural 59.2% 51.4%
Mwanga 35.3% 4.9% Tunduru 73.8% 69.7%
Same 50.6% 41% Mbinga 50.8% 36.7%
Moshi rural 12.4% 7.1% Namtumbo 76% 50.3%
Hai 11.6% 4.3%

Overall 19.3% 11.5% Overall 61.2% 48.6%

Source: Own calculations from REPOA survey.

The calculations show that Kilimanjaro had a higpercentage of non-poor households
(59.6%) than Ruvuma (35.3%) while it had a lowercpatage of chronic poor households

(8.3%) compared to 23.9% in Ruvuma (see table 2A&)ousehold is chronic poor if it is

poor both in the first (2003 in Kilimanjaro and 20 Ruvuma) and in the last round (2009

in both regions) of the survey. A household is powor if it is not poor in both rounds.

In Kilimanjaro, the percentage of households mowangof consumption poverty (12.3%) is
lower than that moving into consumption poverty.{28). In Ruvuma the percentage of
households moving out of consumption poverty (20.68 marginally higher than that

moving into consumption poverty (20.2%) (see té&b®. Thus in both regions consumption

poverty is more transitory than chronic.

Table 3.6: Cross-tabulations of consumption povertyn 2003/2004 and consumption

poverty in 2009 in the two regions

Consumption Poor 2003/2004

I Consumption Poor 2009

Kilimanjaro Ruvuma

No Yes No Yes
No 59.6% 19.7% 35.3% 20.2%
Yes 12.3% 8.3% 20.6% 23.9%

Source: The author’s calculations.
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Within Kilimanjaro Hai had the highest percentagenon-poor households (75.9%) and the
lowest percentage of chronic poor households (1.6%g table 3.7). Rombo had the lowest
percentage of non-poor households (43.3%) and $aché¢he highest percentage of Chronic
poor households (20.1%). Chronic consumption pgvéstlow among the districts of

Kilimanjaro with the exception of Same.

In Ruvuma Mbinga had the highest percentage of pum- households (43.4%) and the
lowest percentage of chronic poor households (12.#4#nduru had the lowest percentage of
non-poor households (16.8%) and the highest pegeraf chronic poor households (42.3%)
(see table 3.7). Chronic consumption poverty isv@ient among the districts of Ruvuma with

the exception of Mbinga.

Table 3.7: Consumption poverty non-poor and chronigoor in the two regions

Non-poor and chronic poor - Consumption Poverty

Kilimanjaro Ruvuma

District Non-poor Chronic District Non-poor Chronic
poor poor

Rombo 43.3% 12.4% Songea rural 42.2% 23.2%
Mwanga 55.6% 16.5% Tunduru 16.8% 42.3%
Same 46.8% 20.1% Mbinga 43.4% 12.4%
Moshi rural 64.2% 5.1% Namtumbo 33% 30.4%
Hai 75.9% 1.5%
Overall 59.6% 8.3% Overall 35.3% 23.9%

Source: The author’s calculations.

The author’s calculations show that Kilimanjaro tetiigher percentage of non-asset poor
households (78.4%) than Ruvuma (32.3%) while it &addwer percentage of chronic asset
poor households (4.7%) compared to 34.8% in Ruviz@atable 3.8).

In Kilimanjaro, the percentage of households mowng of asset poverty (11.7%) is higher
than that moving into asset poverty (5.3%). In Ruauhe percentage of households moving
out of asset poverty (21.1%) is higher than thavimgpinto asset poverty (11.7%) (see table
3.8). Thus in Kilimanjaro asset poverty is moransitory than chronic while in Ruvuma it is

slightly more chronic than transitory.
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Table 3.8: Cross-tabulations of asset poverty in 23/2004 and asset poverty in 2009 in

the two regions

Asset Poor 2003/2004 Asset Poor 2009

Kilimanjaro Ruvuma

No Yes No Yes
No 78.4% 5.3% 32.3% 11.7%
Yes 11.7% 4.7% 21.1% 34.8%

Source: The author’s calculations.

Within Kilimanjaro Hai had the highest percentagenon-asset poor households (88.6%),

while Mwanga had the lowest percentage of chrossetpoor households (1.7%). Same had
the lowest percentage of non-asset poor houseli®8%) and the highest percentage of
chronic asset poor households (22.9%) (see taBle Ghronic asset poverty is low among

the districts of Kilimanjaro with the exception ame.

In Ruvuma Mbinga had the highest percentage ofasset poor households (42.9%) and the
lowest percentage of chronic asset poor househ@ds3%). Tunduru had the lowest
percentage of non-asset poor households (15.4%bhandighest percentage of chronic asset
poor households (56.8%) (see table 3.9). Chrorsetgsoverty is quite prevalent among the
districts of Ruvuma with the exception of Mbingdtlfaugh Mbinga still has significant

levels of chronic asset poverty).

Table 3.9: Asset poverty non-poor and chronic pooin the two regions

Non-poor and chronic poor - Asset Poverty
Kilimanjaro Ruvuma
District Non-poor Chronic District Non-poor Chronic
poor poor
Rombo 81.4% 3.5% Songea rural 36.3% 33.1%
Mwanga 70.2% 1.7% Tunduru 15.4% 56.8%
Same 35.3% 22.9% Mbinga 42.9% 21.3%
Moshi rural 85.2% 1.8% Namtumbo 22.9% 42.5%
Hai 88.6% 2.1%
Overall 78.4% 4.7% Overall 32.3% 34.8%

Source: The author’s calculations.
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3.3 Literature review

This section reviews studies which analyze theticglahip between growth and poverty.
These studies can be grouped in two main groupsiyamulti country studies and single
country studies. Multi country studies involve amzahg growth poverty relationships using
econometric techniques for a group of countriechSstudies are usually cross sectional in
nature. But these studies have been criticizedyfouping together countries with different
structures, policies and at different levels of@lepment (Luebker et al., 2002ndauer and
Pritchett, 2002). Different policies and structuaesong different countries can average each

other out and lead to wrong conclusions (Luebked.e2002).

Such studies include Dollar and Kraay (2002) wheliad econometric techniques on a
group of 92 countries for a period of 40 years. yTfeund that average incomes of the
bottom 20% of the population (the poor) rises vatterage incomes and the share of income
of the bottom 20% does not vary with income thajrswth does not affect inequality. They
thus concluded that growth is good for the pooit @screases their income and it does not
affect inequality. Dollar and Kraay (2002) also iduthat reduction of inflation and size of
government (government consumption) boost growth iaorease the income share of the
bottom 20% of society. They found that governmgrnsling on education and health does
not help the poor, they reasoned that this is mthe benefits of such spending went to the
middle classes and the rich.

Luebker et al. (2002) has criticized Dollar and &ya (2002) study that it does not state the
theoretical foundation of the regressions usedthusl it is difficult to justify the inclusion of
the variables as well as the direction of causddgyween the variables. Also according to
Gore (2007), Dollar and Kraay’'s (2002) study failedlook at the impact of economic

growth on non-income dimensions of poverty.

Single country studies have applied econometribriggies for the same country mainly
using time series data and sometimes panel datgleScountry studies aim at improving
upon the criticisms of multi-country studies. Sosiggle country studies do their analysis at
the state or regional level (Datt and Ravallion20 Other single country studies like

Ravallion and Chen (2003) calculate the rate ofgmor growth.

Datt and Ravallion (2002) did a study to investgathether growth was pro-poor in India.

Their study was done at the state level. Their dats for 40 years and covered 14 states of
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India. They used regression analysis to estimageirtipact on poverty of sectoral growth,
human capital and other factors. They found thartaffom aggregate economic growth,
inequalities in human capital as well as geograghémd sectoral composition of growth
were important in influencing the impact of growah poverty reduction in the different

states of India.

Datt and Ravallion (2002) also found that non-agtice growth was less pro-poor in states
with initial low human capital, low agricultural galuctivity and low rural living standards
(relative to urban areas). They concluded thabalgh growth reduced poverty, geographical
and sectoral imbalances dampened pro-poor grovdtesSwith the largest concentration of
the poor didn’t experience faster growth than osliates and sometimes the wrong pattern of
sectoral growth occurred in the wrong state i.atest were the bulk of the poor relied on

agriculture experienced faster non-agriculturatieé to agricultural growth.

Datt and Ravallion (2009) did another study on poo+ growth in India; this time they used
data of 50 years. They were investigating whetltenemic reforms have affected pro-poor
growth. They found that there was no significanidermce that economic reforms have
affected pro-poor growth although inequality haglgly increased in the post reform period.
They also found that after economic reforms urbemnemic growth benefits significantly

both rural and urban poor as opposed to their stadgye-reform era (Ravallion and Datt,
1996), whereby only rural growth benefited the ruaad urban poor and urban growth

benefited the urban poor only.

The three studies on India by Datt and Ravalliogatly improve upon the cross country
studies like Dollar and Kraay (2002). However, tipegvide a vague definition of pro-poor
growth as growth that is accompanied by povertyicgdn. Lindauer and Pritchett (2002)
have criticized growth regressions saying thatredationships might not be linear i.e. the
impact on poverty of an increase in GDP growth faim 1% to 10% will be different from

that of an increase in GDP growth rate from 10%06.

Bourguignon (2002) argues that the use of linegressions to estimate growth elasticity of
poverty is a model misspecification as it ignottes tinderlying non-linear identity between
economic growth, inequality and speed of poverguotion. In his study he used non-linear
regression models and assumed that the distribafiocome was log-normal. He found that

non-linear regressions had a better fit than lireess.
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Bourguignon (2002) also found that growth elastiaif poverty is lowered by higher
inequality and lower level of development. He adjubat reducing inequality reduces
poverty directly as well as increasing the rategpovVerty reduction for a given percentage
increase in economic growth. However there aretsina redistribution and thus in the long
run growth is the main source of poverty reductibis study however, groups together
countries with different economic structures anticges and thus falls within the criticism of
Luebker et al. (2002) and Lindauer and Pritche0g).

Klasen and Misselhorn (2008) accept BourguignoBG0R) arguments that there is a non-
linear relationship between economic growth, indiuand speed of poverty reduction as
well as log-normality of the distribution of incomedowever they argue that the growth semi
elasticity of poverty reduction (GSEP) is a bettezasure of sensitivity of economic growth
to poverty reduction than the growth elasticitypaiverty reduction (GEP). This is because
for a given percentage change in GDP, analyzingpoéneentage point change in poverty (i.e.
the magnitude of poverty reduction) will give usbatter picture than analyzing the
percentage change in poverty. In their cross cgusttrdy of more than 100 countries, Klasen
and Misselhorn (2008) found that the growth serastitity of poverty was determined by
change in mean income, variation in inequality aslvas interaction variables such as
variation in inequality multiplied by initial ine@lity. The relationship was nonlinear and the

nonlinear models had better statistical fit thamlthear models.

Ravallion and Chen (2003) explicitly defined praspagrowth as growth that improves the
absolute welfare of the poor. They also providéheotetical framework in the form of a

Growth Incidence Curve. A Growth Incidence Curvé@¥sshows the average growth rate in
income/expenditure for each percentile of the ineaxpenditure distribution between two

periods of time. And the rate of pro-poor growthegual to the mean growth rate for the
income/expenditure of the poor. They argued that@nomy can be more equal but there
might not be an absolute gain in welfare by therpdbus a GIC as well as calculating the
rate of pro-poor growth will show whether or nobeomic growth has improved the welfare
of the poor. In their study Ravallion and Chen @00alculated the rate of pro-poor growth
for China in the 1990s. They found that althougkqumlity slightly increased poverty

declined for all income percentiles and that thee @af pro-poor growth was 3.9%. This

means that growth was pro-poor despite a slightase in inequality.

66



Kakwani and Son (2006) criticise the method of Raraand Chen (2003) in that it violates
the monotonicity axiom and it does not use the pggvate of the final (second) period in its
calculations. They also argue that the relativeedan of pro-poor growth is better than the
weak absolute criterion that was used by Ravabioth Chen (2003). Klasen (2008) extended
pro-poor analysis to include non-income dimensiohgoverty. He argued that income
poverty is only one dimension of poverty and thaisiimportant to look at non-income
dimensions of poverty like education and healttsée if they have grown in a pro-poor
manner. For non-income dimensions of poverty ther poe defined as those who lack that

particular dimension i.e. the education poor acsé¢with no education.

In his study of Bolivia, Klasen (2008) computed anditional and conditional non-income
GICs (NIGIC) for education, child vaccination, chgurvival and nutrition. An unconditional
non-income Growth Incidence Curve (GIC) shows terage growth rate in the non-income
variable for each percentile of the non-incomealalg distribution between two periods of
time. While a conditional non-income GIC shows #élverage growth rate in the non-income

variable for each percentile of the income distiiitru between two periods of time.

Klasen (2008) found that the poor and middle groupshe education distribution had
benefited from education growth. Growth in childsual, child vaccination and nutrition

was also pro-poor. Conditional NIGICs shows thaildclsurvival, child vaccination and

nutrition were unrelated to the family’s position the income distribution. While the income
poor benefited slightly more from education groviian the income rich. However in all
cases the very income poor and the very non-incoowe didn’t benefit. Thus we can see
that Klasen’s pro-poor growth analysis in both meoand non-income dimensions of
poverty has given a better picture of poverty thaly analyzing income pro-poor growth.

There are also a number of studies on growth an@rpofrom Tanzania. Mkenda et al.
(2010) argue that although Tanzania experiencedifisignt economic growth, poverty
declined marginally and the number of poor peopleialy increased. Although inequality
was roughly constant inequality among the pooreaased. The main sectors that were
driving growth (mining, construction and communicas) contributed little in terms of
employment as they employed less than 10% of theulaforce. They concluded that the
main reason that growth had little impact on povesias that agriculture sector which

employs 74% of the labour force grew slowly and edte that is less than average GDP.
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Hoogeven and Ruhinduka (2009) argue that althongbme poverty marginally declined
non-income poverty like ownership of assets, edocathild and infant mortality declined
appreciably. They argued that the main obstaclgsdgooor growth were low human capital
(education, nutrition and health), under developé@structure (roads, electricity and ports)
and institutions that discouraged households’ itices to increase production (bad

regulation of the cash crop economy).

Atkinson and Lugo (2010) criticized the finding Wkenda et al. (2010) that overall
inequality did not change. They argue that althotglhtive inequality as measured by the
Gini coefficient did not change absolute inequakigtually increased. They recommend

amongst other things to use multiple deprivatiahdators at the household level.

Hoogeveen and Ruhinduka (2009), Atkinson and LUl @) and Mkenda et al. (2010)
argue that real per capita food consumption in @@ was roughly stagnant (between
2000/1 and 2007) and there was a small increaperigapita food production and that food
prices rose significantly. This implies that foodlation might be one of the reasons that
growth was accompanied by marginal poverty redactidatt and Ravallion (1998) also

argue that higher food prices increased absoluterppin India.

Mpango (2008) did a descriptive analysis of spafiaiensions of growth and poverty in
Tanzania. He argued that regional variations ofwgfilodepend on human capital, non-
agriculture activities, historical reasons and goweent policy. However his study did not
link growth and poverty together as he analyseththeparately.

The relationship between growth and poverty cam de analyzed by looking at the

determinants of the growth of household welfardaldes like consumption or assets. By
looking at the determinants of consumption (or 8sp®wth we can simultaneously analyze
factors that boost growth and at the same timeaeegoverty at the household level between
two time periods. Dercon (2003) uses household Ipdeta to analyse the determinants of
consumption growth in 6 villages in Ethiopia betwd®89 and 1997. He found that rainfall
shocks affected consumption growth; better rainfadreased it while drought reduced it.

Famine reduced consumption growth while accessdds increased it. Dercon (2003) also

found that the effects of rainfall shocks and fagrlingered on for many years.

Dercon et al. (2008) extended the rural Ethiopiatadised in Dercon (2003) to include 15
villages and to cover the period between 1994 &@42Dercon et al. (2008) found that
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access to agricultural extension services and adhater roads boosted household
consumption growth and reduced poverty. They atsmd that output price shocks reduced

consumption growth and increased poverty.

Building on earlier studies (Dercon, 2003; Dercomle 2008), Dercon et al. (2011) wanted
to analyze why some households were chronically gespite high economic growth. Using
a 15 year panel data (1994-2009) from rural Etlidpey found that low initial levels of
education and assets as well as bad roads and mge from towns was the source of
chronic poverty and inability to benefit from grdwiDercon et al. (2011) also found that the
chronic poor and the non-chronic poor equally beémédfen accessing extension services and

all weather roads.

Quisumbing and Baulch (2009) used household paatel tv analyse (amongst other things)
the determinants of asset growth in rural Banglad@&&e households in their study were
grouped into three sites that were based on basglolicy interventions namely the
agricultural technology, microfinance and educalotransfer sites. They found that
functionally landless households (those with lésmthalf an acre) had lower (land) asset
growth in the microfinance and educational transiées and also lower (non-land) asset
growth in the agriculture and educational transfegs. Households with more land and non-
land assets at the baseline had lower land andlamoh-asset growth respectively.
Quisumbing and Baulch (2009) also found that thenler of years of education of the
household head increase (non-land) asset growitieiagriculture technology site and illness
shocks reduce (land) asset growth in the microfieasite. Their non-parametric analysis

rejected the presence of multiple equilibria apseerty traps.

The above literature review leads us to test thleviing research hypotheses: 1) growth of
farm crop income, and growth of non-farm businassome increases the consumption
growth and asset growth of the poor; 2) growthasfrf crop income has more impact on the

consumption growth of the poor than growth of narm¥ business income.

The original contribution of this chapter is: 1l)ekplains growth poverty puzzle using panel
data; 2) it analyses determinants of consumptianvtir and asset growth of the poor; 3) it
investigates the impact of various types of incaym@wth (farm income vs business income
etc.) on consumption and asset growth; 4) testexisence of multiple equilibrium poverty

traps in consumption and asset poverty; 5) analys@svestigated determinants of
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consumption and asset growth i.e. infrastructungaises; 6) provides new ways of using

Growth Incidence Curves (GIC) curves i.e. for agssett food buyers vs net food sellers.

3.4 Theoretical framework

Pro-poor growth can be generally defined as ecoong@rowth that is beneficial to the poor
(UN, 2000; OECD, 2001). The concept of pro-poorwghois important in understanding
how growth has interacted with poverty in the twegions of Kilimanjaro and Ruvuma. The
various definitions of pro-poor growth can be gredpnto three categories; Strong absolute
pro-poor growth, weak absolute pro-poor growth eeidtive pro-poor growth (Kakwani and
Son, 2006; Klasen, 2008).

Strong absolute pro-poor growth occurs if the altgoincrease in the income of the poor is
greater than that of the non-poor. When this ocaatsonly the incomes of the poor have
increased but also absolute inequality has decliRedponents of this view argue that you
can have a decline in relative inequality but abigolnequality can be increasing. And that
absolute inequality is important in analyzing tlemse of relative deprivation between the

poor and non-poor (Amiel and Cowell, 1999asen, 2004).

Weak absolute pro-poor growth occurs if the grovetie of the income of the poor is greater
than zero. That is if the incomes of the poor henseeased (Ravallion and Chen, 2003).
Proponents of this view argue that what mattetbasfact that the income of the poor have

risen and that the poor are less poor than be@iranges in inequality don’t matter much.

Relative pro-poor growth occurs if the income gitowf the poor is greater than that of the
non-poor. In this case inequality must decline p@reents of this version argues that reducing
inequality is important in its own right as poventyolves a sense of relative deprivation vis-
a-vis the rest of society (Kakwani and Pernia, 2008sen, 2008).

Economic growth has the ability to not only redpoeerty for the poor near the poverty line
but also for the poor deep under the poverty liRav@llion, 2004). Impact of growth on
poverty depends on: a) Inequality, initial levels uman capital and income (Datt and
Ravallion, 2002) b) Sectoral pattern and naturgrofvth (Mkenda et al, 2010; Wuyts, 2008)
c) Institutional factors (Klasen, 2004; Klasen, 20®Hoogeven and Ruhinduka, 2009) d)
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Food inflation (Datt and Ravallion, 1998; Wuyts,08Q) Mkenda et al, 2010; Atkinson and
Lugo, 2010).

Many growth theories usually focus more on the meitgants of economic growth but they
do not explicitly show the link between economiowth and poverty reduction. Heterodox
growth theories are more useful in explaining gtovgoverty reduction linkages than
orthodox growth theories (Gore, 2007). This is lbeeaheterodox growth theories usually
explain the process of structural transformationwadl as the movement of factors of
production between sectors and any potential clsimgctor incomes and inequality (Gore,
2007). Also many Heterodox growth theories havdistta assumptions that fit with real
situations in many developing countries i.e. thesuae that at least in the short run all the

conditions of a perfect market do not hold.

On the other hand orthodox growth theories relytt@nproduction function and explain the
growth process usually assuming that many of timelitions of perfect markets hold (such as
full employment etc.). Such assumptions are molevaat to developed economies than
developing economies. Usually the main explanatiorgrowth-poverty linkages that can be
derived from orthodox growth theories is that growicreases per capita income this in turn

reduces poverty assuming that inequality does Imange.

Orthodox exogenous growth theory

Implications of the Solow model (Solow, 1956; 196R)the growth-poverty relationship: In
the Solow growth model increases in the savings aad capital accumulation per worker
will increase the level of per capita income andstineduce the poverty rate assuming that
growth does not affect income inequality. Increasespopulation growth rate and
depreciation rate of capital will decrease the ll@iger capita income and thus increase the
poverty rate assuming inequality does not changsveyer, in the long run, technological
improvement is the only source of sustainable dgnooft per capita income and poverty

reduction.

The Solow growth model implicitly assumes that in@dy does not change because during
the growth process; the factors (Labour and Cgmtares of income remain constant. These
are determined by the coefficients of Capital ambdur in the Cobb-Douglas production

function. Also inequality within labour and capitalconstant as both capital and labour are
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homogenous. A multi-sector version of the Solow el@ssumes that all sectors grow at the
same rate and factor returns are equal among se@taus different sectoral growth rates that
accompany structural transformation are not exptiaiby this model and this weakens the
ability of the Solow model in explaining growth oty relationships. Since the model
assumes full employment, then individuals are pbthrey voluntarily choose not to work or

if their wages are below the poverty line (workapr) or if they have many dependents.

Orthodox endogenous growth theory

Implications of the Romer (1986) model on the giowoverty relationship: In this model
increases in the marginal product of knowledgeucédn in the discount rate, and reduction
in the elasticity of inter-temporal substitutionansumption increases the growth rate of per
capita income and thus increase the rate of povedyction assuming that growth doesn’t
affect income inequality. Increases in capital acglation and the size of population as well
as improvement in the level of technology will iease growth rate of per capita income and

thus increase the rate of poverty reduction assgimiequality does not change.

In this model inequality between capital and labduring the growth process does not
change as in the Solow growth model. Inequalityhimitcapital is constant as capital is
homogenous. But we do not know whether inequalitiiw labour is constant as labour is
differentiated between workers who produce finapatiand workers who do research. But it
is likely that if growth is generated by improveg@uctivity in the research sector, research
workers might benefit more than other workers, buth increase in inequality will not

exclude the other workers from enjoying the besefftgrowth.

Heterodox growth theory

Implications of the Neo Lewis-Fei-Ranis growth mib@annis, 2003) on the growth-poverty
relationship: The movement of surplus labour fromriaulture to industry creates
employment and generates wage income, and thuscegdincome poverty. Income
distribution can follow two paths: 1) Initially imene distribution might worsen as the share
of national output shifts from the more equal agtiaal sector to the less equal industrial

sector until a turning point is reached when incodisribution becomes more equal; 2)
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Income distribution might improve as the increasemployment in the industrial sector will
increase overall employment this in turn will inese the share of wages in national income.
Structural transformation in the form of urbanipatialso alleviates poverty since urban

incomes are higher than rural incomes (Cour, 2003).

Institutions and the growth - poverty relationship

Societies with good institutions (good governarroée of law) will be able to constrain the
power of the elite (reduce corruption and elitetasg) this will not only boost economic
growth but it will also lead to a more equitablstdbution of resources (less inequality) and
thus reduce poverty. Also good institutions wikate a good atmosphere for innovation and
innovators will be able to enjoy the fruits of theiork; this will enhance growth and reduce
poverty (Acemoglu et al., 2001; Acemoglu et al.020

Summary and synthesis

The implications of the above growth theories orvesty is via their explanation of
employment growth, productivity growth, inequalityages, household income, firm profits

and structural change (Gore, 2007).

Economic growth affects poverty via affecting thelihoods (assets and income generating
activities) of various socio-economic groups in #&@enomy (entrepreneurs, workers, farmers
etc.). The livelihoods of these socio-economic geoare linked to economic sectors, spatial
locations, production structures and institutio@sre, 2007). For example economic growth
will increase aggregate demand and this in turhingrease sectoral ouput of sectors whose
products have high income elasticity of demand. $hetoral output growth will affect
sectoral employment according to the labour intgnsf production (Gore, 2007). Thus
economic growth will be accompanied by poverty\afigdon in sectors with high Income
elasticity of demand (IED) and high labour intepsit the production process.

As the growth process continues the share in thiena income of the sectors with high
income elasticity of demand will grow while thattbe sectors with low income elasticity of
demand will decline. Under normal circumstancestagecwith an increasing share of

national income will have an increasing share dional employment. Spatially areas where
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the sectors with increasing share of national inre@me located will have an increasing share

of economic activity and probably lower poverty.

The theoretical model for economic growth and povey reduction

The theoretical model comes from the Ramsey growth model (Ramsey, 1928; Cass, 1965;
Koopmans, 1965; Acemoglu, 2009, chapter 8). The Ramsey model is adapted to a setting of
agricultural households (Jalan and Ravallion, 200Rese farm households can consume
what they produce (Singh et al.,, 1986). Factor anaduct markets are not perfectly
competitive i.e. credit constraint might preventrfpet capital mobility among farm

households and transaction costs might create mfaikees in product markets.

The farm household’s production functiomis= Vk* . Whereby y is output per capita, K is
capital per capita (which includes land, physiabital and human capital) and V is other
factors that affect farm output such as shocks ughib and illness), institutions and
geographical location, andoutput elasticity of capital. The production funct has constant

returns to scale and faces diminishing returnsafmtal and labour. Time arguments (t) have

been omitted for convenience.
The household’s utility function i§ = fowﬁcl“’ e~(B=mtdt, Where by c is consumption

per capita,0 is intertemporal elasticity of substitutiofi, is the subjective rate of time

preference and n is the rate of population growth.

The household optimization problem is:

Maximizg = foooﬁcl‘e e~ (B-mtqe

Subject to:

a=w+(r—n)a—c
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Where by a is household assets per capigchange in household assets per capita, w is the

wage rate and r is the interest rate.

The household has the following Hamiltonian:

1-6
= — e Mt + A[w+ (r —n)a—]

The first order conditions are:
MW@ —-r=0 1)

ac

M _Ar—n)=—A+ B -nA )

da

The transversality condition is:
tlim[e_(ﬂ_")t?\(t)a(t)] =0

The first order conditions (1) and (2), give us fiblkowing Euler equation

u"(c)c] ¢ 3)

The firm’s optimisation problem is:
m=F(K,L)—(r+ 6K —wL

Wherebys is the rate of depreciation of capital. Firms tise quantity of capital (K) and

labour (L) that maximizes their profit).

The first order conditions are:
T=0=f()=r+s (4

oK
_0 = f(k)— kf'(k) =w

aL

(5)

At equilibrium a=k, assets per capita equals chpagaworker and so:

k=fk)—(n+8)k—-c (6)
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The general equilibrium is obtained by combining Household and the firm’s optimization

problems. We then get the following equation whgcthe optimal consumption growth rate:

dlnc = =[Vak®™ ! — B — §] (7)

D=

Thus at equilibrium consumption growth is affecbgaV, k, 6, a, 6 andp.

An increase in consumption growth will reduce ptyédor the individual farm household.
Thus factors that increase consumption growth v@tluce poverty for the average farm
household and thus make poverty reduction more oresspe to economic growth.
Transitional dynamics that affect household condionpgrowth such as farm crop income
growth, non-farm business income growth, wage ireg@rowth and growth in household
size can also be included in the above model (Dercon, 2003; Dercon et al., 2008). Economic
growth that is accompanied by growth of farm cropome, non-farm business income or

wage income at the household level will be accongubby poverty reduction.

Some rural households are net food buyers whilerstare net food sellers. Thus an increase
in the price of food might have different impacts miral households. Food inflation or an
increase in food prices will adversely affect hdwdds that are net food buyers especially if
higher food prices are not counteracted by highg&genvor business income. An increase in
food prices might benefit households that are oedfsellers if the wage and business
income of such households do not fall. For morerimfation on the effect of higher food
prices on rural poverty see Ravallion (1990). Thlisough economic growth (and more so
agriculture GDP growth) is likely to reduce poventythe rural areas of the two regions
stagnation of household income is likely to makewgh less pro-poor and food inflation
might negatively affect net food buyers while béined net food sellers.

3.5 Econometric Model

This section presents the consumption and assetglgregressions for the two regions of
Kilimanjaro and Ruvuma. The selected variables ctwoma the above theoretical framework

and the above literature review.
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The consumption growth regression is represented by

lnCit_ lnCit_l == K + lnCit_l + lnXit_l + Aanl + SHlt + Sit

Ln G is In of real adult equivalent household consuorptn the third round (year 2009), Ln
Civ.1 1s In of real adult equivalent household consumptiothe first round; for Kilimanjaro it

is year 2003 and for Ruvuma it is year 2004. X espnts other independent variables in the
first round (in period t-1) that affect consumptigrowth such as household size, access to

tap water or education.

AInV; = InVj; — InVi.; and it represents the growth of some selectedhias between period
t-1 and period t. This includes growth of adult ieglent household size, growth of adult
equivalent farm income and growth of adult equintl®age income. SHrepresents shocks
that affected household consumption growth likeudrd or major harvest losses. The time
period of these shocks range from 5 years befadiitst round up to the third round. K is a

constant andi is a random error term.
The asset growth regression is represented by:
hlAit— lnAit_l = K+ lnAit_l + anit—l + Aani + SOit + Eit

Ln Ai is In of real adult equivalent household assetievah the third round (year 2009), Ln
A1 is In of real adult equivalent household assetevatuhe first round; for Kilimanjaro it is
year 2003 and for Ruvuma it is year 2004. W hepeasents other independent variables in
the first round (in period t-1) that affect assalue growth such as household size, access to
tap water or living in a village with tarmac or gehroad.

AlnV; = InVj; — InVi.; and it represents the growth of some selectedbias between period
t and period t-1. This includes growth of adult iglent household size, growth of adult
equivalent farm income and growth of adult equimtilwage income. SOrepresents shocks
that affected household asset growth like droudé#th or illness. The time period of these
shocks range from 5 years before the first roundoupe third round. K is a constant atd

is a random error term.

77



3.6 Data

Data for the consumption and assets Growth Incielé€turves and growth regressions was
obtained from the REPOA rural vulnerability houdehpanel survey for Kilimanjaro and

Ruvuma regions (see section 4.5 for more informagioout REPOA data).

The descriptive statistics of the variables usedtha consumption and asset growth

regressions are in Appendix B (see tables B1 and B2

3.7 Results and discussions

This section presents and discusses the resultseotonsumption and non-consumption
Growth Incidence Curves (GICs) and econometric nsodef the determinants of

consumption growth and asset growth. The Growtidérece Curves and the respective rates
of pro-poor growth have been calculated and drawistata using the Stata programme

(gicurve) that has been written by Lokshin and Reora(2007).

Kilimanjaro GIC results for consumption (see figlB&) show that the rate of pro-poor
growth for Kilimanjaro was -0.96%. Thus the constimp of the poor declined and hence
growth was not pro-poor. The growth rate in meapeaxliture of all percentiles is slightly
lower than the rate of pro-poor growth. This imgplithat the consumption of the poor
decreased by a slightly lesser amount than thahefon-poor. Overall consumption Gini
inequality slightly increased from 0.321 to 0.32%( calculations).

Ruvuma GIC results for consumption (see figure 8w that the rate of pro-poor growth
was 0.05%. Thus the consumption of the poor ineand hence growth was pro-poor in
Ruvuma. The rate of pro-poor growth is lower thaa growth rate in mean expenditure of all
percentiles. This implies that the increase incivesumption of the poor was less than that of
the non-poor. Overall consumption Gini inequalitiglstly increased from 0.34 to 0.347

(own calculations).
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Figure 3.2: Kilimanjaro and Ruvuma consumption GIC
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Source: The author’s calculations from REPOA survey.

Kilimanjaro GIC results for assets (see figure 33w that the rate of pro-poor asset growth
was 6.5%. Thus the assets of the asset poor iecteasl asset growth was pro-poor. The
growth rate in mean asset value for all percentdedightly negative and lower than the rate

of pro-poor asset growth. This means that the asman the assets of the asset poor was
greater than that of the non-asset poor. Overall Bequality in asset ownership decreased
from 0.652 to 0.547 (own calculations).

Ruvuma GIC results for assets (see figure 3.3) stiatvthe rate of pro-poor asset growth
was 6.06%. Thus asset growth was pro-poor. The throate in mean asset value for all
percentiles is higher than the rate of pro-pooetagsowth. This means that the increase in
the assets of the non-asset poor was greaterhlihainftthe asset poor. However, overall asset

ownership Gini inequality decreased from 0.586.&¥@ (own calculations).
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Figure 3.3: Kilimanjaro and Ruvuma assets GIC
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Source: The author’s calculations from REPOA survey.

This section now explains the reasons for the patté economic growth and consumption
poverty reduction in Kilimanjaro and Ruvuma. Frane fivelihood approach we know that
income influences consumption, thus what happensinttome will also influence

consumption. One of the reasons for the marginaiemse in consumption poverty in
Kilimanjaro between 2003 and 2009 was the declnaim incomes. The calculations from
the REPOA survey show that the median real aduiivaéent farm income fell from 22,329

to 14,688 (TZS) that is by -34.2% between the twoqals (or -5.7% per annum). Since real
median selling prices of livestock and crops did fatl (see tables 3.10 and 3.11), the main

reason for the decline in median farm income wkl én farm output due to bad weather.

The median real adult equivalent overall incomen(fgplus non-farm income) rose slightly
from 100,000 to 101,013 (TZS), that is it rose Bf ar by 0.2% per annum. This implies that
for some people the increase in non-farm income neaisable to fully offset the decline in
farm income thus resulting in a slight increas@awerty. Christiaensen and Pan (2010) also
come to a similar conclusion and they argue thatiramease in wage income was

instrumental in keeping out of poverty those hootdhwhose farm income had declined.
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The calculations from REPOA survey show that constion poverty in Ruvuma fell
between 2004 and 2009 because median real adultaéent income rose from 79,611 to
113,689. In percentage terms this is an increas¢2@% or by 8.6% per annum. Unlike
Kilimanjaro, farm incomes in Ruvuma slightly incsed as the real median adult equivalent
farm income rose from 43,103 to 44,185 (TZ Shs) ihdy 2.5% between the two periods
(0.5% per annum). The reason for an increase m facome was an increase in farm output
as a result of good weather. But the real boasit@verall income growth was the rise in
wage incomes which managed to lift people out ofepty. Wage incomes rose mainly
because of increased agricultural employment cabsedood weather. Christiaensen and
Pan (2010) come to a similar conclusion by argtimag an increase in wage income and farm

income was a major contributor towards the increasgcome.

From table 3.10 below we can see the regional megkal selling prices of livestock in
Kilimanjaro in 2003 and 2009 and in Ruvuma in 2@ 2009. In Kilimanjaro all these
prices have not fallen but they have slightly imsed. In Ruvuma all these prices have

increased.

Table 3.10: Regional median real selling prices divestock in Kilimanjaro (2003 and
2009) and in Ruvuma (2004 and 2009)

Kilimanjaro Ruvuma

Selling price 2003 Real 2009 | Nominal 2004 Real Nominal
2009 2009 2009

Ox 72,500 100,685 200,000 80,000 109,75 200,000
Cattle 100,000 | 100,685 |[200,000 82,500 | 109,725 | 200,000
Goat/sheep 15,000 15,103 30,000 10,040 13,716  @5,00
Pig 35,000 40,274 80,000 18,000 (21,945 (40,000
Chicken 1,500 2,517 5,000 1,500 2,194 4,000

Source: The author’s calculations using REPOA surve

We now look at the regional median producer crogegr per kilo (see table 3.11). In

Kilimanjaro these prices have not fallen but thayeslightly increased (with the exception
of cassava, groundnuts and onions which are mynordps). For Ruvuma these prices have
slightly increased (with the exception of yam, swpetatoes, sugar cane, tobacco and
cashew nuts which have slightly decreased).
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Table 3.11: Regional median real crop producer pries per kilo in Kilimanjaro (2003
and 2009) and in Ruvuma (2004 and 2009)

Kilimanjaro Ruvuma
2003 | Real 2009 [ Nominal 2009 | 2004 Real Nominal
2009 2009
Maize 130 181 360 90 137 250
Bean 300 491 975 250 274 500
Coffee 450 671 1,333 350 654 1,192
Banana 73 101 200 73 247 450
Millet 327 420 833 123 137 250
Wheat 150 336 612
Rice 150 239 475 133 165 300
Cassava 100 42 83 70 110 200
Yam 36 101 200 49 41 75
Sweet potatoes| 50 126 250 55 41 75
Irish potatoes 80 151 300 81 110 200
Groundnuts 500 378 750 200 165 300
Onion 305 113 225 212 233 425
Tomatoes 150 151 300 78 110 200
Sunflower 136 151 300 108 329 600
Sugar cane 60 55 100
Tobacco 667 433 789
Cashew nuts 450 329 600
Simsim 225 347 633

Source: The author’s calculations using REPOA surve

Per adult equivalent farm incomes in Kilimanjard thie to shortage of land and drought
which makes it difficult to increase farm outputr pedult equivalent in a situation of
increasing population density and rainfall voléfili The author’'s calculations from the
REPOA survey show that only 33.5% of individualshimuseholds affected by drought had

positive (adult equivalent) farm income growth, ttespective figure for household not

affected by drought was 43.1%.

In 2003, 34.7% of the households experienced ditowdiie in 2009 the figure was 82.2%.
Between the two periods the poverty rates of drosgiicken households were higher than

those of non-drought stricken households, althotgh poverty rates of drought stricken
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households declined by 0.2% between the two pemddke those of non-drought stricken
households increased by 5.7%. If | look only at 2@ought shocks the poverty rates of
drought affected households increased by 7% wihitkeset of households not affected by
drought increased by 2.4%. These figures mean thatght adversely affected the
households between the two periods and contribiatéde negative pro-poor growth rate in

the region.

Farm output in Ruvuma increased due to good weathérand availability. The incidence
of drought among households in Ruvuma is signifigalower than in Kilimanjaro. The
author’s calculations from REPOA survey show that2i004, 4.5% of the households
experienced drought while in 2009 the figure was6%3 The poverty rates of drought
stricken households increased by 16.3% betweetwihgeriods while those of non-drought
stricken households decreased by 3.2%. These $ignean that drought reduced the positive
pro-poor growth rate in the region, but becauseught affected a small proportion of
households its negative effect was cancelled bypthetive pro-poor growth rate of non-
drought stricken households which form a huge nitgjor Ruvuma. Also Ruvuma has more
land and has a lower population density than Kihjaeo thus it was able to absorb its new

population and thus maintain and even increas@é&’sadult equivalent farm incomes.

Another factor that contributed to the negative-poor growth rate in the region and led to
the marginal increase in poverty was populationmjino(combined with shortage of land).
The author’s calculations from the REPOA surveywshbat in 2009 in Kilimanjaro the
poverty rate of households that had an increaseusehold size was higher (35.5%) than
that of households that had a decrease in housslz@d29.4%). Households that didn’t have
a change in household size had the lowest povatéy (25.8%). While in Ruvuma in 2009,
the poverty rate of households that had an incrieakeusehold size was lower (47.1%) than
that of households that had a decrease in housedoéd (53.5%). The poverty rate for
households that didn’t have a change in househnédvgas 41.9%.

The above means that population growth increasesrfyoin Kilimanjaro more than it does
in Ruvuma. This is because Ruvuma has more landhasd lower population density than
Kilimanjaro hence she is able to absorb her newujatipn and thus maintain and even
increase her per adult equivalent farm incomes. difficult for Kilimanjaro to do this as she

has a high population density and less land. How\ahould be noted that at the aggregate
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level freezing household sizes marginally redudes regional poverty rate in 2009. In
Kilimanjaro the poverty rate in 2009 slightly deds from 31.8% to 31.6%; while in
Ruvuma (in 2009) it slightly increases from 47.49#6.9%.

Another reason that GDP growth was accompanied byagginal increase in poverty
between 2003 and 2009 in Kilimanjaro was that durihat period GDP growth was
accompanied by an increase in food prices as walvarall prices. The author’s calculations
from the REPOA survey (and also using the priceceslof Christiaensen and Pan (2010))
show that in Kilimanjaro, food prices rose by 21.9% annum compared to overall prices
which rose by 16.4% per annum between 2003 and. 280 result the poverty rate of net
food buyers increased more than that of net fodiérsefrom 22.9% in 2003 to 32.3% in
2009 compared to that of net food sellers whichrekesed from 34.1% in 2003 to 26.5% in
2009. Since 77% (in 2003) and 91.5% (in 2009) dividuals in Kilimanjaro were net food
buyers, the overall effect of food inflation was arosion of the purchasing power of
households in Kilimanjaro and thus causing themetoain in poverty. Hence GDP growth

was accompanied by a marginal increase in poverty.

In Kilimanjaro, the aggregate consumption welfafetiie poor among net food buyers
deteriorated. The Kilimanjaro consumption GIC fat flood buyers (see figure 3.4) show
that the rate of pro-poor growth for net food bwymsr-2.04% which is lower than the rate of
pro-poor growth for net food sellers (-0.01%) (ogatculations).

In Ruvuma, between 2004 and 2009 GDP growth haskelen accompanied by an increase
in food prices as well as overall prices. The adshcalculations from REPOA survey (and
also using the price indices of Christiaensen aad @010)) show that in Ruvuma, food
prices rose by 19.2% per annum and overall prioss by 16.5% per annum between 2004
and 2009. But there was a decline in poverty. Tl@nmeason for this (apart from the
increase in household incomes) was that in Ruvuomrdiké in Kilimanjaro), many
households are net food sellers and thus theyrdilely to be harmed by food inflation. The
poverty rate of net food sellers fell from 52.1%2@04 to 51.2% in 2009, while that of net
food buyers increased from 39.8% to 42.8% duriregdhme period. Since the majority of
individuals in Ruvuma were net food sellers 76.38:2004) and 55% (in 2009), the overall
effect of food inflation was to lift some househ®lolt of poverty. Thus causing GDP growth

to be accompanied by poverty reduction.
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In Ruvuma, the aggregate consumption welfare of ploer among net food buyers
deteriorated. The Ruvuma consumption GIC for netifobuyers (see figure 3.4) show that
the rate of pro-poor growth for net food buyersli% which is lower than the rate of pro-
poor growth for net food sellers (-0.62%) (the aw'hcalculations).

Figure 3.4: Kilimanjaro and Ruvuma Consumption GIC for net food buyers
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Source: The author’s calculations from REPOA survey.

Kilimanjaro and Ruvuma consumption GIC resultsret food sellers (see figure 3.5) show
that the rate of pro-poor growth for net food ssllie Kilimanjaro is -0.01% which is slightly

higher than the rate of pro-poor growth for netdosellers in Ruvuma (-0.62%). The
difference between the rate of pro-poor growthret food buyers and net food sellers is

greater in Kilimanjaro (-2.03%) than in Ruvuma 8&%) (own calculations).
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Figure 3.5: Kilimanjaro and Ruvuma consumption GIC for net food sellers
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Source: The author’s calculations from REPOA survey.

In Kilimanjaro overall inflation also contributed the marginal poverty increase. While in
Ruvuma, overall inflation prevented further redontof poverty. If | assume there was zero
inflation between the respective two periods the od pro-poor growth in Kilimanjaro turns
from -0.96% to 11.04% while that of Ruvuma increagem 0.05% to 12.82% (the author’s
calculations). This means that if the rate of itidila was moderate Kilimanjaro region would
have enjoyed a positive pro-poor growth rate. And/ifna region would have enjoyed a
more positive pro-poor growth rate (see figuref8r@he respective GICs).
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Figure 3.6: Kilimanajro and Ruvuma consumption GIC assuming there is no inflation
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Source: The author’s calculations from REPOA survey.

Another reason why growth was accompanied by arease in poverty in Kilimanjaro was
the presence of death shocks and the inabilityooséholds in this region to cope with the
shock of death. The author’s calculations from RERQrvey show that in 2003, 25.1% of
households had experienced the shock of death ertd@98 and 2003 and in 2009, 10.1%
of the households had experienced a shock of destleen 2004 and 2009. Although the
incidence of death had declined, the poverty ratth® households that experienced death
increased from 22.7% (in 2003) to 36.8% (in 2008)Ruvuma, the poverty rate of the
households that experienced death increased frém (#52004) to 51% (in 2009). And in
2004, 16.3% of households had experienced the stiodkath between 1999 and 2004 and
in 2009, 10.6% of the households had experiencbek of death between 2005 and 2009.

The above means that in Kilimanjaro the rate of-gwor growth for death affected
households was significantly negative than thahafi-death affected households and thus
death reduced the rate of pro-poor growth in tlggore The poverty rate of death affected
households in Kilimanjaro increased more than tfaRuvuma although death affected

households in Kilimanjaro were less poor than thos&uvuma. The main reason for this
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was the decline in farm incomes in Kilimanjaro whieduced household coping capacity
and much higher funeral expenses in Kilimanjaro garad to Ruvuma (Christiaensen and
Sarris (2007) observed the same phenomenon ofdlupgpenses in round 1 and 2 of the
survey). Households in Kilimanjaro usually give read funerals which are more expensive
and these funerals are usually attended by retati® live in other regions. Contributions

from relatives and friends usually reduce funecaits incurred by individual families.

Another significant shock in Kilimanjaro was illreesThe calculations from REPOA survey
show that in 2003 in Kilimanjaro, 23.8% of the heluslds experienced illness while in 2009
the figure was 16.3%. Between the two periods tbhgefy rates of illness stricken

households were higher than those of non-ilinasskeh households, although the poverty
rates of illness stricken households increased 8% Jetween the two periods while those of

non-illness stricken households increased by 5.9%.

In Ruvuma in 2004, 19.5% of the households expeeérnliness while in 2009 the figure
was 25%. In the first period the poverty rateslloess affected households was higher than
that of unaffected households but in the last jgeliavas the other way round. The poverty
rates of illness affected households declined BYo8between the two periods while those of
non-affected households slightly decreased by 0Bas the shock of illness reduced the
rate of pro-poor growth in Kilimanjaro while in Ruma it improved it.

It seems that households in Ruvuma could cope wighl illness. The main reason for this
was the decline in farm incomes which reduced hmalsecoping capacity in Kilimanjaro
and the increase in farm incomes in Ruvuma whigbraved household coping capacity in
Ruvuma. Also medical expenses are much higher ihmKnjaro than in Ruvuma
(Christiaensen and Sarris (2007) observed the sa@meaomenon of medical expenses in
round 1 and 2 of the survey). This is because Hmlde in Kilimanjaro are more likely to
seek modern health care (sometimes in private tadspiwhich is more expensive and also
the nature of diseases requires expensive healtb. daong term diseases such as
cardiovascular diseases and diabetes require tng lealth care that is usually expensive.
Contributions from relatives and friends usuallguee health costs incurred by individual
families. However, households in Kilimanjaro obtdienefits from seeking expensive
modern health care these benefits are reflectdgim life expectancy, low infant mortality

and low under five mortality in the Kilimanjaro lieg.
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Malaria and HIV/AIDS were a major cause of illnessd death in the first round period in

both regions. Death shocks have declined in bajloms while illness shocks have declined
in Kilimanjaro but they have increased in Ruvumade Tintroduction and widespread

availability of ARVs has reduced HIV/AIDS relatectaths and death shocks in general.
Initially HIV/AIDS prevalence rates in Kilimanjaraere higher than in Ruvuma but now

they have significantly declined while for Ruvuniiey have increased. However the current
widespread availability of ARVs means that the iotpaf HIV/AIDS in Ruvuma is

significantly lower than what it was earlier in Kilanjaro when ARVs were not yet invented.

In both regions improving farm productivity, plamgi high value crops (while maintaining
food security), creating rural jobs via rural ecomo structural transformation (increasing the
size of the rural non-farm sector) and rural infiature projects will result in sustainable
poverty reduction. Ruvuma has another option afeasing land area under cultivation in the
low lands. The lack of regional grid electricity iaral Ruvuma is one of the main reasons

hindering rural economic transformation.

Results of consumption growth regressions

This section now discusses the results of consammiowth regressions (see table 3.12). It
will only discuss significant results. The choicevariables comes from economic theory
(Dercon, 2001; Dercon, 2003; Dercon et al., 20@8;12. The dependent variable is the real
growth of adult equivalent consumption between rand round 3. Poor households are

defined as households who have been consumptianipoaund 1 and or in round 3.

In both regions the estimated coefficient of laggédlt equivalent consumption is negative
for all households and for poor households. Thussébolds with higher initial consumption
have lower consumption growth and vice-versa, tetearibus. This shows that there is
convergence within each region. In Kilimanjaro hehuslds with village leaders have higher
consumption growth than other households; thisrug for all households and for poor
households. In Ruvuma households with village leatiave lower consumption growth but
this applies to all households and does not appobr households. Households with village

leaders are expected to have more social and gablitapital which can be translated into
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higher income and consumption. This is the cadgilimanjaro but it is not so in Ruvuma.
May be in Ruvuma some of the village leaders Idstted office or the costs of being a

village leader outweighed the benefits.

In Ruvuma education of household head increasesuogotion growth for poor households
only. In Kilimanjaro this variable is insignificanA more educated poor household head can
get more income via off-farm employment and thuhag higher income growth and higher
consumption growth. A more educated poor househeltl can also easily adopt modern
farming techniques and he can easily access manfioetation both of which can improve
his income and consumption. In Kilimanjaro poor $eholds with a female head have lower
consumption growth than other poor households. Rooale headed households have lower
income growth than other poor households as theyswmally run without extra income from

a male spouse and thus they have lower consumgrtoovih.

In both regions large adult equivalent househok# seduces consumption growth for all
households and for poor households and thus ireseasnsumption poverty. Larger
households have low (per adult equivalent) consiomgrowth as household resources have
to satisfy the consumption of more members. Thdsices resources available for investment
and thus constraints income growth as well as gopson growth. The percentage of
household members aged between 0 and 4 years sasre&mnsumption growth for all
households in Kilimanjaro but this does not apmypbor households and in Ruvuma its
impact is insignificant for all households and fooor households. This is unexpected
however the reason might be such households belgirerth when they are expecting a
brighter future and or they receive help from egthfamily and friends and or they work

harder to provide for their new born babies.

In both regions business income increases consamgtowth and thus reduces poverty for
all households while for poor households its impadnhsignificant. An increase in business
income increases consumption growth as it incre@seshousehold’s income and thus
enables the household to increase consumption fgr@&utt business income does not boost
the consumption growth of the poor. In both regidewsn income increases consumption
growth for all households and for poor househokis.increase in farm income increases

household’s income and thus enables the housebaidrease consumption growth.

Growth of adult equivalent household size reduaessemption growth for all households

and for poor households in both regions and theseases poverty. A higher growth of
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household size directly reduces (per adult equintpleonsumption growth as household
consumption has to be distributed among a higherben of household members. In both
regions growth of adult equivalent business incanaeeases consumption growth for all
households and for poor households and thus recamesty. A higher growth of business
income causes a higher growth of household incamletaus increases consumption growth.
Growth of adult equivalent farm crop income incemasconsumption growth for all
households and for poor households in both regidnsigher growth of farm crop income
causes a higher growth of household income andititusases consumption growth.

Growth of adult equivalent wage income increasassemption growth for all households
and for poor households in Ruvuma, while in Kilirjean it does so for all households but
not for poor households. A higher growth of wageome causes a higher growth of
household income and thus increases consumptiontlyré&rowth of adult equivalent other
farm income increases consumption growth for alidetolds and for poor households in
Ruvuma, while in Kilimanjaro it does so for pooruseholds but not for all households. A
higher growth of other farm income causes a higjtewth of household income and thus
increases consumption growth. Other farm incomadsme earned from processing animal
and farm products such as making flour, meat, \&aetoil and local beer as well as selling

livestock.

The value of consumer durables owned per adultvatgnt increases consumption growth
for all households and for poor households in Ruwwwhile in Kilimanjaro it does so for all
households but not for poor households. A high&revaf consumer durables owned causes a
higher growth of household income and thus increasensumption growth. Consumer
durables generate utility and they also represeuséhold wealth. Consumer durables such
as beds, sofas, tables, chairs, cupboards, redt@ysrand cooking stoves improve household
health and hygiene and thus improve household ptaily. Some such as radios, mobile
phones and television improve communication anéscto market information. Others such
as bicycles and motor cycles improve householgspart. Sometimes consumer durables can

be sold for cash or they can be used as colldtaraticroloans.

Households with electricity in Kilimanjaro have hg consumption growth than other
households; this is true for all households andpoor households. Access to electricity
improves farm and non-farm income (via agro-proogsslighting of retail outlets and

saving time used to fetch for firewood) and thusldes households to increase their
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consumption growth. Electricity is used for constimp and production activities such as
cooking, lighting and agro-processing. It increapesductivity of agricultural households

and also helps diversifying economic activities aots non-farm business i.e. some rural
retail outlets use electricity for lighting andnigeration.

Households in Kilimanjaro with access to own or lputap water have higher consumption
growth than other households; this is true forhalseholds and for poor households. In
Ruvuma this variable is insignificant for all hobs&ls and for poor households. Access to
tap water improves farm and non-farm income (umation and saving time used to fetch
for water) and thus enables households to incrédase consumption growth. Water is an
important input in production and consumption. dtused for drinking by humans and
livestock, for domestic cooking, for personal araisehold hygiene, for irrigation and for
agro-processing. Tap water not only simplifiesdkiailability of water but it is also available
during droughts. Tap water is also healthier arfdrsand thus enables households to avoid
water related illnesses and the medical expensgdass of labour time that is associated

with such sickness.

In Kilimanjaro households in villages with tarmac gravel road have higher consumption
growth than other households; this is true forhalseholds and for poor households. In
Ruvuma poor households that live in villages widintac or gravel road have lower
consumption growth than other poor households. rékalts in Kilimanjaro are as expected
but those in Ruvuma are unexpected. Householddlages with good road infrastructure
have lower transport costs and lower transacti@tscand thus are more productive and have

higher income and consumption growth.

Good roads facilitate the movement of goods andices as well as inputs i.e. farm output,
agricultural inputs (fertilisers and pesticidesytemsion services and farm labour. Thus they
lower transport costs, transaction costs and praafucosts and thus boost farm income and
consumption growth. Good roads also support momanoercialised agriculture, agro-
processing, non-farm business, access to educaktiealth and public administration
facilities. May be with time poor households in Rma will also feel the benefits of good
roads. In Ruvuma poor households in villages witttkats have higher consumption growth
than other poor households. Poor households iagai with markets have better market

access than other poor households which in turrraugptheir income and consumption
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growth. Better market access can mean a ready m#oketheir farm output, easier

availability of farm inputs, lower market transacticosts and better job opportunities.

In Kilimanjaro households in Rombo district havevés consumption growth; this applies to
all households and to poor households. This imphas geographical and locational factors
in Rombo such as low rainfall have reduced consiomrowth in that district. In Ruvuma
households in Tunduru and Namtumbo districts hawet consumption growth; this applies
to all households and to poor households. This igapthat geographical and locational
factors in these two districts such as low rainfeale reduced consumption growth in these
districts.

A shock of drought (2003-2004) reduces consumptioowth for poor households in
Kilimanjaro. A shock of drought reduces farm outpuid thus reduces farm income and
consumption growth. In Ruvuma the shock of deatbxdérnal financial supporter increases
consumption growth for all households and for pbouseholds. This shock can actually
increase household wealth via inheritance and bogst consumption growth. Shocks of
heavy rains or floods (1999-2004), unexpected dedh cereal prices and loss of livestock
(2005-2009) increases consumption growth for alldetolds but not for poor households.
The reason that such shocks have unexpected sidpesause they affect prosperous farmers
who already have higher consumption growth. In @alti heavy rains can sometimes help

certain farmers e.g. rice farmers.

Table 3.12: Results for determinants of real consuption growth in Kilimanjaro and

Ruvuma
Kilimanjaro Ruvuma
Real consumption growth ~ Real consumption growth

VARIABLES Overall The poor Overall The poor
Ln of adult equivalent -0.918*** -1.263*** -0.9B** -1.240***
Consumption lagged (-24.75) (-26.08) (-18.21) (F37.
Has a village leader 0.0738** 0.123** -0.0906** 000268

(2.019) (2.283) (-2.018) (-0.00520)
Ln head age 0.0299 0.0664 -0.0191 0.0928

(0.415) (0.745) (-0.239) (1.092)
Ln head education 0.0379 0.00976 0.0558 0.0802*

(2.173) (0.219) (1.382) (1.785)
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Female head

Ln of adult equivalent
household size

Ln percentage aged (0-4)
Migrated before 2003

Ln of adult equivalent
business income

0.0166
(0.282)
-0.582%**

(-11.87)

0.0389%**
(3.011)

-0.00356

(-0.0982)
0.0457%*

(3.021)

Ln of adult equivalent farn 0.0769***

income

Growth of adult equivalent
household size

Growth of adult equivalent
business income

Growth of adult equivalent
farm income

Growth of adult equivalent
wage income

Growth of adult equivalent
other farm income
Member of Saccos

Ln of value of consumer
durables owned per adult
equivalent

Has electricity

Has access to own or
public tap water
Village has tarmac or
gravel road

Village has market
Rombo district

Moshi Rural district

Tunduru district

Namtumbo district

(4.360)
-0.653%+*
(-12.21)
0.0437*
(3.304)
0.0403*+*
(3.407)
0.0297*+*
(3.842)
0.00797
(1.183)
-0.0459
(-0.933)
0.0553*+*
(3.015)

0.184%+
(3.164)
0.0904**
(2.328)
0.0806**
(2.282)
0.0170
(0.426)
-0.200%**
(-4.047)
-0.0239
(-0.544)
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-0.107*
(-1.683)
-0.385%**

(-5.676)

0.0172
(1.124)
0.0232
(0.478)
0.0298
(1.280)
0.0470*
(1.894)
-0.405%**
(-5.627)
0.0501**
(2.426)
0.0394**
(2.432)
0.0139
(1.543)
0.0213**

(2.148)

-0.0241
(-0.432)

0.0301

(1.210)

0.165*
(1.823)
0.0883*
(1.840)
0.119%+
(2.861)
-0.0382
(-0.786)
-0.154%**
(-2.624)
0.0361
(0.604)

0.0304 0.00944
(0.379) (0.0906)
-0.367*  -0.302%*
(-6.720) (-4.657)
0.00525  .0209
(0.355) (1.324)
0.0333**  .0162
(2.169) (0.938)
0.139%*  0.111%*
(6.273) (4.318)
0FBr -0.478%
(-6.640) (-5.241)
0.085*  0.0391**
(2.686) (2.531)
0.1t  0.0818**
(8.311) (4.886)
0.050%*  0.0544**
(5.823) (5.980)
0.0204* 0.0214**
(2.105) (2.059)
-0.00665 -0.100
(-0.0950) (-1.464)
0.103*** (0.0939***
(4.280) (3.738)
0.00709 00881
(0.155) (-0.165)
-0.0838  .1@0*
(-1.546) (-2.310)
0.0735 0.0915*
(1.557) (1.683)
-0.356%%*  -0.345%%
(-6.276) (-5.689)
-0.159** -0.157*
(-1.975) (-1.831)



Heavy rains or 0.247* 0.300
floods (1999-2004) (2.019) (1.478)
Drought (2003-2004) 0.00914 -0.0999**
(0.256) (-2.179)
Major harvest losses 0.0611 0.100
(2004-2009) (1.181) (1.444)
Unexpected decline in 0.101** 0.0127
cereal prices (2005-2009) (2.032) (0.219)
Loss of livestock 0.232*** 0.128
(2005-2009) (3.845) (1.640)
Death of external supporter 0.238*** 0.244**
(2005-2009) (3.104) (2.581)
Constant 5.066*** 6.333*** 4.576*** 5.421%**
(13.33) (12.65) (11.42) (13.08)
Observations 765 326 670 450
Adjusted R-squared 0.589 0.806 0.567 0.713
F test 48.19*** 51.14*** 29.18*** 56.76***

T-statistics in parentheses, *** p<0.01, ** p<0.05<0.1
Source: The author’s calculations.

Results of asset growth regressions

This section now discusses the results of asseitjn@gressions (see table 3.13). It will only
discuss significant results. The choice of varialdemes from economic theory (Dercon,
2001; Carter and May, 2001; Carter and Barrett62@uisumbing and Baulch, 2009). The
dependent variable is the real growth of adult emjent asset value between round 1 and
round 3. Poor households are defined as housetlwld$ave been asset poor in round 1 and

or in round 3.

In both regions the estimated coefficient of laggddlIt equivalent asset value is negative for
all households and for poor households. Thus haldghwith higher initial asset value have
lower asset growth and vice-versa, ceteris parilitds shows that there is convergence
within each region. In both Kilimanjaro and Ruvutha age of the household head increases
asset growth for all households but not for pooudsholds. The older a household head
becomes the more experienced he is in his occupédtom and or non-farm) and hence he is

more productive and he has higher asset growtlo Alder household heads have higher
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asset growth as they have been accumulating assetslonger time period (compared to

younger household heads).

In Ruvuma the education of the household head ase®asset growth for all households and
for poor households. In Kilimanjaro this variables insignificant. A more educated
household head can get more income via off-farmleynpent and thus he has higher income
growth and higher asset growth. A more educatedsdtmald head can also easily adopt
modern farming techniques and he can easily acoesket information both of which can

improve his income and asset accumulation.

In Ruvuma poor households with a female head hayleeh asset growth than other poor
households. This is unexpected as poor female ddameseholds are expected to have lower
income (and lower asset growth) due to lack of @aoltkl income from a male spouse. The
reason might be that a poor female head of houdehalht receive more assistance from
friends and relatives and thus accumulate moretsagsel or the poor female head is more
likely to spend family income on productive actied that increase asset accumulation
(compared to a poor male headed household).

Large adult equivalent household size reduces gseetth for all households and for poor
households in Ruvuma, while in Kilimanjaro it dass for all households but not for poor
households. Larger households have low (per adpulivalent) asset growth as household
resources have to satisfy the consumption of ma@mlpers. This reduces resources available
for investment and thus constraints income growtivell as asset growth.

In Kilimanjaro business income increases asset tjrewd thus reduces asset poverty; this is
true for all households but not for poor householdsRuvuma its impact is insignificant.
Higher business income increases household’s in@rdehus increases asset accumulation
and asset growth. In Ruvuma, farm crop income as®e asset growth for all households and
for poor households while in Kilimanjaro it does f&w all households but not for poor
households. Higher farm crop income increases lhald's income and thus increases asset

accumulation and asset growth.

Growth of adult equivalent household size reducsstagrowth for all households and for
poor households in both regions. A higher growthhofisehold size directly reduces (per
adult equivalent) asset growth as household assetspread among a higher number of
household members. In both regions growth of aegitivalent business income increases
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asset growth and thus reduces asset poverty; pihigea for all households but not for poor
households. A higher growth of business incomeesashigher growth of household income

and thus increases asset accumulation and asséhgro

Growth of adult equivalent farm crop income ince=aasset growth for all households and
for poor households in Ruvuma, while in Kilimanjatraloes so for all households but not for
poor households. A higher growth of farm crop ineocauses a higher growth of household
income and thus increases asset accumulation aet g®wth. In Ruvuma, growth of adult
equivalent wage income increases asset growth Hothauseholds but not for poor
households. In Kilimanjaro its impact is insign#i@d. A higher growth of wage income
causes a higher growth of household income anditimusases asset accumulation and asset

growth.

Growth of adult equivalent other farm income insesasset growth for all households and
for poor households in Ruvuma, while in Kilimanjate impact is insignificant. A higher

growth of other farm income causes a higher graxfthousehold income and thus increases
asset accumulation and asset growth. Other farmmecis income earned from processing
animal and farm products such as making flour, mesgetable oil and local beer as well as

selling livestock.

Households with electricity in Kilimanjaro have hay asset growth; this is true for all
households and for poor households. Access torieiegtimproves farm and non-farm
income (via agro-processing, lighting of retail letg and saving time used to fetch for
firewood) and thus enables households to incrdasedsset growth. Households in Ruvuma
with access to own or public tap water have loveseagrowth; this is true for all households
but not for poor households. This is unexpectedcagss to tap water is expected to improve
farm and non-farm income (via irrigation and savimge used to fetch for water) and thus
improve asset growth. May be with time househotdsRuvuma will feel the benefits of

access to tap water.

In Kilimanjaro households in villages with tarmac gravel road have higher asset growth
than other households; this is true for all housihbut not for poor households. Households
in villages with good road infrastructure have loviansport costs and lower transaction
costs and thus are more productive and have higkeme and asset growth. In Ruvuma

poor households that live in villages with markletse higher asset growth than other poor
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households. Poor households in villages with marketve better market access than other

poor households which in turn improve their inccane asset growth.

In Kilimanjaro, households in Moshi rural distrltave higher asset growth; this is true for all
households but not for poor households. This inspiat geographical and locational factors
in Moshi rural district have increased asset gromtthat district. In Ruvuma, households in
Tunduru district have lower asset growth; this rigetfor all households and for poor
households. This implies that geographical andtlonal factors in Tunduru district such as
low rainfall have reduced asset growth in thisraist In Kilimanjaro the shock of death

(2003-2004) reduces asset growth for all househbldsnot for poor households. Such a

shock reduces income and thus reduces asset aationund asset growth.

Table 3.13: Results for determinants of real assgrowth in Kilimanjaro and Ruvuma

Kilimanjaro Ruvuma
Real asset growth Real asset growth

VARIABLES Overall The poor Overall The poor
Ln of adult equivalent ass  -0.745*** -1.188*** -0.573*** -0.827***
value lagged (-20.49) (-11.19) (-15.09) (-15.25)
Has a village leader 0.0394 -0.247 0.0472 0.114

(0.484) (-1.152) (0.607) (1.187)
Ln head age 0.308** 0.0595 0.252** 0.0927

(2.051) (0.140) (2.037) (0.584)
Ln head education 0.0436 -0.228 0.148** 0.158**

(0.643) (-1.410) (2.280) (2.199)
Female head 0.0840 -0.220 0.235 0.397**

(0.796) (-0.569) (1.539) (2.031)
Ln of adult equivalent -0.549%** -0.551 -0.338*** 0-360***
household size (-5.900) (-1.470) (-3.599) (-2.885)
Migrated before 2003 0.0587 0.0670

(0.741) (0.289)
Ln of adult equivalent 0.0983*** -0.0787 0.0403 00585
business income (3.686) (-0.816) (1.420) (-0.149)
Ln of adult equivalent farm 0.111*** -0.0609 0.165*** 0.158***
income (3.395) (-0.662) (4.136) (2.797)
Growth of adult equivalent -0.838*** -0.786** -0.93+ -1.026***
household size (-8.708) (-2.019) (-8.135) (-7.649)
Growth of adult equivalent 0.104*** -0.0441 0.0748* 0.0316
business income (4.741) (-0.420) (3.164) (0.991)



Growth of adult equivalent
farm income

Growth of adult equivalent
wage income

Growth of adult equivalent
other farm income
Member of Saccos

Has electricity

Has access to own or
public tap water
Village has tarmac or
gravel road

Village has market
Rombo district

Moshi Rural district
Tunduru district
Namtumbo district
Death (2003-2004)
Unexpected decline in
cereal prices (2004-2009)
Drought (2005-2009)
lliness (2005-2009)
Constant
Observations

Adjusted R-squared
F test

0.104%+
(4.748)
0.0123
(0.887)
0.0168
(1.211)
0.136
(1.200)
0.276*+
(3.083)
0.0684
(0.821)
0.122*
(1.674)
0.119
(1.436)
0.103
(1.110)
0.168**
(1.991)

-0.439%*

(-2.477)
-0.171
(-1.186)

3.866%+
(5.455)

767
0.509
27.47%*

0.0179
(0.279)
-0.0485
(-1.007)
0.0462
(1.112)
0.0964
(0.281)
0.872*
(2.557)
-0.0390
(-0.196)
0.244
(1.034)
0.384
(1.234)
-0.0603
(-0.214)
-0.203
(-0.667)

-0.449

(-1.331)
0.158
(0.277)

7,711
(4.676)

161
0.491
11.87***

0.103*+*
(3.953)
0.0458%**
(3.166)
0.0481**
(2.501)
0.113
(1.180)

-0.131*
(-1.702)
0.0428
(0.434)
0.126
(1.534)

-0.495*+*

(-4.946)
-0.0773

(-0.566)

0.139
(1.242)
-0.0299
(-0.360)
1.877%%
(3.663)

671
0.410
19.17%**

0.0979***

(2.928)
0.0311
(1.612)
0GB 1+
(2.709)
0.189
(1.627)

-0.152
(-1.565)
0.0171
(0.142)
0.168*
(1.682)

-0.500***

(-4.413)
-0.0818

(-0.484)

0.191
(1.449)
-0.0876
(-0.906)
3.504%+
(5.542)

461
0.518
23.56***

T-statistics in parentheses, *** p<0.01, ** p<0.05<0.1
Source: The author’s calculations.



Testing for the existence of poverty traps

This part tests whether consumption or asset ppvweps exists among households in the
two regions. Sometimes it is customary after egiimgaconsumption and or asset growth
regressions to test for the presence of poverpstes this further enriches the analysis. An
asset poverty trap exists when there are househatldsan equilibrium asset level below the
asset poverty line (Carter and Barrett, 2006). Btyi a consumption poverty trap exists
when there are households with an equilibrium conion level below the consumption
poverty line. This means there are multiple equdibin asset levels where by some
households will escape poverty while others wilheen in poverty (See Appendix B for
more details on testing for the existence of pgvedps). If lagged higher order polynomial
(square, cubed and fourth power) values of assatsl Consumption) are statistically
significant this indicates the presence of multiptiilibria. The results show that in both
regions consumption and asset poverty traps dexist (see table 3.14). The lagged higher
order polynomial values of assets and consumptiemat statistically significant as shown
by the F-testf{,=p3=p4=0).

Table 3.14: Kilimanjaro and Ruvuma consumption andasset growth results for testing
the presence of poverty traps

Kilimanjaro Ruvuma
VARIABLES Real Real asset Real Real asset
consumption growth  consumption growth

growth growth
Ln of adult equivalent -0.740 -7.061
Consumption lagged (-0.225) (-0.296)
Ln of adult equivalent -0.213 1.218
Consumption lagged squared (-0.185) (0.175)
Ln of adult equivalent 0.0444 -0.0917
Consumption lagged cubed  (0.263) (-0.103)
Ln of adult equivalent -0.00275 0.00169
Consumption lagged fourth  (-0.307) (0.0398)
Ln of adult equivalent asset -2.133 -1.888
value lagged (-0.982) (-0.956)
Ln of adult equivalent asset 0.358 0.320
value lagged squared (0.634) (0.501)
Ln of adult equivalent asset -0.0349 -0.0321
value lagged cubed (-0.552) (-0.367)
Ln of adult equivalent asset 0.00108 0.00114
value lagged fourth (0.419) (0.264)
Constant 5.640* 5.633* 15.00 3.821*
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(1.708) (1.860) (0.496) (1.694)

F-test 31=P>=Ps=P4=0) 195.06***  118.09*** 97.85%** 57.21%**
(P-value) 0.0000 0.0000 0.0000 0.0000
F-test 3,=P3=p4=0) 1.23 1.84 1.35 0.60
(P-value) (0.2974) (0.1376) (0.2573) (0.6126)
Observations 765 767 670 671
Adjusted R-squared 0.591 0.514 0.570 0.412
F test 51.10*** 27.90*** 28.00*** 17.04***

T-statistics in parentheses, *** p<0.01, ** p<0.095<0.1. Other independent variables
similar to the ones used in the preceding respetitiear models have been included but not
reported. Source: The author’s calculations.

Non-parametric results of Lowess curve further wanfthe above findings. The Lowess
curves for consumption cross the 45 degree line anc from above indicating the presence
of one stable equilibrium which is not a consumppoverty trap (see figure 3.7).

Figure 3.7: Kilimanjaro and Ruvuma Lowess curves foconsumption

Kilimanjaro Ruvuma
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0 500 1000 1500 2000 0 500 1000 1500
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— Lowess curve ——— Lowess curve
—— 45 degree line —— 45 degree line

Source: Own calculations.

The Lowess curves for assets also cross the 4®eldige once and from above indicating
the presence of one stable equilibrium which isamoasset poverty trap (see figure 3.8).
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Figure 3.8: Kilimanjaro and Ruvuma Lowess curves foassets
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Source: Own calculations.

3.8 Conclusion

This chapter analyzed the impact of economic growvilpoverty reduction in Kilimanjaro

and Ruvuma regions. The author tested two hypashdgegrowth of farm crop income and
growth of non-farm business income increases timswoption growth and asset growth of
the poor; 2) growth of farm crop income has morpast on the consumption growth of the

poor than growth of non-farm business income.

Analysis using REPOA panel data survey show th&tilimanjaro between 2003 and 2009,
GDP growth has been accompanied by a marginal aeerén consumption poverty from
26.3% to 31.8%. Consumption growth was not pro-@ouat the rate of pro-poor growth was
-0.96%, and consumption Gini inequality slightlgieased. Asset growth was pro-poor and

the rate of pro-poor asset growth was 6.5% and iGagjuality in asset ownership declined.

Analysis shows that in Ruvuma between 2004 and , 28609 growth has been accompanied
by a marginal reduction in consumption poverty fré8n3% to 47.4%. Consumption growth

was pro-poor and the rate of pro-poor growth w&s%. and consumption Gini inequality
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slightly increased. Asset growth was also pro-pud the rate of pro-poor asset growth was

6.06%, Gini inequality in asset ownership declined.

Analysis shows that one of the reasons that graveh more pro-poor in Ruvuma than in
Kilimanjaro was the effect of food prices inflatioMany households in Ruvuma are surplus
food producers thus food inflation was unlikelyharm them. While many households in
Kilimanjaro are net buyers of food thus food infsat reduced their purchasing power and

thus kept them in poverty.

These findings reflect those of Datt and Ravalli@898) who argue that higher food prices
increased absolute poverty in India and that mamy pvere likely to be net food buyers.
However, they also found that higher food pricek bt affect relative poverty. The findings
are also in line with those of Ravallion (1990) wdrgue that in Bangladesh an increase in
food prices was likely to harm the poor (who wekelly to be net food buyers) in the short

run although in the long run the effect was likidybe neutral.

Analysis shows that other reasons for less pro-gomwth in Kilimanjaro were the decline in

adult equivalent farm output and income due to ghdwand population pressure on limited
land. Ruvuma experienced improvement in adult edjaeit farm output and income due to
good weather and land availability (which easedutetpn pressure). Also the increase in
non-farm incomes (mainly wages of agricultural weody was higher in Ruvuma than in
Kilimanjaro due to better agricultural conditiomsRuvuma region. Both regions experienced
death and illness shocks but the coping capacityookeholds in Kilimanjaro was hindered
by expensive medical and funeral costs and lowen facomes (although the poverty rates

of death and illness affected households were rhigtter in Ruvuma).

Analysis using REPOA survey data shows that in Wetfions growth of adult equivalent
business income and growth of adult equivalent farop income increases consumption
growth for all households and for poor householus thus reduces poverty. In Kilimanjaro,
growth of (non-farm) business income has more impacthe consumption growth of the
poor than growth of farm crop income. While in Rmay growth of farm crop income has
more impact on the consumption growth of the pd@amtgrowth of (non-farm) business

income.

In Ruvuma, growth of adult equivalent wage incomereases consumption growth for all

households and for poor households while in Kilifaemit does so for all households but not
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for poor households. In Ruvuma, growth of adultieglent other farm income increases
consumption growth for all households and for plo@useholds while in Kilimanjaro it does
so for poor households but not for all househdid$oth regions growth of adult equivalent
household size reduces consumption growth for@liskholds and for poor households and

thus increases poverty.

In both regions, growth of adult equivalent bussn@xome increases asset growth for all
households but not for poor households. In Ruvunoaviy of adult equivalent farm crop
income increases asset growth for all household$ fan poor households while in
Kilimanjaro it does so for all households but mmt poor households.

Thus in Kilimanjaro, both growth of farm crop incenand growth of non-farm business
income have no impact on asset growth of the paéthiile in Ruvuma growth of farm crop
income improves asset growth of the poor and grafthon-farm business income has no
impact on asset growth of the poor. In Ruvuma gnowoft adult equivalent wage income
increases asset growth for all households butargtdor households while in Kilimanjaro its
impact is insignificant. In Ruvuma growth of adefjuivalent other farm income increases
asset growth for all households and for poor hoolsishwhile in Kilimanjaro its impact is
insignificant. In both regions there were no mudtipquilibria poverty traps for consumption
or assets. Also in each of those cases the exishiegstable equilibrium was not a poverty
trap.

The National Strategy for Growth and Reduction ovétty (NSGRP) has been unsuccessful
in rural Kilimanjaro where consumption poverty hasreased although asset poverty has
decreased. The NSGRP has had limited successahRuvuma where consumption poverty
has marginally declined and asset poverty hasrdetliin spite of the above, rural Ruvuma is
much poorer than rural Kilimanjaro as far as congstion and asset poverty is concerned. In
future survey rounds it might be better to alsdude urban households and see whether they
behave similarly to rural households. In both regiamproving farm productivity, planting
high value crops (while maintaining food securitgjeating rural jobs via rural economic
structural transformation (increasing the size bé trural non-farm sector) and rural
infrastructure projects will result in sustainalgeverty reduction. Ruvuma has another

option of increasing land area under cultivatiothi@ low lands.
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CHAPTER 4 : VULNERABILITY TO POVERTY AND ITS DETERMINANTS IN
KILIMANJARO AND RUVUMA

4.1 Introduction

Before the introduction of the National Strategy &rowth and Reduction of Poverty many
people in the rural areas of Kilimanjaro and Ruvunee vulnerable to poverty. Previous

study of earlier two rounds of the REPOA surveydbyistiaensen and Sarris (2007) showed
that 31.7% (in 2004) and 66.6% (in 2005) of the d&hwlds in Kilimanjaro and Ruvuma

respectively were vulnerable to consumption povefthus we are interested to know

whether or not vulnerability to consumption povengs declined in the new third round of
year 2009.

We also want to widen the scope of investigatiombionly investigating the determinants
of vulnerability to consumption poverty but by alswvestigating the determinants of
vulnerability to asset poverty. Estimating vulneligbto consumption poverty as well as
vulnerability to asset poverty is important as il mot only give us a better picture of
vulnerability but it will also enable us to invegdte if there is a link between vulnerability to

consumption poverty and vulnerability to asset ptyve

Factors that are expected to reduce vulnerabdifyaverty in rural Kilimanjaro and Ruvuma
include education of household head, farm cropnmgobusiness income, land ownership,
ownership of livestock, access to electricity, ascw® tap water, access to tarmac or gravel
road and having household members who are migrivitde factors that are expected to
increase vulnerability include larger househola send shocks such as drought and death of

a household member.

For this chapter the research objective is: To stigate the determinants of household
vulnerability to poverty in the rural areas of Kilanjaro and Ruvuma regions. The research
guestion is: What are the determinants of vulndéitglio (consumption and asset) poverty?
The chapter begins with a section on literatureiesgy then sections on theoretical
framework, econometric model, data, results andudsion, evolution of vulnerability in the

two regions, and then conclusion.
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4.2 Literature review

This section reviews studies which analyse vulnétalto poverty. Many of these studies
analyse vulnerability to consumption poverty and alyse vulnerability to asset poverty.
The concept of vulnerability to poverty has beerutoented since Jalan and Ravallion
(1998), however the literature on vulnerabilitypoverty started to flourish after the 2000/1
World Development report (World Bank, 2001).

Hoddinot and Quisumbing (2003) gave a comprehensexdaew of the concept and
measurement of vulnerability to poverty. They lidtiree quantitative measures of
vulnerability to poverty 1) Vulnerability as Expedt Poverty (VEP) 2) Vulnerability as Low
Expected Utility (VEU) 3) Vulnerability as UninswdteExposure to Risk (VER). VEP
calculates an ex-ante aggregate measure of vulhgrdiased on the probability of being
poor in the future. VEU is an ex-ante utilitariaggeegate measure of vulnerability based on
the difference between utility gained from certgiaguivalent consumption (the
consumption level where by the household is notsicmmed to be vulnerable) and the
expected utility of consumption (Ligon and Schech#003). VEU is not popular as it
requires the specification of the utility functias well as the coefficient of risk aversion.
VER does not calculate an aggregate measure oemability but instead it is an ex-post

assessment based on calculating the welfare loseddy a negative consumption shock.

Dercon et al. (2005) did a study on vulnerabilidashocks in rural Ethiopia. They use a
panel data set of 15 villages. They found thatrttest common shock was drought, which
affected at least half of all households. Other antgmt shocks were pests, input price
increase and output price decline shocks. Theiressgpn analysis showed that assets
(livestock, land and education of head of househddcial networks (having relatives in
village authorities) increased consumption per teapn the next period while higher
household size, drought, illness and high dependeatto reduced it. Out of all shocks
variables drought and illness were the only onas were statistically significant. However

his study did not estimate the proportion of thpylation that was vulnerable to poverty.

Christiaensen and Subbarao (2004) did a studysknamd vulnerability to poverty in rural

Kenya. They used a pseudo panel data that wasedreat of two repeated cross section
survey data and information on shocks. They medsuntnerability to poverty as expected
poverty and found that 26% of the households ialriienya were vulnerable to poverty.

Rainfall volatility was the main source of consumptvariability in arid areas while for non-
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arid areas it was malaria. Livestock didn’t helpuseholds to insure their consumption
against covariant shocks although small livestatke€p/goat) was helpful in the case of
idiosyncratic shocks. Availability of electricityaccess to markets and literacy helped
households to cope with consumption shocks.

Christiaensen and Subbarao (2004) found that non-famployment increased the mean
consumption level and reduced consumption varigbiln non-arid areas, a larger household
size and a higher dependency ratio reduced the maasumption level, but the later (as

expected) increased consumption variance whilefdhaer (surprisingly) increased it. The

explanation they gave for the surprising result et a large household size has large
amounts of labour which it can use in difficult @mto reduce consumption variance. They
also found that policies that increase market ac@sswell as adult literacy and reduce
malaria were important in reducing vulnerabilitygoverty. They argue that effective anti-

poverty policies should focus on both the mean\arthnce of consumption i.e. the poverty
level as well as vulnerability to poverty. The aarthhave improved our understanding of the
determinants of vulnerability to poverty howevdreit study would have been improved by

using genuine panel data.

Calvo and Dercon (2005) criticised VEP, VEU and VERasures of vulnerability that they
overlook important issues concerning vulnerabiltMEP assumes risk sensitivity has no
impact on vulnerability, VEU will allow good welfaroutcomes to mask bad welfare
outcomes and VER is an ex-post measurement thas doé take into account the
probabilities of shocks occurring. They introduceéldeir own ex-ante measure of
vulnerability. They defined vulnerability as the gn&ude (likelihood and severity) of the
threat of future poverty. Their measure assumetsthiege is uncertainty and that the future
has different states of the world with differentlfase outcomes. However, they admit that it

might be difficult to empirically operationalizedin measure of vulnerability.

Witt and Waibel (2009) did a study of vulnerabilitypoverty in rural Cameroon. They used
a method of Lower Partial Moments (LPMs) to measurmerability as downside risk of
household income. They argue that combining LPM# wWie VEP method will incorporate
risk averseness (without using an arbitrary riskfitcient) into the VEP method and thus
address Ligon and Schechter (2003) critique thalP \dBes not take into account risk as it
implicitly assumes risk neutrality. They used tleneral portfolio theory (Markowitz, 1952)
to estimate the stochastic distribution of housgéHarm income which they defined as a
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function of the distributions of its individual c@onents and the subjective probabilities of

different states of the world.

The data of Witt and Waibel (2009) consisted of 2@@iseholds which consisted of four
livelihood groups; fishermen, rice, millet and duugh farmers. Their study found that
fishermen were the least vulnerable, followed brygksom, millet farmers, rice farmers were
the most vulnerable. However when applying the maantfolio income as a moving target
in the calculation of Lower Partial Moments fishemface a higher risk (than millet and rice
farmers) of not being able to maintain their meartfplio income. They also found that in

general the vulnerability rate was more than theepy rate. Their study is highly

informative and innovative despite the small samgiee, however, the LPMs method

generates results where by vulnerability rate ghér than the poverty rate.

Foster et al. (2010) criticised vulnerability agpested poverty measures that they generate
indicators whereby the poor are a subset of theerable. This is because such measures
include the poor as well as those living on the oty line. Thus the percentage of
individuals who are vulnerable will always be gezahan the percentage of individuals who
are poor. They also criticise methods that link ihability to smooth consumption
(independent of an external poverty line) with \arability to poverty arguing that standard
deviations around an individual’'s consumption patight not be a good indicator of
vulnerability. It is not accurate to equalise apperson’s consumption variability with that
of a rich person as a poor person’s consumptioibigity might hit an irreversible low level
(Christiaensen and Subbarao, 2004).

Foster et al. (2010) go on to create a new measuwellnerability to poverty based on a
conceptual framework of decision making under utagety. In their framework vulnerability

is linked with uncertainty in the future outcomefsimcome (or other indicators such as
consumption). They argue that a good measure ohevability has the following
characteristics 1) It has to be an ex-ante meathaefells us about possible deprivations in
the future 2) It has to focus on downside risk iteshould look at consumption shortfalls
from a given threshold 3) It has to be individuyag¢afic, since individuals are heterogeneous
and may respond differently to the same level si.riTheir measure uses a reference line
which is a hybrid of an individual’s current stardi@f living and the poverty line. A person

will be vulnerable to poverty if his future incoroe consumption is below the reference line.

108



Celidoni (2011) did a study to check which vulnéiigb index was better. She used

household data from Italy, Germany and the UK. Sbmpared vulnerability indices of

(Dutta et al. 2011; Foster, Greer and Thorbecker(&oster et al. 1984); Calvo and Dercon,
2005; Pritchett et al. 2000; Chaudhuri, 2003). 8hend that the Dutta et al. (2011) (also
referred as Foster et al. 2010) measure of vulilgyaperformed better than other indices.
However, one criticism of the Foster et al. (20i@ex is that it is not possible to assign
probabilities to different states of nature whear¢his complete uncertainty. Also different

future states of nature might need different pgvienes (and reference lines).

With respect to Tanzania, a number of studies Hzen done. Christiaensen and Sarris
(2007) did a study on vulnerability to poverty argamall scale cash crop growers in the
regions of Ruvuma and Kilimanjaro. They lookedrat possibility of the use of market based
instruments such as commodity price and rainfadluiance as a means of combatting
climatic risks in the two regions. Their study usedwo round panel data (collected by
REPOA); round one had 957 households for KilimanjgNovember 2003) and 892
households for Ruvuma (February 2004) and roundhseb915 households for Kilimanjaro
(November 2004) and 837 households for Ruvuma (Feepr2005).

They found that rural households live in risky eomiments and around two thirds of
households have experienced a major shock. Imgosteotks for both regions were death
and illness (mainly Malaria) while drought was et for Kilimanjaro. Households coped
with shocks through using own cash savings and finetp family and friends as there was no
formal insurance schemes. Ex-ante coping strategie®lved income and crop

diversification. Declining cash crop prices causedseholds in Kilimanjaro to switch from

coffee to bananas while those of Ruvuma to planernsash crops (coffee and cashew nuts).

Their analysis of vulnerability to poverty foundathhouseholds in Kilimanjaro were

significantly less vulnerable to poverty (and disss poor) than households in Ruvuma. The
vulnerability index (and poverty rate) was 0.314(0. for Kilimanjaro and 0.6 (0.63) for

Ruvuma. Land size, crop productivity, consumer digs and Saccos membership, were
found to reduce vulnerability to poverty in the twegions. They also found that there was
substantial demand for cash crop price insuranak ramfall based insurance however
households’ lack of cash might hinder the actugbl@mentation of such schemes. They

suggested that public subsidies will have to belpced for such schemes to take off.
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Christiaensen and Pan (2010) did a study on poesdijution and the input voucher program
in Kilimanjaro and Ruvuma regions. Their study ud#d a new third round of panel data
(collected by REPOA) that was a continuation of {he&nel data that was used by
Christiaensen and Sarris (2007). This new pana das collected in 2009. They found that
poverty has risen in Kilimanjaro while it has deeld in Ruvuma (from round 1 to round 3).
They also found that crop productivity has declimedilimanjaro while in Ruvuma it has
increased. They argued that drought, low coffeeggriand high input prices were the reason

for poverty increase in Kilimanjaro.

They found that the input voucher program increabed use of inorganic fertilizer and
improved seeds. They also found that social cororect(like being in the village voucher
committee) increase the probability of receivinguhvouchers. They argue that there was no

clear evidence that input vouchers increased dgurel productivity.

However the above studies did not analyse assetibagnerability to poverty as well as its
relationship to consumption based vulnerabilitptwerty. Echevin (2011) is one of the few
studies which analyses vulnerability to asset piyvétis study analyses vulnerability to asset
poverty in nine Sub-Sahara African countries andiHasing a pseudo panel data. He argues

that vulnerability to asset poverty is a good préxyvulnerability to consumption poverty.

The above literature review leads us to test tHeviing research hypotheses: 1) individuals
that are vulnerable to asset poverty are also vaiihe to consumption poverty; 2) the
poverty rate is higher than mean vulnerability.

The original contribution of this chapter is: 1)uses panel data to analyse vulnerability to
asset poverty and its determinants in the spiriCbfistiaensen and Subbarao (2004); 2) it
looks at a wider range of determinants of vulnéditgttio asset poverty than Echevin (2011);
3) it analyses uninvestigated determinants of valoiéity to consumption poverty and asset

poverty i.e. infrastructure variables.

4.3 Theoretical framework

Vulnerability to poverty is defined as expected @ay; the probability that an individual or a
household will be poor in the future (Chaudhurakt2002; Chaudhuri, 2003; Hoddinott and
Quisumbing, 2003).
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Poverty is “a human condition characterized by ansd or chronic deprivation of the
resources, capabilities, choices, security and powexzessary for the enjoyment of an

adequate standard of living and other civil, citpeconomic, political and social right$.”

Vulnerability to poverty is an ex ante measure eflWweing while current poverty is an ex
post measure of wellbeing. Vulnerability to povetékes into account the stochasticity of
poverty. If there is no risk and the future is agrtthen poverty equals vulnerability to
poverty (Chaudhuri, 2003).

Risk is defined as a potentially harmful event ikdikely to adversely affect the welfare of a
household when it occurs (Chaudhuri et al, 20023héck is defined as an adverse event that
leads to a loss of household welfare. A shocknsaaifestation (actual occurrence) of a risk.
If a household is fully insured, risk is no longeproblem as an occurrence of a shock will
not affect its welfare (Dercon, 2000) (Dercon et28105).

The risk chain is usually employed to explain thearetical framework of vulnerability to
poverty. The risk chain shows how households livingsky environments use their assets to
generate income which they use to consume andva: Jdnese households also use their
incomes and assets to manage risk and thus redlicerability to poverty (Hoddinott and
Quisumbing, 2003).

A typical household in rural Tanzania can have @aab assets (land, house, livestock
education, money and social networks), can haveesac¢do community infrastructure
(markets, schools, hospital and roads) and can laaeess to environmental resources
(forests, water, fisheries, fertile soil and goddnate). Household can alter their asset
portfolio depending on their preferences. Somehefdssets can be used to generate income
(agricultural land) while some of them can be aestof value (money or livestock). Once
income has been generated it is used for consummigart of it can be used for savings.
However this household is vulnerable to povertyitasives in a risky and uncertain
environment with a probability of a shock occurribging greater than zero (Hoddinott and
Quisumbing, 2003; RAWG, 2004).

An occurrence of shock will reduce the welfareha household. Thus the household has to
adopt ex-ante risk management strategies thatedlice the likelihood of a shock occurring.

In case a shock cannot be avoided the householdaddpt ex-post risk management

1 UN Economic and Social Council, Committee on Eceoiw Social and Cultural Rights (2001).
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strategies to minimize or completely neutralizeithpact of the shock on household welfare
(Alderman and Paxson, 1992; Dercon, 2000; Holzma@A}1). Risks can be idiosyncratic or
covariate. Covariate risks affect every personhi@a tommunity, while idiosyncratic risks

affect only individuals (Dercon, 2000).

Since the household exists in a society it is afgcby institutions as well as policies
Hoddinott and Quisumbing (2003). These instituti@amsl policies can increase or reduce
vulnerability to poverty. Institutions such as metsg agricultural cooperatives and SACCOs
can facilitate income generation and thus redudeevability. Pro-poor government policies
such as cash transfers, social protection, pravisib social services and infrastructure

(health, education, water, roads) can also redubtreexability to poverty.

Anti-poor government policies such as bad regutataver-taxation, corruption and human
rights violation usually increase vulnerability poverty. Institutions and policies also affect
risk management strategies, household assets hedraiusehold characteristics (such as the
level of human capital). Institutions and polices also directly affect risks. l.e. a campaign
to destroy mosquito habitats will reduce the rifkantracting malaria.

Figure 4.1, shows the vulnerability framework (eftggs, assets, activities and well-being)
adopted (but slightly modified) from Hoddinott a@diisumbing (2003), Dercon (2001) and
Chaudhuri (2003). The macro environment within whibe household exists is called
settings. The settings are grouped into physidéihgs (the natural environment such as soil
fertility and the climate), economic settings (ihgtons and policies that affect the
generation of income from assets), social setf{trgslitions that influence human relations),
political settings (the processes that generatesrahd regulations) and legal settings (the

rules and regulations that govern the society).

A household owns assets or capital which is groupéal natural capital (land), physical
capital (house, livestock, farming tools and simplgro-processing machinery), human
capital (education, health), financial capital (regrand financial debts) and social capital

(social networks).

The household undertake activities using their tassgthin the settings. Activities include

crop production (food or cash crop production), 4femm business and other income
generating activities such as employment and ranuds. The household faces risk and
experience shocks (drought, theft and death). Ttiesdhold responds to risk and shocks in
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an ex-ante or ex-post manner. The interaction ttings, assets, activities and shocks
determines the income and well-being of the housef® well as its vulnerability to poverty
(Hoddinott and Quisumbing, 2003; Dercon, 2001; CHnaui, 2003).
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Figure 4.1: Settings, assets, activities and wellipg
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Source: Adopted from Hoddinot and Quisumbing (200&rcon (2001) and Chaudhuri

(2003).
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Vulnerability to poverty model

The vulnerability to poverty model assumes tha):Idividuals have rational expectations;
they are forward looking and do not make systenstiors. (b) Households maximize inter-
temporal expected utility subject to an inter-temgbdudget constraint. (¢c) Households have
a positive discount rate and thus they prefer tosame now rather than in the future. (d)
Households’ have instantaneous concave utility tions and their marginal utility of
consumption is convex. (e) Households have a ptiecauwy savings motive since marginal
utility of consumption is convex. (f) Marginal prepsity to consume out of permanent
income is greater than O but less than 1. (g) Hwmlds are risk averse. (h) Households’
positive discount rates (impatience) prevents aanaulation of assets. (i) Individuals can
save and de-save assets and goods. (j) Vulneyatailppoverty cannot be observed directly.
(k) There is a stochastic probability distributiaxi consumption. (I) The probability
distribution of consumption is log normal; hencesitentirely captured by the mean and
variance. Thus to estimate vulnerability you needdtimate the mean and variance of future
consumption (Chaudhuri, 2003; Deaton, 1992; Alderraad Paxson, 1992; Dercon, 2000;
Skoufias, 2003).

Vulnerability (;,;) is defined as the probability that consumptiortha next periodd;. )

will be less than an ex ante defined poverty line L
Vie = Pr(Cresq < L)

Assuming that the probability distribution of congution can be estimated efficiently, we
can calculate a vulnerability index at time t fouksehold h by using a FGT formula:

f(Cne)

Vo = F(Y)f(L CO st de,

The formula for the poverty index can be represtate

u(L)—u(Cht)

P, =
ht ()]
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L is a predetermined poverty ling,; is the consumption level of household h at tinaad

u(.) is an increasing function representing househulityu
u(C) =L — (max {0,L — C}H*
« takes only integer values.

The above poverty index reduces to the famous F@stere-Thorbecke (1984) family of

poverty measures:

Py pe = (max {0, %})“

Wheno = 0, the poverty index becomes a binary indicator bétlier or not a household is
poor. Whenx = 1, the poverty index becomes the poverty gap rati @hen o = 2, it

becomes the poverty gap squared.

The formula for vulnerability can be presented as:

Voc,h,t = E[Poc,h,t+1 (Ch,t+1)|F(Ch,t+1)]

= [(max {0, =YX GF (G i)

L
L— Cpey1o f(Cris1)
PQ) [ (e S,
c
Where byf(C,¢+1) is the density function an#f(Cy 1) is the cumulative distribution
function (Chaudhuri, 2003).

In economic terminology, variance of the error telsninterpreted as the inter-temporal
variance (volatility) of log consumption. Differehibuseholds have different variances of
future consumption. Thus the error term is hetezdaktic (Chaudhuri, 2003). We need to
use a flexible heteroskedastic consumption functit;m incorporate and correct

heteroskedasticity (Christiaensen and Subbarao)2004
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Vulnerability to asset poverty

Poverty is a multidimensional phenomenon hence yamg vulnerability to non-

consumption poverty will give us a clearer pictafesulnerability to poverty. Dercon (2001)
set the stage for this idea by arguing that we araadyse vulnerability to non-consumtpion
poverty just as we analyze vulnerability to constiomp (or income) poverty. One of the
candidates he proposed was vulnerability to aseeerpy. For a more recent study on
vulnerability to asset poverty refer to Echevin X2D who analyses vulnerability to asset

poverty in nine Sub-Sahara African countries andiHasing pseudo panel data.

4.4 Econometric Model

This section presents the econometric model useah#atyze vulnerability to poverty. The
econometric model of vulnerability to poverty folls (Christiaensen and Subbarao, 2004;
Just and Pope, 1979; Hoddinott and Quisumbing, ;20@&oka, 2008) and is represented by:

INChjr = Xpje-1B + Spje@ + Spjt@ X hjt—1 + Wpj + epje

1 *
= Xpjt—1B + Shjt® + Shjt® X'hjt—1 + wpj + k2(Xnje-1;8) €njt

Where byep;;~N(0, 62)

The conditional mean and variance can be expresséalows:

E(InChjt| Xnje—1) = Xnje—1B + E(Snje) [a + 0'X'pje-1] + E(wp;) (1)

V(lnChjt| tht—l) = [(X + QIX’h]'t—l],V(Shjt) [(X + Q)’X,hjt—l] + 0'(20 + k(Xh]'t—l; 8)*0'3 (2)

Ln Gy is In of real household expenditure in 2009. Xresents other independent variables
(in period t-1) that affect vulnerability to povgruch as household size, access to tap water,

gender, age and education of the household head.
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The consumption function has been specified intlegible heteroskedastic form. The
advantage of the above heteroskedastic specificasio(a) it allows the variance of the
disturbance term of consumption to vary across dooisls depending on the variance of
household shocks, household characteristics and lduality and differential effect of the
shock on the household. (b) It allows shocks tedff/arious households in different ways.
(c) It allows the marginal effects of the indepemideariables on the ex-ante mean to have a
different sign compared to the marginal effecthef independent variable on the variance of
future consumption (Just and Pope, 1979; Chrissiaeiand Subarao, 2004; Makoka, 2008).

The above equations (1 and 2) can be used to estilhatexante mean and variance of a
household’s future consumption (Christiaensen amob&rao, 2004). The estimation of the
regression coefficients, o, ® andé require a three step heteroskedastic correctiocepiure
(also known as Feasible Generalised Least Squast®od) proposed by Judge et al. (1988).
We can predict the household mean and variancaitafef consumption using all of the
above independent variables. Assuming there isntogiality we can then estimate
household vulnerability to poverty two time perioalsead. The log-normality assumption
allows the entire distribution of consumption to baptured by its mean and variance
(Christiaensen and Subbarao, 2004; Chaudhuri, 2a8Rpka, 2008).

Note that when estimating household vulnerabilitysset poverty, Lnigis replaced by Ln

Anit, which is the In of real household assets in 2009.

4.5 Data

Data has been obtained from the REPOA rural vuigna household panel survey for
Kilimanjaro and Ruvuma regions. The survey was cctetl by REPOA in three rounds; in
Kilimanjaro in November 2003, November 2004 and &mber 2009 and in Ruvuma in
February 2004, February 2005 and April 2009. Theesdouseholds were traced and
interviewed. In Kilimanjaro, 957 households werg¢emiewed in the first round, in the
second round 915 and in the third round 793; theesponding figures for Ruvuma were
892, 837 and 691 households respectively.

The analysis will look at the first and third rosndf the survey (the 2004/5 and 2009
rounds). It should be noted that the National 8gwat-or Growth and Reduction of Poverty |
(NSGRP ) was implemented between 2005 and 2016 Hy analyzing this period we
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would be able to look at the short run impact ofG¥3 | on vulnerability to poverty at the

regional level.

In Ruvuma 36 villages from 4 districts (Songea kufainduru, Mbinga and Namtumbo)

were included in the survey. Songea Urban diswig$ excluded as it is an entirely urban
district. In Kilimanjaro 45 villages from six digtts (Rombo, Mwanga, Same, Moshi rural,
Hai and Siha) were included in the survey. Mosbiaardistrict was excluded because it is an

entirely urban district.

All of the interviewed households are small scalarfers; some of them grow cash crops
(like coffee or cashew nuts) and some of them ddwtge scale farms (whether private or
public) were excluded. A household member was ddfias someone who usually eats and
lives in the household. The questions were answbgethe household head or the most

knowledgeable household member.

The survey consumption data uses a seven-day rewadule on food, beverages, and
tobacco; a one-month recall module on non-durabtelg and frequently purchased services
including housing expenditures, personal care,sprartation, communication and health
expenditure; and a one-year recall module on deragdods and services, as well as
education and non-consumption expenditures. Holgehon-consumption expenditure
includes items such as taxes, social security itions, funeral contributions as well as

gifts given to other people.

Household aggregate consumption is obtained byhgdminsumption items purchased by the
household, consumption items produced by the haldemd consumption items received as
gifts. Regional median prices that are obtainednhftbe survey are used to value gifts and
own produced consumption items. However, aggregatsumption excludes expenditures

on water, postage, rent, health care, educatiaaptks and non-consumption expenditure.

Household aggregate assets are obtained by addngatue of production assets, the value
of consumer durables, the value of livestock, thikee of the house and its compound (that is
the value of the house plus the value of the lamdoanding the house), and the value of
another house and its compound if the householdohasextra house. The asset poor are
those whose value of assets is below the assettgdve. The asset poverty line equals the
consumption poverty line. We take this concept sgea poverty line from Haveman and

Wolff (2004) and Sierminska (2012). Haveman and #W(@004) set the asset poverty line at
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25% of the consumption poverty line. Haveman andfif2004) defined assets as net worth
of households i.e. marketable assets minus deigtsniiska (2012) set the asset poverty line
at 50% of the consumption poverty line. Siermingkal12) considered assets to be financial
assets. Another type of asset poverty line is dfi@arter and May (2001), who define asset
poverty line as the minimum amount of assets reguip produce a livelihood above the

consumption poverty line. We build upon these di&fins and set the asset poverty line to
equal the consumption poverty line. In Kilimanjano2003 the annual consumption poverty
line was 148,000 TZS per adult equivalent and 02 was 293,987 TZS per adult

equivalent. In Ruvuma in 2004 the annual consumpgioverty line was 151,200 TZS per

adult equivalent and in 2009 it was 275,599 TZSaukeit equivalent.

For round 1, the author uses the data that wasi@teand aggregated by Christiaensen and
Sarris (2007), with the exception of net food ssli@er capita education and other variables
which have been calculated by the author. For ra2inthe author uses shocks data (like
drought, illness and death) which has been cakdlby the author. For round 3, the author
has cleaned and aggregated the raw data himsed#f; itlcludes the data on assets,
consumption, shocks, median crop prices, house$inl and the remaining variables. The
only data that is used in round 3 that was clear&tiaggregated by Christiaensen and Pan
(2010) is household income data: this is data auit adjuivalent household income, wages,

business income, other non-farm income, farm (ciro@me and other farm income.

As a result of the above reasons the author's rdirestimates will differ to those of
Christiaensen and Pan (2010). For comparison reab@npoverty lines used by the author
for the two regions is the continuation of the rdub poverty lines that were used by
Christiaensen and Sarris (2007) adjusted by thad@uprice indices of Christiaensen and
Pan (2010). The above leads to one notable difter#mat the author’'s consumption poverty
estimates will show that in round 3 Ruvuma is podnan Kilimanjaro. While the estimates
of Christiaensen and Pan (2010) (who uses diffggererty lines) will show that in round 3

Kilimanjaro is poorer than Ruvuma.

For more detailed information about the REPOA pauoeley and its characteristics refer to
Christiaensen and Sarris (2007) and ChristiaensdnPan (2010). The descriptive statistics
of the variables used in the ex-ante mean and &xxariance models of consumption and

assets are in Appendix C (see tables C1 and C2).
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4.6 Results and discussion

This section presents and discusses the resultee @conometric models of the determinants
of ex-ante mean and variance of consumption anasséts. These econometric models are

then used to estimate the levels of vulnerabibtyconsumption and asset) poverty.
Vulnerability to consumption poverty

This section now discusses the results of the wht@nts of ex-ante mean and ex-ante
variance of future consumption (see table 4.1) #at used to estimate vulnerability to
consumption poverty (see figures 4.2 and 4.3). difwce of independent variables is guided
by economic theory (Dercon, 2001; Chaudhuri, 2088ddinott and Quisumbing, 2003).

Only statistically significant results are discusse

In Kilimanjaro having a village leader in the honskl increases ex-ante mean consumption
and thus reduces vulnerability. While in Ruvumaeluces ex-ante mean consumption and
thus increases vulnerability. Households with géldeaders are expected to have more social
and political capital which can be translated inigher income and consumption. This is the
case in Kilimanjaro but it is not so in Ruvuma. Mag/in Ruvuma some of the village leaders

lost elected office or the costs of being a villéegder outweighed the benefits.

In both regions the education of household heatcases ex-ante mean consumption and
thus reduces vulnerability. The more educated aé¢tmid head is the more income he has
and thus the less vulnerable his household is. Aeneducated household head can easily
adopt modern farming techniques, he can easilysaaoarket information and he can engage

in more lucrative off-farm employment.

Households with a female head have lower ex-anian@e of consumption and are thus less
vulnerable to consumption poverty in Kilimanjarohile in Ruvuma this variable is not
statistically significant. The result in Kilimangis unexpected as literature findings show
that female headed households usually have loveeme. The reason might be that friends
and relatives are more likely to assist a housetitll a female head when such a household
is in difficult times and thus reduce the variaméeconsumption and or the female head is
more likely to spend on household consumption dudifficult times (such as buying food
for the children).

In both regions large adult equivalent househatd seduces ex-ante mean consumption and

thus increases vulnerability. Large households arere vulnerable as household
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consumption has to be distributed among many mesnf€hristiaensen and Subbarao,
2004). In Kilimanjaro the percentage of householeihmhers aged between 0 and 4 years
increases ex-ante mean of consumption and thusesdwlnerability but it also increases
the variance of consumption and thus increasesevaihlity. In Ruvuma its impact is
insignificant. The reason might be such househbd&is children when they are expecting a
brighter future and or they receive help from egtmhfamily but when they have children it

becomes difficult to smooth consumption especiallgifficult times.

In Kilimanjaro households with migrants have higbgrante mean of consumption and thus
have lower vulnerability. This is because migrasend remittances to their original
households. Adult equivalent business income isg®ahe variance of consumption in
Kilimanjaro while in Ruvuma this result is insigicént. In Kilimanjaro a higher business
income might be associated with a higher fluctuatbincome i.e. may be due to fluctuating

business profits. And thus it increases ex-antemae of consumption.

Adult equivalent farm (crop) income increases eteamean consumption in Kilimanjaro and
thus reduces vulnerability. While in Ruvuma it mases the variance of consumption and
thus increases vulnerability. In Kilimanjaro, a g farm income increases household’s
income and thus enables the household to have rhggitssumption. In Ruvuma a higher
farm income might be associated with a higher €flatbn of income i.e. may be due to
fluctuating crop prices. And thus it increases eteavariance of consumption.

Households in Kilimanjaro that have a Saccos mentizete lower ex-ante variance of
consumption and are thus less vulnerable to paviertguvuma this variable is insignificant.
Households with SACCOS members are less vulneebtbey can save and borrow money
from their SACCOS and use the money to smooth egopsion. In both regions households
that hire farm labourers have higher ex-ante messwumption and thus are less vulnerable.
Hiring farm labourers increases labour supply dngstincreases income and consumption
and hence reduces vulnerability. Hiring farm labalgo indicates more commercialisation of

farms and hence more profitable farming.

Land owned per adult equivalent increases the &x-amriance of consumption in
Kilimanjaro and thus increases vulnerability. InVBma it decreases the ex-ante variance of
consumption and thus reduces vulnerability. Inr{dnjaro higher land ownership hinders
consumption smoothing may be due to fluctuatingfedli which makes land more productive

in good times (when there are also good rains)les&l productive in bad times (when there
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are also bad rains). Thus the more land owned atgel the fluctuations in income and
consumption between good and bad periods (dueutdufitions in land productivity). In
Ruvuma higher land ownership contributes to congiompsmoothing due to more stable
rainfall. Another reason might be that in Kilimargat is more difficult to sell land (and

smooth consumption) than in Ruvuma due to shomédégnd in Kilimanjaro.

The value of medium livestock owned per adult egl@nt increases ex-ante mean
consumption in Kilimanjaro and thus reduce vulnéitgb In Ruvuma this variable is
insignificant. The more medium livestock (goatgygpand sheep) a household owns the more
income it can get from selling them (or their progusuch as meat and milk) and thus the

higher its consumption.

In both regions the value of consumer durables dwper adult equivalent increases ex-ante
mean consumption and thus reduces vulnerabilite. Mbre consumer durables a household
own the more income it has and thus the higheratsumption. Consumer durables generate
utility and they also represent household wealtieyTcan be sold for cash or they can be
used as collateral for microloans. Some consumetdes such as beds, sofas, tables, chairs,
cupboards, refrigerators and cooking stoves imptauesehold health and hygiene and thus

improve household productivity and income.

Households with electricity in Kilimanjaro have hay ex-ante mean of consumption and
thus have lower vulnerability. Access to electyigihproves farm and non-farm income (via
agro-processing, lighting of retail outlets andisguime used to fetch for firewood) and thus
enables households to have higher ex-ante meamnstimption. Households in Kilimanjaro
with access to own or public tap water have higheante mean of consumption and thus
have lower vulnerability. In Ruvuma this variabke insignificant. Access to tap water
improves farm and non-farm income (via irrigatiamdasaving time used to fetch for water)

and thus increase ex-ante mean of consumption.

In Kilimanjaro households in villages with tarmacgvavel road have higher ex-ante mean of
consumption and thus have lower vulnerability. lavBma this variable is insignificant.

Households in villages with good road infrastruettnave lower transport costs and lower
transaction costs and thus are more productivehand higher income and higher ex-ante

mean of consumption.
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In Kilimanjaro households in Rombo, Mwanga, Sameé Btoshi rural districts have lower
ex-ante mean consumption and are thus more vuleei@loonsumption poverty. Households
in Rombo, Mwanga, Same and Moshi rural districtgeheharacteristics that reduce mean
consumption and increase vulnerability such charetics might be caused by low volume
of rainfall and or low soil fertility. The distriavith the lowest ex-ante mean consumption is
Rombo, followed by Same followed by Mwanga and tMoshi rural. Households in Same

also have lower ex-ante variance of consumption.

In Ruvuma households in Tunduru district have loerrante mean consumption and are
thus more vulnerable to consumption poverty. Whiteiseholds in Mbinga district have
higher ex-ante mean consumption and are thus lebgerable to consumption poverty.
Households in Tunduru district have characteristitat reduce mean consumption and
increase vulnerability such characteristics mightchused by low volume of rainfall and or

low soil fertility.

A shock of theft (2004-2009) reduces the ex-antégamae of consumption in Kilimanjaro
and thus reduces vulnerability. In Ruvuma shockeraxpected decline in cash crop prices
(2005-2009) and loss of livestock (2005-2009) iases the ex-ante mean consumption and
thus reduces vulnerability. And a shock of majorviat losses (2005-2009) reduces the ex-
ante variance of consumption and thus reduces rabiligy. The reason that such shocks
have unexpected signs is because they affect pmspéarmers who already have higher ex-

ante mean of consumption or lower ex-ante variaio®nsumption.

In Ruvuma a shock of drought (2005-2009) reducesethrante mean of consumption and
thus increases vulnerability but it also reducesedk-ante variance of consumption and thus
decreases vulnerability. A shock of drought reduf@sn output and thus reduces farm
income and ex-ante mean of consumption. But it edslnces the variance of consumption
may be drought hit families receive help from famédnd friends and or they receive

government food relief which enables them to smdlméir consumption.
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Table 4.1: GLS results of the determinants of vuln@bility to consumption poverty in

Kilimanjaro and Ruvuma

Kilimanjaro Ruvuma

VARIABLES Ln ex-ante Lnex-ante Lnex-ante Ln ex-ante

Mean Variance Mean Variance
Has a village leader 0.0825** 0.218 -0.0943** -®231

(2.004) (1.025) (-1.973) (-1.595)
Ln head age 0.0926 0.682 -0.0622 0.548

(1.086) (1.547) (-0.695) (1.494)
Ln head education 0.0771** 0.179 0.0872** 0.112

(2.374) (1.066) (2.076) (0.653)
Female head 0.0394 -0.755** -0.0235 -0.0680

(0.660) (-2.447) (-0.232) (-0.164)
Ln of adult equivalent -0.277*** -0.246 -0.212%** 0-224
household size (-5.382) (-0.925) (-3.740) (-0.968)
Ln percentage aged (0-4) 0.0295** 0.169** -0.00745 -0.0677

(2.141) (2.374) (-0.481) (-1.066)
Migrated before 2003 0.118*** 0.180

(3.034) (0.896)
Ln of adult equivalent -0.00480 0.108* 0.0134 04071
business income (-0.412) (1.792) (1.000) (1.302)
Ln of adult equivalent 0.0352** -0.0978 0.0184 22
farm income (2.218) (-1.191) (0.793) (5.081)
Member of Saccos -0.0633 -0.715%** -0.0108 0.108

(-1.259) (-2.753) (-0.147) (0.362)
Hires farm labour 0.124%** -0.166 0.145*** -0.180

(2.631) (-0.741) (2.702) (-0.817)
Ln of land owned per 0.0427 1.056** 0.0675 -0.313*
adult equivalent (0.506) (2.416) (1.588) (-1.797)
Ln of value of big livestock 0.0133 -0.0866 0.0246 -0.0555
owned per adult equivalent (1.245) (-1.572) (1.347) (-0.744)
Ln of value of medium 0.0267* -0.0452 0.00261 0®94
livestock owned per adult  (1.932) (-0.634) (0.140) (1.244)
equivalent
Ln of value of consumer 0.0555*** -0.0477 0.0953**  -0.0258
durables owned per adult  (2.644) (-0.440) (4.094) (-0.271)
equivalent
Has electricity 0.120** 0.325

(1.990) (1.042)
Has access to own or 0.103** 0.163 0.0342 0.104
public tap water (2.439) (0.748) (0.684) (0.507)
Village has tarmac or 0.0905** -0.159 -0.0349 0871
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gravel road (2.230) (-0.759) (-0.559) (0.280)
Village has market -0.0145 -0.0792 0.0575 0.00160
(-0.326) (-0.344) (1.096) (0.00743)
Rombo district -0.352%** -0.0232
(-5.093) (-0.0650)
Mwanga district -0.161* 0.151
(-1.736) (0.315)
Same district -0.164** -0.685*
(-2.101) (-1.699)
Moshi Rural district -0.139** -0.228
(-2.443) (-0.774)
Songea rural district 0.0636 0.194
(0.586) (0.438)
Tunduru district -0.264*** 0.151
(-3.120) (0.437)
Mbinga district 0.151* 0.0285
(1.697) (0.0783)
Theft (2004-2009) 0.0724 -0.997***
(1.309) (-3.487)
Death (2004-2009) -0.0862 0.264
(-1.494) (0.887)
Drought (2005-2009) -0.171%** -0.568**
(-3.072) (-2.493)
Unexpected decline in cash 0.208*** 0.0414
crop prices (2005-2009) (3.786) (0.184)
Major harvest losses 0.0793 -0.608***
(2005-2009) (1.461) (-2.738)
Loss of livestock 0.243*** 0.0277
(2005-2009) (3.827) (0.107)
Constant 4.700*** -5.162*** 4.982*** -5.968***
(12.62) (-2.682) (13.28) (-3.888)
Observations 768 768 673 673
R-squared 0.250 0.082 0.292 0.090
Adjusted R-squared 0.225 0.0510 0.266 0.0561
F test 9.887*** 2.648*** 11.13*** 2.663***

T-statistics in parentheses, *** p<0.01, ** p<0.05<0.1
Source: The author’s calculations.

When the probability of consumption shortfall i5 Gr more, 20.2% of individuals in

Kilimanjaro are vulnerable to consumption povedgd figure 4.1).
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Figure 4.2: Kilimanjaro histogram of vulnerability to consumption poverty
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Source: The author’s calculations from REPOA survey.

When the probability of consumption shortfall isegter than 0.5, 39.6% of individuals in
Ruvuma are vulnerable to consumption poverty (gped 4.2).
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Figure 4.3: Ruvuma histogram of vulnerability to coxsumption poverty
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Source: The author’s calculations from REPOA survey.

Vulnerability to asset poverty

This section now discusses the results of the wht@nts of ex-ante mean and ex-ante
variance of future asset value (see table 4.2)dhatused to estimate vulnerability to asset
poverty (see figures 4.4 and 4.5). The choice dépendent variables is guided by economic
theory (Dercon, 2001; Chaudhuri, 2003; Hoddinott Quisumbing, 2003). Only statistically
significant results are discussed.

In Kilimanjaro households with village leaders haugher ex-ante variance of asset value
and are thus more vulnerable to asset poverty whilRuvuma they have a lower ex-ante
variance of asset value and are thus less vulreetaldsset poverty. Households with village
leaders are expected to have more social and gablitepital which can be translated into
lower asset fluctuation. This is the case in Ruvinuait is not so in Kilimanjaro. May be in

Kilimanjaro the costs and benefits of being a gdlaleader increase asset fluctuation i.e.

village leaders might sell assets (e.g. livest@tkas to pay for election expenses.

128



The age of household head increases ex-ante meassef value in Kilimanjaro and thus
decreases vulnerability to asset poverty. Oldersbbald heads have higher mean of asset
value as they have been accumulating assets fangei time period (compared to younger
household heads). Households in Ruvuma with a feiehd have higher ex-ante mean of
asset value and a lower ex-ante variance of asde¢ \and are thus less vulnerable to asset
poverty. In Kilimanjaro this variable is insignifint. This is unexpected as female headed
households are expected to have lower income amsl fdwer assets (and or higher asset
fluctuation) due to lack of additional income freaamale spouse.

The reason might be that in Ruvuma a female heddboosehold is more likely to spend
family income on productive activities that increasset accumulation (compared to a male
headed household). Also friends and relatives aveerikely to assist a household with a
female head when such a household is in diffieoles and thus reduce asset fluctuation and
also increase asset accumulation. Also the femedel s more likely to smooth assets by
avoiding luxurious spending in good times and bgrsjing on household necessities during

difficult times (such as buying food for the chid).

A higher percentage of household members aged betaero and four years decreases the
ex-ante variance of asset value in Ruvuma anddbaseases vulnerability. The reason might
be that such households with young babies recaigeflom friends and family which in turn
reduces asset fluctuation and or households bédrean when they are expecting a brighter
future with less asset fluctuation. In Kilimanjanouseholds with migrants have higher ex-
ante mean of asset value and are thus less vuleergbis is because migrants send

remittances to their original households.

Business income increases ex-ante variance of &afg in Ruvuma and thus increases
vulnerability to asset poverty. A higher businessome might be associated with a higher
fluctuation of income and assets i.e. may be dutitbuating business profits between good
and bad times. And thus it increases ex-ante vegiah asset value. Households in Ruvuma
that have a Saccos member have lower ex-ante eariahasset value and are thus less
vulnerable to asset poverty. In Kilimanjaro thigighle is insignificant. Households with

SACCOS members are less vulnerable as they can aaveborrow money from their

SACCOS and use the money to accumulate assetsordoth their assets.

The number of coffee trees owned increase the exyapan of asset value and thus reduces

vulnerability to asset poverty in both regions. Agher number of coffee trees owned
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increases farm income (especially during coffeegthooms) and enables households to
accumulate more assets and thus increase the msahwvalue. In Ruvuma the number of
coffee trees owned also increases ex-ante variahasset value. This might be caused by
fluctuation of coffee prices which in turn causactuation of farm income and assets. In
Ruvuma the number of cashew nut trees owned inetba&sex-ante mean of asset value and
thus reduces vulnerability to asset poverty. A Bighumber of cashew nut trees owned
increases farm income and enables households tonatate more assets and thus increase

the mean asset value.

Land owned per adult equivalent increases the é&xamriance of asset value in Kilimanjaro
and thus increases vulnerability to asset povémtyRuvuma this variable is insignificant. In
Kilimanjaro higher land ownership might be assadatvith higher fluctuation of income and
assets due to fluctuating land productivity thatisited to fluctuating rainfall. Thus the more
land owned the larger the fluctuations in incomd assets between good and bad periods.
Also in Kilimanjaro it might be difficult to buy ahsell land (and hence reduce asset

fluctuation) due to shortage of land.

The value of big livestock owned increases ex-amé@an asset value in Ruvuma and thus
reduce vulnerability to asset poverty. In Kilimaigjaghe value of big livestock owned reduces
ex-ante variance of asset value and thus reduceerability to asset poverty. The more big
livestock (cattle) a household owns the wealthigs iand also the more income it can get
from selling them (and or their products such astnaed milk) and thus the higher its ex-
ante mean of asset value. Also since big livesipehkerate income they can also reduce

fluctuation of assets.

In both regions the value of consumer durables ovwnereases ex-ante mean asset value and
thus reduces vulnerability to asset poverty. InrKanjaro it also reduces the ex-ante variance
of asset value. The more consumer durables a holgsetvn the more wealthy it is and thus
the higher its asset value. Consumer durables geneitility and they can also generate
income and thus increase household assets. Thedyecaold for cash or they can be used as
collateral for microloans. Some consumer duralslesh as beds, sofas, tables, chairs,
cupboards, refrigerators and cooking stoves imptauesehold health and hygiene and thus
improve household productivity and income. Alsacsitonsumer durables generate income

they can also reduce fluctuation of assets.
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Households with access to electricity have higheare mean of asset value and are thus
less vulnerable to asset poverty in Kilimanjarocéss to electricity improves farm and non-
farm income (via agro-processing, lighting of retaitlets and saving time used to fetch for
firewood) and thus enables households to have higkeante mean of asset value. In
Kilimanjaro households in villages with markets @digher ex-ante mean of asset value and
lower ex-ante variance of asset value and areldsssvulnerable to asset poverty. In Ruvuma
such households have higher ex-ante variance ef aahie and are thus more vulnerable to

asset poverty.

Households in villages with markets have betterketaaccess than other households in
Kilimanjaro which in turn improve their income aadset accumulation and also enable them
to reduce asset fluctuation. Better market accassnasean a ready market for their farm
output, easier availability of farm inputs, lowerarket transaction costs and better job
opportunities. The result in Ruvuma is unexpecteel teason might be that in Ruvuma
markets are less integrated and thus they inciesssst fluctuation i.e. in good years prices of
assets and returns from assets are high and igdzad they are low. In the future this effect

is likely to disappear as road construction impsonerket integration.

In Kilimanjaro households in Same and Rombo distrlave lower ex-ante mean of asset
value and are thus more vulnerable to asset powafityle households in Mwanga and Moshi
rural districts have higher ex-ante variance okasslue and are thus more vulnerable to
asset poverty. Such characteristics might be cabgsedeographical factors such as low
volume of rainfall in Same and Rombo districts aaidfall volatility in Mwanga and Moshi
rural districts. In Ruvuma households in Songealrdistrict have higher ex-ante variance of
asset value and are thus more vulnerable to agsettp. While in Tunduru district they have
lower mean of asset value and are thus more villeeta asset poverty. Such characteristics
might be caused by geographical factors such afatavolatility in Songea rural district and

low volume of rainfall in Tunduru district.

Shocks of death (2003-2004) and drought (2004-2088¢rs ex-ante mean asset value in
Kilimanjaro and thus increases vulnerability toeagsoverty. A shock of death reduces mean
asset value as the household loses the deceasedimé and it has to divert income to pay
for funeral expenses. A shock of drought reduces fautput and thus reduces farm income
and ex-ante mean of asset value. A shock of majorelst losses (1998-2003) reduces the
variance of asset value in Kilimanjaro and thusuced vulnerability to asset poverty. The
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reason that such a shock in Kilimanjaro has an peeed sign is because it affected

prosperous farmers who already have lower ex-aariance of asset value.

In Ruvuma households that experienced major hatesses (1999-2004) have higher ex-
ante variance of asset value and are thus morenaldle. This is because such shocks reduce
income and increase asset fluctuation. A shocknafxpected decline in cash crop prices
(1999-2004) reduces ex-ante variance of asset \ahgethus reduces vulnerability. The
reason that such a shock in Ruvuma has an unexipsigie is because it affected prosperous

farmers who already have lower ex-ante variancessét value.

Table 4.2: GLS results of the determinants of vuln@bility to asset poverty in

Kilimanjaro and Ruvuma

Kilimanjaro Ruvuma
VARIABLES Ln ex-ante Mean Ln ex-ante Lnex-ante Ln ex-ante
Variance Mean Variance
Has a village leader 0.0927 0.466** -0.0777 -0.453*
(1.158) (2.059) (-1.036) (-2.208)
Ln head age 0.361** 0.221 0.228 -0.250
(2.403) (0.521) (1.585) (-0.636)
Ln head education -0.00257 -0.166 0.0729 -0.145
(-0.0403) (-0.923) (1.056) (-0.770)
Female head 0.106 -0.342 0.341* -0.906**
(0.938) (-1.076) (2.207) (-2.145)
Ln of adult equivalent -0.147 -0.213 0.0240 -0.0368
household size (-1.594) (-0.814) (0.253) (-0.142)
Ln percentage aged (0-4) 0.00613 0.0822 -0.0243  153%*
(0.251) (2.191) (-1.004) (-2.321)
Migrated before 2003 0.288*** 0.297
(4.064) (1.486)
Ln of adult equivalent 0.00428 -0.0109 9.08e-05 903y
business income (0.235) (-0.212) (0.00431) (1.687)
Ln of adult equivalent 0.0332 -0.0478 -0.0305 76D
farm income (2.1277) (-0.600) (-0.744) (-0.653)
Member of Saccos 0.0400 0.322 0.0784 -1.006***
(0.385) (2.097) (0.880) (-4.129)
Ln number of 0.0606*** 0.0479 0.0415** 0.0845*
coffee trees (4.263) (1.192) (2.304) (1.716)
Ln number of 0.0650* -0.00736
cashew nut trees (1.895) (-0.0784)
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Ln of land owned per
adult equivalent

Ln of value of big livestock
owned per adult equivalent
Ln of value of medium
livestock owned per adult
equivalent

Ln of value of consumer
durables owned per adult
equivalent

Has electricity

Has access to own or
public tap water
Village has tarmac or
gravel road

Village has market

Rombo district
Mwanga district
Same district

Moshi Rural district
Songea rural district
Tunduru district
Mbinga district
Major harvest losses
(1998-2003)

Decline in cash crop
prices (1999-2004)
Major harvest losses
(1999-2004)

Major harvest losses
(2003-2004)

Death (2003-2004)

Drought (2004-2009)

0.180
(1.136)
-0.000967
(-0.0489)
0.0113
(0.462)

0.232%*
(6.192)

0.198*
(1.953)
0.104
(1.334)
0.115
(1.635)
0.134*
(1.728)
-0.215*
(-1.924)
-0.178
(-1.106)
-0.482%**
(-2.824)
0.0599
(0.622)

-0.0695
(-0.537)

-0.181
(-1.013)
-0.432*

(-2.520)
-0.229%*
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0.842* 0.104 0.102
(1.879) (1.429) (0.513)
-0.128*  0.0921**  -0.0619
(-2.287) (352  (-0.865)
-0.109 0.0352 0.0317
(-1.573) (1.204) (0.396)
-0.222%  0.367**  0.0872
(-2.098) (9.461) (0.821)
0.413
(1.444)

0.259 -0.00580 0.00242
(1.176) (-0.0712) (0.0109)
-0.0762 -0.0506 -0.389

(-0.384) (-0.507) (-1.425)
-0.409* 0.0423 0.377*
(-1.858) (0.517) (1.684)
0.202
(0.642)
0.929%
(2.041)
0.535
(1.107)
0.479*
(1.761)
0.120 1.761%
(0.619) (3.327)
-0.720%* 0.278
(-3.701) (0.522)
0.141 0.256
(0.901) (0.599)
-0.869**
(-2.375)
-0.132 -0.785**
(-0.968) (-2.109)
0.0916 1,322k
(0.494) (2.607)
-0.0693
(-0.137)
0.275
(0.567)
0.0198



(-2.512)
Drought (2005-2009)

Constant 3.930***
(5.916)
Observations 793
R-squared 0.282
Adjusted R-squared 0.257
F test 11.24%**

(0.0768)
0.110 0.371
(1.063) (1.313)
-1.461 2,975+ -0.335
(-0.778) (4.910) (-0.202)
793 691 691
0.062 0.340 0.080
0.0292 0.316 0.0465
1.881%%  14.28%* 2402+

T-statistics in parentheses, *** p<0.01, ** p<0.05<0.1

Source: The author’s calculations.

When the probability of asset shortfall is 0.5 @ren 0.8% of individuals in Kilimanjaro are

vulnerable to asset poverty (see figure 4.3).

Figure 4.4: Kilimanjaro histogram of vulnerability to asset poverty
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When the probability of asset shortfall is gredamn 0.5, 36.3% of individuals in Ruvuma

are vulnerable to asset poverty (see figure 4.4).

Figure 4.5: Ruvuma histogram of vulnerability to aset poverty
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4.7 Evolution of vulnerability to poverty in Kilima njaro and Ruvuma

This section looks at the evolution of vulnerakitid poverty in the two regions. Calculations
show that vulnerability to poverty has declinedhe two regions since the earlier two rounds
of Christiaensen and Sarris (2007).

The previous study of earlier two rounds of the REBPsurvey by Christiaensen and Sarris
(2007) showed that in 2003, 31.7% of the househwidKilimanjaro were vulnerable to
consumption poverty in 2004 and in 2004, 66.6% led households in Ruvuma were

vulnerability to consumption poverty in 2005.

Calculations by this study show that in 2003, 21.dfthe households in Kilimanjaro were
vulnerable to consumption poverty in 2009 and i842®4.4% of the households in Ruvuma

were vulnerable to consumption poverty in 2009. eHre author uses the vulnerability
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threshold (of 0.4) that was used by Christiaensed Sarris (2007) and looks at the
household level as they did. Thus vulnerabilitycmnsumption poverty has fallen from
31.7% and 66.6% to 21.1% and 44.4% in Kilimanjard Ruvuma respectively.

Mean vulnerability to consumption poverty (at trmusehold level) has also declined in all
districts of the two regions from the earlier rosraf Christiaensen and Sarris (2007) to the
last round of the author’s estimates (see table Zl#s means that vulnerability to poverty
has declined in all districts of the two regionst&lthat estimates of mean vulnerability are

independent of vulnerability thresholds.

In the earlier rounds the least vulnerable distictKilimanjaro was Hai and the most
vulnerable was Same. In the last round the ledsevable district was still Hai and the most
vulnerable was Rombo. In Kilimanjaro the rankingtloé three least vulnerable districts has

not changed although vulnerability has declinedlimlistricts.

In Ruvuma the least vulnerable district in the ieartounds was Mbinga and the most
vulnerable was Tunduru. In the last round the lgabterable was still Mbinga and the most
vulnerable was still Tunduru. In fact in Ruvuma ttaking of vulnerability among the

districts has not changed although vulnerability daclined in all districts.

Table 4.3: Evolution of mean vulnerability to consmption poverty at the district level

in Kilimanjaro and Ruvuma

Mean Vulnerability to Consumption Poverty

Kilimanjaro Ruvuma
District 2004 2009 District 2005 2009
Rombo 45% 38% Songea rural 55% 36%
Mwanga 40% 24% Tunduru 77% 68%
Same 55% 35% Mbinga 51% 26%
Moshi rural 22% 15% Namtumbo 64% 41%
Hai 16% 6%
Overall 31% 21% Overall 60% 40%

Source: The author’s calculations and ChristiaeasehSarris (2007).
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The author’s calculations show that in Kilimanjandnerability to consumption poverty and
vulnerability to asset poverty is lower than in Rma (see table 4.4). In fact vulnerability to

asset poverty is very low in Kilimanjaro.

In Kilimanjaro vulnerability to consumption povertg higher than vulnerability to asset
poverty in all districts. The rankings from thedeaulnerable to the most vulnerable district
change when comparing the two kinds of vulnerabilRombo district which is the most
vulnerable to consumption poverty becomes one efdistricts least vulnerable to asset

poverty.

In Ruvuma vulnerability to consumption poverty igtter than vulnerability to asset poverty
in all districts except Tunduru. The rankings frtdm least vulnerable to the most vulnerable

district are similar when comparing the two kindsanerability.

Table 4.4: Vulnerability to consumption poverty andasset poverty at the district level in
Kilimanjaro and Ruvuma

Kilimanjaro Ruvuma

Vulnerability to Vulnerability to

District Consumption | Asset District Consumption | Asset
Poverty Poverty Poverty Poverty

Rombo 42.6% 0% Songea rural| 33.5% 25%
Mwanga 22.4% 2.4% Tunduru 76.9% 80.2%
Same 31.6% 5.7% Mbinga 21.3% 17.1%
Moshi rural 11.2% 0% Namtumbo 46.5% 39.9%
Hai 3.9% 0%
Overall 20.2% 0.8% Overall 39.6% 36.3%

Source: The author’s calculations.

Calculations show that mean vulnerability to congtion poverty is lower than the
consumption poverty rate in both regions (see tdl8& This also applies to all districts with

the exception of Rombo in Kilimanjaro and TunduriRuvuma.

Mean vulnerability is expected to be similar to fheverty rate in a normal year, if mean
vulnerability is less than the poverty rate thee ylear is a bad year (Chaudhuri et al 2002;
Christiaensen and Sarris, 2007).

137



In Kilimanjaro and Ruvuma the consumption povesterwas higher than mean vulnerability
to consumption poverty by 25.4% and 10.2% respelstivi hus the year 2009 was worse for

Kilimanjaro than for Ruvuma.

Within Kilimanjaro region, the consumption povergte was higher than mean vulnerability
to consumption poverty by 73.4% (in Hai), 62.1% Noshi rural), 25% (in Mwanga), 6.7%
(in Same) and it was marginally lower by 0.6% imfbm. Thus the year 2009 was quite bad
for Hai and Moshi rural while it was marginally tetfor Rombo (which usually is poorer

and more vulnerable).

Within Ruvuma region, the consumption poverty rages higher than mean vulnerability to
consumption poverty by 24.5% (in Songea rural)3%d (in Mbinga), 21.2% (in Namtumbo)
and it was slightly lower by 9% in Tunduru. Thug tyear 2009 was bad for Songea rural,
Mbinga and Namtumbo while it was slightly better Tmnduru (which is usually poorer and

more vulnerable).

Table 4.5: Comparison of Mean vulnerability to Consmption poverty and the

consumption poverty rate at the district level in Klimanjaro and Ruvuma

Mean Vulnerability and Consumption Poverty in 2009
Kilimanjaro Ruvuma

District Mean Poverty | District Mean Poverty

Vulnerability rate Vulnerability | rate
Rombo 42.8% 42.5% | Songea rural 39.1% 48.7%
Mwanga 29.9% 37.3% | Tunduru 71.2% 64.7%
Same 40.7% 43.4% | Mbinga 29.6% 35.9%
Moshi rural 18.4% 29.9% Namtumbo 46.2% 56%
Hai 7.7% 13.4%
Overall 25.4% 31.8% | Overall 43% 47.4%

Source: The author’s calculations.

The author’s calculations show that mean vulneitsiid asset poverty is lower than the asset

poverty rate in both regions (see table 4.6). @lgs applies to all districts with the exception

of Mwanga in Kilimanjaro and Tunduru in Ruvuma.
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In Kilimanjaro and Ruvuma the asset poverty rate tigher than mean vulnerability to asset
poverty by 143.4% and 17.1% respectively. Thusyder 2009 was worse for Kilimanjaro

than for Ruvuma.

Within Kilimanjaro region, the asset poverty ratasahigher than mean vulnerability to asset
poverty by 3450% (in Hai), 483.6% (in Moshi rurd))6.7% (in Rombo), 67.1% (in Same)
and it was lower by 36.3% (in Mwanga). Thus thery2209 was bad for Hai while it was

good for Mwanga.

Within Ruvuma region, the asset poverty rate wahdr than mean vulnerability to asset
poverty by 41.4% (in Mbinga), 36.1% (in Songea urd2% (in Namtumbo) and it was
lower by 4.8% in Tunduru. Thus the year 2009 wasfba Mbinga and Songea rural while it

was slightly better for Tunduru.

Table 4.6: Comparison of Mean vulnerability to Asse poverty and the asset poverty

rate at the district level in Kilimanjaro and Ruvuma

Mean Vulnerability and Asset Poverty in 2009
Kilimanjaro Ruvuma
District Mean Poverty | District Mean Poverty
Vulnerability rate Vulnerability | rate

Rombo 3.6% 10.9% | Songea rural 37.8% 51.4%
Mwanga 7.6% 4.9% Tunduru 73.3% 69.79
Same 24.5% 41% Mbinga 26% 36.7%
Moshi rural 1.2% 7.1% Namtumbo 45% 50.39
Hai 0.1% 4.3%

Overall 4.7% 11.5% | Overall 41.5% 48.69%

Source: The author’s calculations.

The calculations show that for the last round (3dK#imanjaro had a higher percentage of
non-vulnerable and non-poor households (65.1%) Bavuma (43%) while it had a lower

percentage of vulnerable and poor households (&pared to 23.2% in Ruvuma (see table
4.7). In Kilimanjaro 20.1% of the households tharenot vulnerable were poor and 6.9% of
the households that were vulnerable were not pbee. corresponding figures for Ruvuma

were 20.9% and 12.9% respectively.
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The calculations show that for the first round (00 Kilimanjaro and 2004 in Ruvuma)
Kilimanjaro had a higher percentage of non-vulnkradnd non-poor households (71.9%)
than Ruvuma (44.3%) while it had a lower percentafjeulnerable and poor households
(7.4%) compared to 24.9% in Ruvuma (see table 4rv)Kilimanjaro 13.3% of the

households that were not vulnerable were poor al&b670f the households that were
vulnerable were not poor. The corresponding figdoesRuvuma were 19.5% and 11.2%

respectively.

Table 4.7: Cross-tabulations of vulnerability to casumption poverty and consumption

poverty in Kilimanjaro and Ruvuma

Vulnerable to Consumption | Consumption Poor
Poverty 2003/2004

Kilimanjaro (2009) Ruvuma (2009)

No Yes No Yes
No 65.1% 20.1% 43% 20.9%
Yes 6.9% 8% 12.9% 23.2%

Consumption Poor

Kilimanjaro (2003) Ruvuma (2004)

No Yes No Yes
No 71.9% 13.3% 44.3% 19.5%
Yes 7.5% 7.4% 11.2% 24.9%

Source: The author’s calculations.

The calculations show that for the last round (3G0@manjaro had a higher percentage of
non-vulnerable and non-poor households (89.7%) Bwaruma (43.8%) while it had a lower
percentage of vulnerable and poor households (Oetrpared to 26.5% in Ruvuma (see
table 4.8). In Kilimanjaro 9.6% of the householtdattwere not vulnerable were poor and
0.3% of the households that were vulnerable wetepoor. The corresponding figures for

Ruvuma were 20% and 9.7% respectively.

The calculations show that for the first round (00 Kilimanjaro and 2004 in Ruvuma)
Kilimanjaro had a higher percentage of non-vulnkradnd non-poor households (83.3%)

than Ruvuma (38.3%) while it had a lower percentafjgulnerable and poor households
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(0.4%) compared to 30.5% in Ruvuma (see table q&ilimanjaro 16% of the households
that were not vulnerable were poor and 0.3% ohthgseholds that were vulnerable were not

poor. The corresponding figures for Ruvuma wer&2band 5.7% respectively.

Table 4.8: Cross-tabulations of vulnerability to aset poverty and asset poverty in

Kilimanjaro and Ruvuma

Vulnerable to Asset Poverty | Asset Poor
2003/2004
Kilimanjaro (2009) Ruvuma (2009)
No Yes No Yes
No 89.7% 9.6% 43.8% 20%
Yes 0.3% 0.4% 9.7% 26.5%
Asset Poor
Kilimanjaro (2003) Ruvuma (2004)
No Yes No Yes
No 83.3% 16% 38.3% 25.5%
Yes 0.3% 0.4% 5.7% 30.5%

Source: The author’s calculations.

The cross tabulations of the two types of vulnditgbshow that the percentage of people
who are vulnerable to both consumption poverty asdet poverty is higher in Ruvuma
(27.5%) than in Kilimanjaro (0.6%) (see table 4.9).

Table 4.9: Cross tabulations of the two types of \merability to poverty in Kilimanjaro

and Ruvuma

Vulnerable to consumption poverfy Vulnerable tceag®verty
Kilimanjaro Ruvuma
No Yes No Yes
No 79.6% |0.3% |52.1% |8.3%
Yes 19.6% | 0.6% 12.1% 27.59

Source: The author’s calculations.
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The calculations also show that in Kilimanjaro,838. of individuals who are vulnerable to
asset poverty are also vulnerable to consumptimeny (see table 4.10). Thus the majority
of people who are vulnerable to asset poverty @ \aulnerable to consumption poverty.
And 2.8% of individuals who are vulnerable to cangtion poverty are also vulnerable to
asset poverty (see table 4.10). Thus only a mwarit people who are vulnerable to

consumption poverty are also vulnerable to assetnyn

The calculations also show that in Ruvuma, 76.7%dividuals who are vulnerable to asset
poverty are also vulnerable to consumption povésge table 4.10). Thus the majority of
people who are vulnerable to asset poverty arewalBeerable to consumption poverty. And
69.4% of individuals who are vulnerable to consumppoverty are also vulnerable to asset
poverty (see table 4.10). Thus the majority of peaopho are vulnerable to consumption

poverty are also vulnerable to asset poverty.

Table 4.10: Cross tabulation of individuals who arevulnerable to one type of poverty

and also vulnerable to another type of poverty in Kimanjaro and Ruvuma

If Vulnerable to asset poverty

Vulnerable to consumption| Kilimanjaro Ruvuma
poverty
No 31.4% 23.3%
Yes 68.6% 76.7%
If Vulnerable to consumption poverty
Kilimanjaro Ruvuma
Vulnerable to asset poverty
No 97.2% 30.6%
Yes 2.8% 69.4%

Source: The author’s calculations.

Vulnerability by selected household characteristics

This part looks at vulnerability by selected houddltharacteristics. | start with vulnerability
to consumption poverty (see table 4.11). In Kilipaao female headed households are less
vulnerable than male headed households. In Ruvtimdhe other way round. Households in
Kilimanjaro with a head over 60 years old are ladserable than those with a head under 60

years old. In Ruvuma the reverse is true. In bethons households with a head who has at
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least completed primary education are less vulherdan their counterparts. In both regions
households with access to various types of infuatiire such as electricity, tap water, tarmac
or gravel road, and a village market are less vabile than those without access. Note that
the consumption poverty rates by the selected Imldecharacteristics have increased in
Kilimanjaro reflecting the overall trend of increagn poverty in that region. While in
Ruvuma there has been a mixed pattern with consampoverty increasing for some

household characteristics and decreasing for dthesehold characteristics.

Table 4.11: Kilimanjaro and Ruvuma vulnerability to consumption poverty by selected
household characteristics

VARIABLES Percentage Poverty rate Poverty rate Mean Vulnerability

of 2003/2004 2009 vulnerability rate

population
Kilimanjaro
Male head 90.2 26.9 31.7 26.0 20.9
Female head 9.8 20.7 32.9 20.2 13.6
Head age over 60 31.8 20.1 24.9 19.1 11.3
Head age under 60 68.2 29.1 34.9 28.3 24.4
Head has at least 63.7 24.8 32.9 24.3 18.5
primary education
Head has under 36.3 28.8 30.0 27.4 23.1
primary education
Has a village political elite 28.6 25.8 27.0 21.9 7.1
Has no village political elite 71.4 26.5 33.6 26.7 21.4
Has electricity 154 7.3 14.8 5.0 1.1
Has no electricity 84.6 29.7 34.9 29.1 23.6
Has access to own or 62.2 24.0 30.6 21.7 16.2
public tap water
Has no access to own or 37.8 30.0 33.8 31.7 27.0
public tap water
Village has tarmac or 47.4 20.6 27.3 19.6 13.6
gravel road
Village has no tarmac or 52.6 31.3 35.8 30.5 26.0
gravel road
Village has market 33.1 15.2 20.5 16.2 12.0
Village has no market 66.9 31.7 37.3 30.0 24.2
Ruvuma

Male head 94.3 49.4 47.1 42.5 38.9
Female head 5.7 48.0 51.8 50.2 49.9
Head age over 60 13.3 52.1 46.0 49.9 53.3
Head age under 60 86.7 48.9 47.6 42.0 375
Head has at least 69.1 41.8 44.9 37.6 31.9
primary education
Head has under 30.9 66.0 53.7 55.7 57.5
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primary education

Has a village political elite
Has no village political elite
Has access to own or
public tap water

Has no access to own or
public tap water

Village has tarmac or
gravel road

Village has no tarmac or
gravel road

Village has market
Village has no market

30.4
69.6
32.9
67.1
40.8
59.2

34.5
65.5

42.3
52.3
42.0

52.9

39.8

55.8

46.7
50.7

49.2
46.7
50.4
46.0
44.1
49.7

44.8
48.8

43.4
42.8
39.6
44.7
36.4
47.6

35.9
46.8

0.8
39.1
31.8
43.5
30.7
45.8

27.7
45.9

Source: Own calculations.

This part looks at vulnerability to asset poverty delected household characteristics (see

table 4.12). In both regions female headed houdshaie less vulnerable than male headed

households. Households in Kilimanjaro with a heagr ®0 years old are less vulnerable than

those with a head under 60 years old. In Ruvumadinee is true for mean vulnerability but

it is the opposite for vulnerability rate. In Kilanjaro households with a head who has at

least completed primary education are slightly mautnerable than their counterparts. In

Ruvuma the opposite is true. In both regions hooisishwith access to various types of

infrastructure such as electricity, tap water, &@enor gravel road, and a village market are

less vulnerable than those without access. Notethieaasset poverty rates by the selected

household characteristics have decreased in bgibne reflecting the overall pattern of

decrease in asset poverty in the two regions.

Table 4.12: Kilimanjaro and Ruvuma vulnerability to asset poverty by selected
household characteristics

VARIABLES Percentage Poverty rate Poverty rate Mean Vulnerability
of 2003/2004 2009 vulnerability rate
population
Kilimanjaro
Male head 90.2 20.0 12.2 5.0 0.9
Female head 9.8 12.3 5.9 2.0 0.0
Head age over 60 31.8 14.7 9.9 2.5 0.0
Head age under 60 68.2 21.4 12.2 5.8 1.2
Head has at least 63.7 19.2 11.4 5.2 1.0
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primary education

Head has under

primary education

Has a village political elite

Has no village political elite

Has electricity

Has no electricity

Has access to own or
public tap water

Has no access to own or
public tap water

Village has tarmac or
gravel road

Village has no tarmac or
gravel road

Village has market
Village has no market

Male head

Female head

Head age over 60

Head age under 60

Head has at least
primary education

Head has under

primary education

Has a village political elite

Has no village political elite

Has access to own or
public tap water

Has no access to own or
public tap water

Village has tarmac or
gravel road

Village has no tarmac or
gravel road

Village has market
Village has no market

36.3
28.6
71.4

15.4
84.6
62.2
37.8
47.4
52.6

33.1
66.9

94.3
5.7
13.3
86.7
69.1
30.9

30.4
69.6
32.9
67.1
40.8
59.2

34.5
65.5

19.4

20.3
18.9
2.9
22.3
12.9
29.9
13.7
24.3
12.3
22.7
Ruvuma
61.2
61.0
49.9
63.0
59.0
66.1
55.0
63.9
59.2
62.2
53.3
66.7

61.6
61.0

11.7
11.3
11.6
0.0
13.6

7.7

17.8
7.7
14.9

8.2
13.1

49.1

41.7
45.1
49.1
45.6

56.0
44.3
50.4

49.4

48.3

39.8

54.7

45.7
50.1

3.9
5.3
4.5

0.1
5.6
2.7
8.1
15
7.6

0.5
6.8

41.7
38.8
41.3
41.6
37.8
50.1
36.7
43.6
39.5
42.5
32.5
47.8

37.6
43.6

0.5
5 0.
01
0.0
1.0
0.0
2.2
0.0
1.6

0.0
1.2

36.6
30.9
41.8
35.5
31.5
47.3
0.8
38.6
34.0
37.4
22.9
45.6

28.7
40.3

Source: Own calculations.

Testing for the presence of consumption and asseaheothing

This part tests whether consumption or asset snmgptxists among households in the two

regions. Sometimes it is customary after estimatmgnerability levels to test for the

presence of consumption and or asset smoothingséthalds that are able to smooth

consumption and or assets are usually less vulleer@onsumption smoothing occurs when
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households try to protect their consumption levilsm income fluctuations. Perfect
consumption smoothing occurs when changes in incalmenot affect consumption
(Skoufias, 2003; 2007). The same applies for pedseset smoothing. (See Appendix C for
more details on consumption smoothing). The reshtswv that in both regions growth of
household income affects consumption growth andtagswth (see table 4.13). This means
there is partial consumption smoothing and pariaket smoothing. The estimated
coefficients of growth of adult equivalent househalcome are statistically significant and
greater for Ruvuma than for Kilimanjaro. This medhat households in Kilimanjaro can
smooth their consumption and assets more than thoRevuma. In Kilimanjaro assets are
smoothed more than consumption. While in Ruvumaeomption is slightly more smoothed

than assets.

Table 4.13: Kilimanjaro and Ruvuma results of consmption and asset smoothing

Kilimanjaro Ruvuma
VARIABLES Real Real asset Real Real asset
consumption growth consumption growth
growth growth
Growth of adult equivalent 0.0994*** 0.0501* 0.180*** 0.184***
household income (5.956) (1.804) (8.724) (5.461)
Growth of adult equivalent -0.598*** -0.882*** -0.449%** -0.840***
household size (-10.86) (-7.790) (-5.458) (-7.124)
Head age under 30 0.0181 0.267 0.0343 0.0961
(0.125) (0.997) (0.423) (0.885)
Head age over 60 -0.119** -0.160 0.0723 0.176
(-2.066) (-1.364) (0.886) (1.275)
Head has at least -0.0876 -0.151 -0.0524 0.139
primary education (-1.589) (-1.282) (-0.793) (1854
Female head 0.104 0.325** 0.0798 0.396**
(1.374) (2.110) (0.772) (2.205)
Constant -0.0223 0.361 0.0877 -0.0130
(-0.176) (2.277) (0.765) (-0.0569)
Observations 767 769 673 674
Adjusted R-squared 0.292 0.204 0.255 0.225
F test 6.952*** 4.349*** 5.140*** 5.222%**

T-statistics in parentheses, *** p<0.01, ** p<0.05<0.1. Village dummies included but
not reported. Source: The author’s calculations.
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Testing for the presence of community risk sharing

This part tests whether community risk sharing texiamong households of the same
community or village in the two regions. Usuallyistcustomary to test for community risk
sharing after testing for consumption smoothingm@uwnity risk sharing occurs when there
are informal risk sharing arrangements among haldshof the same community/village
(Skoufias, 2003) i.e. helping one another durinffjadilt times. Community risk sharing is
one of the ways in which households can reduceevability. Empirically community risk
sharing occurs when growth of community incomeeaases growth of individual household
consumption (Skoufias, 2003; 2007). The same apfieassets. (See Appendix C for more
details). The results show that in both regionsmncof adult equivalent community income
does not affect household consumption growth (abket4.14). In Kilimanjaro it does not
affect household asset growth while in Ruvuma gatizely affects household asset growth.
This means that there is no risk sharing among éfmlds of the same community (or
village) in both regions as far as consumption assets are concerned. Note that lack of
evidence of community risk sharing does not meadoés not exist it might mean that the

exiting informal arrangements are weak or inefiexti

Table 4.14: Kilimanjaro and Ruvuma results of community risk sharing

Kilimanjaro Ruvuma
VARIABLES Real Real asset Real Real asset
consumption growth consumption growth
growth growth
Growth of adult equivalent 0.0994*** 0.0501* 0.180*** 0.184***
household income (5.956) (1.804) (8.724) (5.461)
Growth of adult equivalent  0.546 -1.080 0.0368 -1.160***
community income (0.579) (-0.773) (0.109) (-3.128)
Growth of adult equivalent -0.598*** -0.882*** -0.449%*** -0.840***
household size (-10.86) (-7.790) (-5.458) (-7.124)
Head age under 30 0.0181 0.267 0.0343 0.0961
(0.125) (0.997) (0.423) (0.885)
Head age over 60 -0.119** -0.160 0.0723 0.176
(-2.066) (-1.364) (0.886) (1.275)
Head has at least -0.0876 -0.151 -0.0524 0.139
primary education (-1.589) (-1.282) (-0.793) (1854
Female head 0.104 0.325** 0.0798 0.396**
(1.374) (2.110) (0.772) (2.205)
Constant -0.505 1.316 0.0892 -0.0593
(-0.640) (1.240) (0.736) (-0.246)
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Observations 767 769 673 674

Adjusted R-squared 0.292 0.204 0.255 0.225

F test 6.952*** 4.349*** 5.140%*** 5.222%**
T-statistics in parentheses, *** p<0.01, ** p<0.05<0.1. Village dummies included but
not reported. Source: The author’s calculations.

4.8 Conclusion

This chapter analysed the determinants of vulnktylo consumption poverty and asset
poverty. The author tested two hypotheses: 1) iddals that are vulnerable to asset poverty
are also vulnerable to consumption poverty; 2) powerty rate is higher than mean
vulnerability. Calculations from REPOA survey dahow that 20.2% of individuals in
Kilimanjaro and 39.6% of individuals in Ruvuma arelnerable to consumption poverty.
And 0.8% of individuals in Kilimanjaro and 36.3% iodividuals in Ruvuma are vulnerable
to asset poverty.

Calculations show that in Kilimanjaro, the majoriy people who are vulnerable to asset
poverty are also vulnerable to consumption pove@gly a minority of people who are
vulnerable to consumption poverty are also vulnlerdb asset poverty. In Ruvuma, the
majority of people who are vulnerable to asset pgvare also vulnerable to consumption
poverty. And the majority of people who are vuli@eato consumption poverty are also
vulnerable to asset poverty.

Thus in both regions individuals that are vulnegatd asset poverty are also likely to be
vulnerable to consumption poverty. The finding®Rimvuma reflect those of Echevin (2011)
who using pseudo panel data found that in Ghanevaibility to asset poverty was a good
proxy for vulnerability to consumption poverty. Th& the percentage of households
vulnerable to asset poverty was roughly similarth@at of households vulnerable to
consumption poverty. But since he used pseudo matal he was not able to conclude that
the same households that were vulnerable to asseirty were likely to be vulnerable to

consumption poverty.

In both regions the consumption poverty rate waghdn than mean vulnerability to
consumption poverty, and the asset poverty ratealsas higher than mean vulnerability to
asset poverty. Thus the year 2009 was a bad yedootb regions. Cross tabulations show
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that the percentage of people who are vulnerablboth consumption poverty and asset
poverty is higher in Ruvuma than in Kilimanjaro.|€dations from REPOA survey data
show that in Kilimanjaro farm crop income, havinACCOs member, access to electricity,
access to tap water and living in a village withntac or gravel road reduced vulnerability to
consumption poverty and households with migrantsewess vulnerable to consumption

poverty.

In Ruvuma land owned per adult equivalent reduagderability to consumption poverty. In
both regions education of household head redudegnability to consumption poverty while
large adult equivalent household size increasesevability. In Kilimanjaro having a village
leader in the household reduces vulnerability tosoonption poverty while in Ruvuma it
increases vulnerability to consumption poverty. both regions the value of consumer

durables owned per adult equivalent reduces vubilgyeto consumption poverty.

In Kilimanjaro age of household head, value of Ingstock owned per adult equivalent and
a higher number of coffee trees reduce vulnerghitt asset poverty and households with
migrants were less vulnerable to asset povert)Runuma the value of big livestock owned
and a higher number of cashew nut trees reduceatesability to asset poverty. A higher
number of coffee trees had a mixed impact on valniéty to asset poverty. In Kilimanjaro
households with a village leader are more vulneréblasset poverty while in Ruvuma they
are less vulnerable to asset poverty. In both regtbe value of consumer durables owned

reduces vulnerability to asset poverty.

Analysis of vulnerability by household charactecstshow that in both regions households
with access to various types of infrastructure saslelectricity, tap water, tarmac or gravel
road, and a village market were less vulnerablieotthh consumption and asset poverty than
those without acces®esults show that there is partial consumption shiwog and partial

asset smoothing. Households in Kilimanjaro can gsmdlweir consumption and assets more
than those in Ruvuma. And in Kilimanjaro assets sm®othed more than consumption.
While in Ruvuma consumption is slightly more smaaththan assets. Community risk

sharing among households of the same village wedtertive.

As far as vulnerability to consumption poverty @cerned the National Strategy for Growth
and Reduction of Poverty (NSGRP) has so far beecessful in rural Kilimanjaro and
Ruvuma where vulnerability to consumption poveras lidecreased. However the levels of

vulnerability are still high especially in rural Ruma. In future survey rounds it might be
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better to also include urban households and se¢heththeir vulnerability levels are similar

to those of rural households.
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CHAPTER 5 : CONCLUSION

This thesis analyzed the impact of foreign aid atiamal economic growth, the impact of
economic growth on poverty reduction in Kilimanjaemd Ruvuma regions and the
determinants of vulnerability to consumption anseapoverty in the two regions. The thesis
has attempted to answer the following research tqumss 1) Does foreign aid improve

economic growth? 2) What factors make poverty rédocmore responsive to economic

growth? 3) What are the determinants of vulnerhiiti consumption and asset poverty?

The analysis of the impact of foreign aid on naicgconomic growth shows that foreign aid
(ODA) has a positive impact on real GDP per capitaese results reflect those of cross
country studies like Collier and Dehn (2001) andrmBide and Dollar (2000) which found

that aid is good for growth. Results also show tirats fixed capital formation that is not
financed by aid and exports have a positive immactreal GDP per capita. Aid boosts
exports in the current period although in the foilog years it slightly reduce exports. Note
that this reduces exports as a share of GDP anthea@mount or volume of exports. Nkusu
(2004) has argued that if there are idle resousmes if aid is invested wisely (i.e. in

infrastructure), aid will not necessarily reduc@ants and cause a Dutch disease.

Results show that foreign aid slightly reduces gréiged capital formation that is not
financed by aid (% of GDP). This means that foraghslightly crowds out investment that
is not financed by aid. Note that this refers toeduction of its share of GDP and not a
reduction of the amount or level of such investm&vr with Uganda reduced the short run
growth of real GDP per capita and the growth ofcigp (% of GDP). While post 1996
economic reforms have improved the short run gravitteal GDP per capita and have made

investment and foreign aid to be more productive.

Thus foreign aid and also good investment climateé export oriented growth strategy is

good for growth in Tanzania. This agrees with Tamzalevelopment vision 2025 which

aims to make Tanzania a middle income semi-indalgteid country via foreign aid, good

investment climate and export promotion. HowevenZBaia might need more time than
2025 to achieve the aim of vision 2025. She alsghimheed more time than 2015 to achieve
the Millennium Development Goals.
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The analysis of economic growth and poverty reducin the two regions using REPOA
panel data survey show that in Kilimanjaro betw2603 and 2009, GDP growth has been
accompanied by a marginal increase in consumptwenty from 26.3% to 31.8%. Analysis
also shows that consumption growth was not pro-moat consumption Gini inequality
slightly increased. Asset growth was pro-poor anidi Gequality in asset ownership
declined. Analysis shows that in Ruvuma betweend28@d 2009, GDP growth has been
accompanied by a marginal reduction in consumpporerty from 49.3% to 47.4%.
Consumption growth was pro-poor and consumption @aquality slightly increased. Asset

growth was also pro-poor and Gini inequality ineassvnership declined.

The analysis shows that one of the reasons thattignewas more pro-poor in Ruvuma than in
Kilimanjaro was the effect of food price inflatioklany households in Ruvuma are surplus
food producers thus food inflation was unlikelyharm them. While many households in
Kilimanjaro are net buyers of food thus food infbat reduced their purchasing power and
thus kept them in poverty. These findings are me lwith those of Ravallion (1990) who

argue that in Bangladesh an increase in food pmeeslikely to harm the poor (who were

likely to be net food buyers) in the short run aitgh in the long run the effect was likely to

be neutral.

Analysis shows that other reasons for less pro-gomwth in Kilimanjaro were the decline in
adult equivalent farm output and income due to ghbwand population pressure on limited
land. Ruvuma experienced improvement in adult edjait farm output and income due to
good weather and land availability (which easedutetipn pressure). Also the increase in
non-farm incomes (mainly wages of agricultural weosdy was higher in Ruvuma than in

Kilimanjaro due to better agricultural conditiomsRuvuma region.

Analysis using REPOA survey data shows that in etfions growth of adult equivalent
business income and growth of adult equivalent farop income increases consumption
growth for all households and for poor househols thus reduces poverty. In Kilimanjaro,
growth of (non-farm) business income has more impacthe consumption growth of the
poor than growth of farm crop income. While in Rmay growth of farm crop income has
more impact on the consumption growth of the pd@amtgrowth of (non-farm) business

income.

In both regions, growth of adult equivalent bussn@xome increases asset growth for all

households but not for poor households. In Ruvunoaviy of adult equivalent farm crop
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income increases asset growth for all household$ fan poor households while in
Kilimanjaro it does so for all households but not poor households. Thus in Kilimanjaro,
both growth of farm crop income and growth of nami business income have no impact on
asset growth of the poor. While in Ruvuma growthfarin crop income improves asset
growth of the poor and growth of non-farm busineseme has no impact on asset growth of
the poor. In both regions there were no multipleildgria poverty traps for consumption or

assets. Also in each of those cases the existiagtatle equilibrium was not a poverty trap.

As far as consumption poverty is concerned thedxati Strategy for Growth and Reduction
of Poverty (NSGRP) has been unsuccessful in rulah&njaro where consumption poverty
has increased and it has had limited success @ Ruvuma where consumption poverty has
marginally declined. The NSGRP has been accompavyeal reduction in asset poverty in
the rural areas of both regions and can thus kerded as successful in this area. In spite of
the above, rural Ruvuma is much poorer than ruitinidnjaro as far as consumption and
asset poverty is concerned. In both regions impigp¥arm productivity, planting high value
crops (while maintaining food security), creatingal jobs via rural economic structural
transformation (increasing the size of the rurah-farm sector) and rural infrastructure
projects will result in sustainable poverty redantiRuvuma has another option of increasing

land area under cultivation in the low lands.

The analysis of vulnerability to poverty in the twegions using REPOA survey data shows
that 20.2% of individuals in Kilimanjaro and 39.68%6individuals in Ruvuma are vulnerable
to consumption poverty. And 0.8% of individualskilimanjaro and 36.3% of individuals in
Ruvuma are vulnerable to asset poverty. Calculatgtrow that in both regions, the majority
of people who are vulnerable to asset poverty @ \aulnerable to consumption poverty.
Thus in both regions individuals that are vulneeatdl asset poverty are also likely to be
vulnerable to consumption poverty. The finding®Rimvuma reflect those of Echevin (2011)
who using pseudo panel data found that in Ghanaevaibility to asset poverty was a good
proxy for vulnerability to consumption poverty. Th& the percentage of households
vulnerable to asset poverty was roughly similartbh@at of households vulnerable to

consumption poverty.

In both regions the consumption poverty rate waghdn than mean vulnerability to
consumption poverty, and the asset poverty ratealsas higher than mean vulnerability to
asset poverty. Thus the year 2009 was a bad yedootb regions. Cross tabulations show
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that the percentage of people who are vulnerablboth consumption poverty and asset
poverty is higher in Ruvuma than in Kilimanjaro.l€dations show that in Kilimanjaro farm

crop income, having a SACCOs member, access ttrielgG access to tap water and living
in a village with tarmac or gravel road reducednewhbility to consumption poverty and

households with migrants were less vulnerable tsemption poverty.

In Ruvuma land owned per adult equivalent reduagderability to consumption poverty. In
both regions education of household head redudesnability to consumption poverty while
large adult equivalent household size increasesevability. In Kilimanjaro having a village
leader in the household reduces vulnerability tasconption poverty while in Ruvuma it

increases vulnerability to consumption poverty.

In Kilimanjaro age of household head, value of Ingstock owned per adult equivalent and
a higher number of coffee trees reduce vulnergbitt asset poverty and households with
migrants were less vulnerable to asset povertfRunuma the value of big livestock owned
and a higher number of cashew nut trees reducederability to asset poverty. In

Kilimanjaro households with a village leader arerensulnerable to asset poverty while in

Ruvuma they are less vulnerable to asset poverty.

Analysis of vulnerability by household charactecstshow that in both regions households
with access to various types of infrastructure saslelectricity, tap water, tarmac or gravel
road, and a village market were less vulnerablieothh consumption and asset poverty than
those without access. Results show that thererisapaonsumption smoothing and partial

asset smoothing. Households in Kilimanjaro can gmdleir consumption and assets more
than those in Ruvuma. And in Kilimanjaro assets sm®othed more than consumption.
While in Ruvuma consumption is slightly more smaaththan assets. Community risk

sharing among households of the same village wedtertive.

As far as vulnerability to consumption poverty @cerned the National Strategy for Growth
and Reduction of Poverty (NSGRP) has so far beecessful in rural Kilimanjaro and
Ruvuma where vulnerability to consumption poveras lidecreased. However the levels of
vulnerability are still high especially in rural Ruma. In future survey rounds it might be
better to also include urban households and sedhathehey behave similarly to rural
households.
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The findings in Kilimanjaro and Ruvuma have somelioations for foreign aid. The survey
period in the two regions has been accompanieduge laid inflows at the national level.
Thus more foreign aid has to be directed at a®withat increase the consumption growth of
the poor so as to make aid more pro-poor and tbhiewe the MDG 1 objective of halving
income poverty. Such activities include increasangess to rural piped water supply and
electricity, and building rural tarmac or gravehds. They also include improving rural farm
income via increasing agricultural productivity dastrengthening rural business environment

SO as to promote rural business income.
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APPENDIX A

Unit root tests (Augmented Dickey Fuller)

The Augmented Dickey Fuller (ADF) tests shows tibthe variables have unit roots and

are integrated of the first order 1(1) (see taBl&}.

Table A 1: Results of Augmented Dickey Fuller (ADF}ests.

Variable ADF Testin levels | ADF Test in First Number of lags
Difference

Ln Real GDP per 1.025 -5.009*** 0

Capita

Ln foreign aid (% of -1.525 -8.164*** 0

GDP)

Ln GFCF (not financed -1.784 -6.785*** 0

by aid) (% of GDP)

Ln Exports (% of GDP) -1.246 -6.546*** 0

**P<0.01, ** p< 0.05 and * P<0.1,

Source: The author’s calculations.

Lag and Trace tests.

The optimal lag tests show that the optimal lagylens either three lags or one lag (see table
A2). | choose one lag as the HQIC and SBIC lagstast the most reliable. The Johansen

cointegration trace test (for a VECM with one lagldour dummies) shows that there is one

cointegrating vector (see table A3).

Table A 2: Results of optimal lag tests

Lag | LL LR df |p-value | FPE AIC HQIC SBIC

0 29.6035 7.90E-06| -0.400146 | -0.105509 | 0.379521
1 212.142 | 365.08] 19 O 7.80E-09 -7.3392p  -6.808915.93585*
2 230.623 [ 36.961 |16 | 0.002 | 7.30E-09|-7.44262 |-6.67656 |-5.41548
3 248.518 | 35.79*| 16| 0.003 7.2e-09* -7.5215f* -68519 | -4.8707

4 261.364 | 25.692 |16 | 0.059 | 9.30E-09|-7.39016 |-6.15268 |-4.11556

Source: The author’s calculations.
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Table A 3: Results of Johansen test for cointegrain.

Maximum rank | Eigenvalue Trace statistic 5% critica value
0 - 59.0839 47.21

1 0.447 28.8712* 29.68

2 0.26168 13.399 15.41

3 0.22768 0.2229 3.76

Source: The author’s calculations.

VECM diagnostics

VECM diagnostics show that the estimates are stabtethere is no autocorrelation (see
figure Al and table A4).

Figure A 1: VECM stability test results
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Source: The author’s calculations.
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Table A 4: Results of LM test for autocorrelation.

Lag Chi2 Degrees of freedom| Probability>chi2
1 10.6430 16 0.83097
2 19.9259 16 0.22358

HO: No autocorrelation at lag order

Source: The author’s calculations.

Table A 5: Results of Jarque-Bera test for normaly.

Equation Chi2 Degrees of freedom| Probability>chi2
DLn Real GDP per Capita 73.58800 |2 0.00000

DLn Foreign aid (% of GDP) 2.14200 2 0.34269

DLn GFCF (not financed by aid)| 0.35700 |2 0.83650

(% of GDP)

DLn Exports (% of GDP) 0.54200 2 0.76263

ALL 76.62900 |8 0.00000

HO: Residuals are normally distributed

Source: The author’s calculations.

Table A 6: Orthogonalized Impulse Response Functianof aid (in table form)

Step Ln Real GDP | Ln GFCF (not financed | Ln Exports Ln foreign aid
per Capita by aid) (% of GDP) (% of GDP) (% of GDP)

0 0.000000 -0.030946 0.001382 0.222460

1 0.000071 -0.036599 -0.000817 0.219410
2 0.000097 -0.038608 -0.001598 0.218327

3 0.000106 -0.039322 -0.001876 0.217942
4 0.000109 -0.039575 -0.001975 0.217805

5 0.000110 -0.039665 -0.002010 0.217756
6 0.000110 -0.039697 -0.002022 0.217739

7 0.000111 -0.039708 -0.002026 0.217733
8 0.000111 -0.039713 -0.002028 0.217731

9 0.000111 -0.039714 -0.002029 0.217730
10 0.000111 -0.039714 -0.002029 0.217730

Source: The author’s calculations.
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Table A 7: Forecast Error Variance DecompositionsKEVDs) of aid (in table form)

Step Ln Real GDP | Ln GFCF (not financed | Ln Exports Ln foreign aid
per Capita by aid) (% of GDP) (% of GDP) (% of GDP)

0 0.000000 0.000000 0.000000 0.000000

1 0.000000 0.051283 0.000091 0.999903
2 7.10E-06 0.090238 0.000064 0.983374

3 0.000014 0.123463 0.000087 0.968985
4 0.000018 0.149478 0.000110 0.959065

5 0.000021 0.169731 0.000129 0.952331
6 0.000023 0.185758 0.000142 0.947620

7 0.000025 0.198697 0.000152 0.944195
8 0.000026 0.209343 0.000160 0.941612

9 0.000027 0.218249 0.000166 0.939600
10 0.000028 0.225807 0.000171 0.937992

Source: The author’s calculations.

Table A 8: Orthogonalized Impulse Response Functiaof aid (in table form): when In
foreign aid (% of GDP) is

ordered last

ordered first in the VECM and In real GDP per capita is

Step Ln Real GDP | Ln GFCF (not financed | Ln Exports Ln foreign aid
per Capita by aid) (% of GDP) (% of GDP) (% of GDP)

0 0.000187 -0.030788 0.001387 0.222471

1 0.000256 -0.036275 -0.000748 0.219510
2 0.000280 -0.038225 -0.001506 0.218459

3 0.000289 -0.038917 -0.001775 0.218085
4 0.000292 -0.039164 -0.001871 0.217952

5 0.000293 -0.039251 -0.001905 0.217905
6 0.000294 -0.039282 -0.001917 0.217888

7 0.000294 -0.039293 -0.001921 0.217882
8 0.000294 -0.039297 -0.001923 0.217880

9 0.000294 -0.039298 -0.001923 0.217880
10 0.000294 -0.039299 -0.001924 0.217879

Source: The author’s calculations.
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Table A 9: Forecast Error Variance Decompositions KEVDs) of aid (in table form):
when In foreign aid (% of GDP) is ordered first inthe VECM and In real GDP per

capita is ordered last

Step Ln Real GDP | Ln GFCF (not financed | Ln Exports Ln foreign aid
per Capita by aid) (% of GDP) (% of GDP) (% of GDP)

0 0.000000 0.000000 0.000000 0.000000

1 0.000097 0.050760 0.000092 1.000000
2 0.000140 0.088927 0.000062 0.983866

3 0.000168 0.121415 0.000080 0.969696
4 0.000185 0.146832 0.000101 0.959906

5 0.000197 0.166611 0.000117 0.953255
6 0.000205 0.182261 0.000129 0.948602

7 0.000211 0.194894 0.000138 0.945218
8 0.000215 0.205289 0.000145 0.942666

9 0.000219 0.213985 0.000150 0.940679
10 0.000222 0.221365 0.000155 0.939090

Source: The author’s calculations.

Table A 10: Descriptive statistics of the variablesised in the VECM model

Variable Mean Standard Min Max
Deviation

Ln Real GDP per Capitg 12.512 0.174 12.160 12.992

Ln foreign aid (% of 2.315 0.559 1.193 3.367

GDP)

Ln GFCF (not financed | 2.733 0.316 2.084 3.469

by aid) (% of GDP)

Ln Exports (% of GDP) | 2.881 0.404 1.914 3.440

Dummy 1966 (D1966) | 0.019 0.139 0.000 1.000

Dummy Post War 0.058 0.235 0.000 1.000

(DPW)

Dummy 1987-88 0.038 0.194 0.000 1.000

(D1987-88)

Dummy Post 1996 0.327 0.474 0.000 1.000

(DP1996)

Source: The author’s calculations.
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A note on growth accelerations

The author’s calculations of growth acceleratiasghown in figure 2.2 in chapter 2) are

defined according to Hausman et al. (2004):

1) gt,e4n = 3.5

209t = 9tt+n — Git-ni = 2
3) Vean = max{y;}, i<t

Where by; g wn is the least squares growth rate between peraditt+n. It is obtained by
regressing In of real GDP per capita (y) on a amstk) and time (t) for each period between

t and t+n:

(In(Yes) =k + (gt,t+n)t,i =0,..,n.

In my case | looked at 10 year periods and thu®. ithe first condition states that average
real GDP per capita growth must be at least 3.5¢&apeum. The second condition states that
the change in the average real GDP per capita gréwin one 10 year period to another

must be greater than 2%. The last condition sthigsreal GDP per capita at the end of the
10 year period must be greater than real GDP petacia all previous years.
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APPENDIX B

Table B 1: Kilimanjaro descriptive statistics of the variables used in the consumption

and asset growth models

Variable (Kilimanjaro) Mean Standard | Min Max
Deviation

Real consumption growth -0.095 |0.710 -2.336 3.412

Real asset growth 0.211 1.263 -4.859 4.1P4

Ln of adult equivalent

Consumption lagged 5.405 |0.614 1.860 7.514

Ln of adult equivalent asset 6.145 1.283 1.579 10.5Q1

value lagged

Growth of adult equivalent household sizq 0.278 | 0.426 -1.373 2.134

Growth of adult equivalent business incomed.639 | 2.064 -7.036 7.331

Growth of adult equivalent farm income |-0.417 | 1.867 -6.520 7.077

Growth of adult equivalent wage income 0.810 2.369 | -5.904 7.892

Growth of adult equivalent other farm

income -0.056 |2.626 -7.798 9.141

Drought (2003-2004) 0.398 0.490 0.000 1.000

Unexpected decline in cereal prices (2004

2009) 0.058 |[0.234 0.000 1.000

Major harvest losses (2004-2009) 0.111 0.314 0.000 1.000

Source: The author’s calculations from REPOA survey

Table B 2: Ruvuma descriptive statistics of the vaables used in the consumption and

asset growth models

Variable (Ruvuma) Mean | Std. Dev.| Min Max
Real consumption growth 0.012 [ 0.758 -3.117( 2.242
Real asset growth 0.309p 1.127 -2.901438
Ln of adult equivalent

Consumption lagged 5.093 [ 0.621 3.328 | 8.186
Ln of adult equivalent asset 4791 | 1.117 1.358§ 8.891
value lagged

Growth of adult equivalent household size 0.181 | 0.347 -1.557( 2.512
Growth of adult equivalent business income -0.p37162 -7.864 5.647

1
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Growth of adult equivalent farm income -0.063( 1.581 -5.562( 8.559
Growth of adult equivalent wage income 0.9p6 2.377| -5.344| 7.343
Growth of adult equivalent other farm income | -0.089( 2.019 -5.846| 9.933
Namtumbo district 0.105 0.307 0.000 1.go0
Heavy rains or floods (1999-2004) 0.025 | 0.155 0.000 | 1.000
Unexpected decline in cereal prices (2005-200P) 9.1 0.396 0.000( 1.00p
lliness (2005-2009) 0.252 | 0.434 0.000 | 1.000
Death of external financial supporter (2005-2000)069 | 0.254 0.00 1.0Q0

Source: The author’s calculations from REPOA survey

Table B 3: Results of Wu-Hausman test of endogengitor In of adult equivalent

consumption lagged (consumption growth model)

Consumption growth model

Kilimanjaro Ruvuma
Overall The poor Overall The poor
Wu-Hausman F statistic] 0.39 1.27 0.85 0.01
P-value 0.532 0.261 0.356 0.928

Source: The author’s calculations.

Table B 4: Results of Variance Inflation Factor (VF) and Tolerance (1/VIF) tests for

multicollinearity (consumption growth model)

Consumption growth model

Kilimanjaro Ruvuma
Variable VIF 1/VIF |Variable VIF 1/VIF
Ln of adult equivalent | 2.41 0.42 Ln of adult equivalent | 2.45 0.41
business income business income
Growth of adult 2.30 0.44 Growth of adult 2.11 0.47
equivalent business equivalent business
income income
Ln of adult equivalent | 1.89 0.53 Ln of adult equivalent | 1.80 0.56
Consumption lagged Consumption lagged
Ln of adult equivalent | 1.88 0.53 Ln of adult equivalent| 1.77 0.57
farm income household size
Ln of adult equivalent | 1.81 0.55 | Village has tarmac or | 1.74 0.57
household size gravel road
Ln of value of consumeln 1.64 0.61 Namtumbo distric | 1.62 0.62
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durables owned per ady
equivalent

t

Growth of adult 1.59 0.63 Tunduru district 1.62 0.62
equivalent farm income
Rombo district 1.58 0.63 Ln of value of 1.61 0.62
consumer durables
owned per adult
equivalent
Ln head age 1.56 0.64 Ln head age 1.55 0.64
Moshi Rural district 1.56 0.64 Ln of adult equivatle | 1.55 0.65
farm income
Ln head education 1.44 0.70 Ln head education 1.46 0.68
Growth of adult 1.43 0.70 Growth of adult 1.42 0.70
equivalent household equivalent farm income
size
Has electricity 1.39 0.72 Growth of adult 1.37 0.73
equivalent household
size
Has access to own or | 1.30 0.77 Ln percentage aged (P1.36 0.74
public tap water 4)
Ln percentage aged (0-4 1.27 0.79 Village has market 1.22 0.82
Village has market 1.25 0.80 Female head 1.13 0.89
Female head 1.19 0.84 Growth of adult 1.12 0.89
equivalent other farm
income
Village has tarmac or | 1.14 0.87 Growth of adult 1.12 0.90
gravel road equivalent wage
income
Growth of adult 1.10 0.91 Member of Saccos 1.11 0.90
equivalent other farm
income
Has a village leader 1.10 0.91 Loss of livestock 1.10 0.91
(2005-2009)
Migrated before 2003 | 1.09 0.92 Has access to own or | 1.09 0.91
public tap water
Member of Saccos 1.08 0.93 Has a village leadery 9 1.0| 0.92
Drought (2003-2004) 1.08 0.93 Death of external 1.08 0.93
supporter (2005-2009)
Growth of adult 1.06 0.94 Unexpected decline i 1.08 0.93
eguivalent wage incomg cereal prices (2005-
2009)
Major harvest losses 1.05 0.96 Heavy rains or floods | 1.06 0.94
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(2004-2009)

(1999-2004)

Mean VIF

1.45

Mean VIF

1.42

Source: The author’s calculations.

Table B 5: Results of Wu-Hausman test of endogengitor In of adult equivalent asset

value lagged (asset growth model)

Asset growth model

Kilimanjaro Ruvuma
Overall The poor Overall The poor
Wu-Hausman F statistic] 0.01 0.08 0.1 0.45
P-value 0.937 0.781 0.748 0.503

Source: The author’s calculations.

Table B 6: Results of Variance Inflation Factor (VF) and Tolerance (1/VIF) tests for

multicollinearity (asset growth model)

Asset growth model

Kilimanjaro Ruvuma

Variable VIF 1/VIF |Variable VIF 1/VIF

Ln of adult equivalent | 2.33 0.43 Ln of adult equivalent | 2.28 0.44

business income business income

Growth of adult 2.24 0.45 Growth of adult 2.03 0.49

equivalent business equivalent business

income income

Ln of adult equivalent | 1.76 0.57 | Village has tarmac or | 1.73 0.58

farm income gravel road

Ln of adult equivalent | 1.63 0.61 Namtumbo district 1.66 0.60

household size

Ln of adult equivalent | 1.61 0.62 Tunduru district 1.63 0.62

asset value lagged

Moshi Rural district 1.61 0.62 Ln of adult equivate | 1.57 0.64
household size

Rombo district 1.57 0.63 Ln of adult equivalent | 1.48 0.68
farm income
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Growth of adult 1.52 0.66 Growth of adult 1.42 0.70
equivalent farm income equivalent farm incomeg
Ln head age 1.45 0.69 Ln of adult equivalent | 1.39 0.72
asset value lagged
Growth of adult 1.42 0.71 Ln head education 1.37 0.73
equivalent household
size
Ln head education 1.42 0.71 Ln head age 1.34 0.75
Has access to own or | 1.32 0.76 Growth of adult 1.33 0.75
public tap water equivalent household
size
Village has market 1.24 0.80 | Village has market 1.20 0.83
Has electricity 1.24 0.81 Female head 1.13 0.88
Female head 1.20 0.83 Growth of adult 1.12 0.89
equivalent other farm
income
Village has tarmac or | 1.14 0.88 Growth of adult 1.09 0.92
gravel road equivalent wage
income
Growth of adult 1.12 0.89 Member of Saccos 1.08 0.92
equivalent other farm
income
Migrated before 2003 1.09 0.92 Has access to own pf..07 0.94
public tap water
Member of Saccos 1.09 0.92 Has a village leader | 1.06 0.94
Has a village leader 1.08 0.93 Drought (2005-2009)1.03 0.97
Growth of adult 1.08 0.93 lliness (2005-2009) 1.02 0.98
equivalent wage income
Unexpected decline in | 1.07 0.94 Mean VIF 1.38
cereal prices (2004-
2009)
Death (2003-2004) 1.05 0.95 2.28 0.44
Mean VIF 1.40 2.03 0.49

Source: The author’s calculations.

181




Poverty trap test

The consumption growth regression is estimatedeésrd but higher order polynomials of

InCit.; are included.
InCjt- InCje_q = K+ B4InCj—q + B2( lncit—l)z + B5( lnCit—1)3 + B4(1ncit—1)4
+ lnXit_l + Aani + SHit + Eit

An F — test that cannot reject the null hypothé4ds :=p,=ps=p4=0, but rejects the null
hypothesis kt B,=p3=p,=0. Means that the higher polynomials are notstiaslly significant
and thus there are no multiple equilibria consuarppoverty traps. Only the first polynomial
of InCi.; is significant.

The same applies for the assets equation.
InAji- InAj—; = K+ B1InAj—; + B2(InAje—1)? + B3(InAj—1)® + B4 (InAj_1)*
+ anit_l + Aani + SOit + Eit

An F —test that cannot reject the null hypothesis 1= = Bs= B4=0, but rejects the null
hypothesis kit B.= Bs= P,=0. Means that the higher polynomials are not staélly
significant and thus there are no multiple equiéibasset poverty traps. Only the first
polynomial of InA.; is significant. For more information regarding tteeory of asset

poverty traps see Carter and Barrett (2006).
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APPENDIX C

Table C 1: Kilimanjaro descriptive statistics of the variables used in the ex-ante mean

and ex-ante variance models of consumption and asse

Variable (Kilimanjaro) Mean | Standard Min Max
Deviation

Ln real consumption per adult equivalent 2009 5.301 | 0.595 3.286 | 7.402

Ln real asset value per adult equivalent 2009 6.411119 3.096 9.98

Has a village leader 0.261| 0.440 0.000 | 1.000

Ln head age 3.936 0.292 2.996 4.654

Ln head education 1.816 | 0.638 0.000 |2.944

Female head 0.130 0.336 0.00d 1.000

Ln of adult equivalent household size 1.389 | 0.482 -0.329 | 2.797

Ln percentage aged (0-4) 1.189 1.521 0.0Q0 4215

Migrated before 2003 0.296 | 0.457 0.000 | 1.000

Ln of adult equivalent business income 1.317 1.836 0.000 7.324

Ln of adult equivalent farm income 3.071| 1.407 0.000 |6.954

Member of Saccos 0.11p 0.324 0.00( 1.000

Hires farm labour 0.364 | 0.481 0.000 | 1.000

Ln number of coffee trees 3.140 2.773 0.00p 8987

Ln of land owned per adult equivalent 0.480| 0.321 0.000 |2.329

Ln of value of big livestock owned per adult

equivalent 2.442 | 1.970 0.000 8.399

Ln of value of medium livestock owned per addy

equivalent 1.810| 1.547 0.000 |5.975

Ln of value of consumer durables owned per agult

equivalent 3.517| 1.109 0.404 6.9491

Has electricity 0.145 0.353 0.000 | 1.000

Has access to own or public tap water 0.¢42 0.480 .0000 | 1.000

Village has tarmac or gravel road 0.474 1 0.500 0.000 | 1.000

Village has market 0.300 0.458 0.000 1.000

Rombo district 0.241(0.428 0.000 |1.000

Mwanga district 0.079 0.266 0.000 1.000

Same district 0.1130.317 0.000 |1.000

Moshi Rural district 0.41§ 0.493 0.000 1.000

Major harvest losses (1998-2003) 0.070| 0.255 0.000 | 1.000

Major harvest losses (2003-2004) 0.043 0.202 0.00a.000

Death (2003-2004) 0.043 | 0.202 0.000 |1.000

Drought (2004-2009) 0.818 0.386 0.000 1.000
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Theft (2004-2009)

0.074

0.263

0.000

1.000

Death (2004-2009)

0.12

D 0.335

0.00¢

.00

Source: The author’s calculations from REPOA survey

Table C 2: Ruvuma descriptive statistics of the vaables used in the ex-ante mean and

ex-ante variance models of consumption and assets

Variable (Ruvuma) Mean | Standard Min Max
Deviation

Ln real consumption per adult equivalent 2009| 5.100 | 0.671 2.038 | 7.005

Ln real asset value per adult equivalent 2009 512351 1.385( 8.38Y

Has a village leader 0.269] 0.444 0.000 | 1.000

Ln head age 3.71% 0.315 2.944 4.%00

Ln head education 1.810 | 0.632 0.000 | 2.708

Female head 0.078 0.260 0.000 1.000

Ln of adult equivalent household size 1.327 | 0.487 -0.329| 2.604

Ln percentage aged (0-4) 1.743 1.614 0.J00 4{111

Ln of adult equivalent business income 1.4481.823 0.000 | 7.868

Ln of adult equivalent farm income 3.837 1.039 0.009.794

Member of Saccos 0.113( 0.317 0.000 | 1.000

Hires farm labour 0.286 0.452 0.000 1.900

Ln number of coffee trees 2.115| 3.202 0.000 | 8.700

Ln number of cashew nut trees 1.716 2.512 0.000 178.5

Ln of land owned per adult equivalent 0.309 | 0.707 -1.664 | 3.689

Ln of value of big livestock owned per adult

equivalent 0.442 | 1.250 0.000f 6.481

Ln of value of medium livestock owned per adt

equivalent 1.473 | 1.397 0.000 [ 4.922

Ln of value of consumer durables owned per apult

equivalent 3.004( 1.091 0.000[ 7.922

Has access to own or public tap water 0.295] 0.456 0.000 | 1.000

Village has tarmac or gravel road 0.3y8 0.485 0.9an000

Village has market 0.305| 0.461 0.000 | 1.000

Songea rural district 0.128 0.329 0.000 1.000

Tunduru district 0.349 [ 0.477 0.000 | 1.000

Mbinga district 0.423] 0.494 0.000 1.0pO

Decline in cash crop prices (1999-2004) 0.047 | 0.212 0.000 | 1.000

Major harvest losses (1999-2004) 0.066 0.249 0.0aoo00
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Drought (2005-2009) 0.136 | 0.343 0.000 | 1.000
Unexpected decline in cash crop prices (2005-

2009) 0.211 | 0.409 0.000, 1.0¢
Major harvest losses (2005-2009) 0.148 ] 0.355 0.000 | 1.000
Loss of livestock (2005-2009) 0.132 0.338 0.0p0 Oa.

Source: The author’s calculations from REPOA survey

Table C 3: Results of Wu-Hausman test of endogengifor In of adult equivalent farm

income (ex-ante mean of consumption model)

Ex-ante mean of consumption model

Kilimanjaro Ruvuma
Wu-Hausman F statistic 1.8 0.37
P-value 0.18 0.541

Source: The author’s calculations.

Table C 4: Results of Variance Inflation Factor (VF) and Tolerance (1/VIF) tests for

multicollinearity (ex-ante mean of consumption modg

Ex-ante mean of consumption model

Kilimanjaro Ruvuma
Variable VIF 1/VIF |Variable VIF 1/VIF
Rombo district 2.55 0.39 Mbinga district 4.20 0.24
Moshi Rural district 2.47 0.40 Tunduru district 3.8 | 0.26
Same district 2.23 0.45 Songea rural district 2.45 0.41
Ln of land owned per |1.83 0.55 Ln of land owned per | 1.98 0.50
adult equivalent adult equivalent
Ln head age 1.59 0.63 | Village has tarmac or 1.89 0.53
gravel road
Ln of adult equivalent | 1.59 0.63 Ln head age 1.73 0.58
household size
Ln head education 1.55 0.65 Ln of value of consumer | 1.56 0.64
durables owned per aduli
equivalent
Ln of value of consumel 1.54 0.65 Ln of adult equivalent | 1.48 0.67
durables owned per adylt farm income

equivalent
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Mwanga district 1.39 0.72 Ln head education 1.47 0.68
Hires farm labour 1.38 0.73 Ln of adult equivalent | 1.47 0.68
household size
Ln of adult equivalent | 1.34 0.75 Hires farm labour 1.45 0.69
farm income
Village has market 1.32 0.76 Ln of value of medium| 1.38 0.72
livestock owned per adulf
equivalent
Has access to own or | 1.30 0.77 Ln percentage aged (0-4] 1.32 0.76
public tap water
Village has tarmac or | 1.28 0.78 Loss of livestock 1.27 0.79
gravel road (2005-2009)
Has electricity 1.28 0.78 Major harvest losses 1.23 0.81
(2005-2009)
Ln of value of medium | 1.26 0.79 Village has market 1.23 0.81
livestock owned per
adult equivalent
Female head 1.26 0.79 Ln of value of big 1.22 0.82
livestock owned per aduli
equivalent
Ln percentage aged (0-4) 1.21 0.83 Ln of adult\edent 1.21 0.83
business income
Ln of value of big 1.18 0.84 Has access to own or 1.17 0.85
livestock owned per public tap water
adult equivalent
Member of Saccos 1.15 0.87 Member of Saccos 1.1j70.85
Has a village leader 1.11 0.90 Female head 1.16 0.86
Ln of adult equivalent | 1.10 0.91 Drought (2005-2009) 1.16 0.86
business income
Death (2004-2009) 1.07 0.93 Unexpected declinein | 1.15 0.87
cash crop prices (2005-
2009)
Theft (2004-2009) 1.07 0.94 Has a village leader 101. | 0.91
Migrated before 2003 | 1.03 0.97 Mean VIF 1.64
Mean VIF 1.44

Source: The author’s calculations.
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Table C 5: Results of Wu-Hausman test of endogengifor In of adult equivalent farm

income (ex-ante mean of asset model)

Ex-ante mean of asset model

Kilimanjaro Ruvuma
Wu-Hausman F statistic 0.43 0.02
P-value 0.512 0.892

Source: The author’s calculations.

Table C 6: Results of Variance Inflation Factor (VF) and Tolerance (1/VIF) tests for

multicollinearity (ex-ante mean of asset model)

Ex-ante mean of asset model

2

Kilimanjaro Ruvuma

Variable VIF 1/VIF |Variable VIF 1/VIF

Rombo district 2.34 0.43 Tunduru district 7.12 0.14

Moshi Rural district 2.11 0.47 Ln number of cashaw | 6.25 0.16
trees

Ln of land owned per | 1.80 0.55 Mbinga district 5.24 0.19

adult equivalent

Ln head age 1.63 0.62 Ln number of coffee trees 6 3.0| 0.33

Ln of value of consumern 1.56 0.64 Ln of land owned per 2.09 0.48

durables owned per adu adult equivalent

equivalent

Same district 1.56 0.64 Village has tarmac or | 2.01 0.50
gravel road

Ln of adult equivalent | 1.51 0.66 Songea rural district 1.75 0.57

household size

Ln head education 1.46 0.69 Ln head age 1.62 0.4

Ln number of coffee 1.43 0.70 Ln of adult equivalent 1.56 0.64

trees household size

Mwanga district 1.43 0.70 Ln of adult equivalent | 1.45 0.69
farm income

Ln of adult equivalent | 1.35 0.74 Ln head education 1.44 0.69

farm income

Village has market 1.32 0.76 Ln of value of consu | 1.42 0.71
durables owned per adul
equivalent
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Has electricity 1.31 0.76 Ln of value of medium | 1.37 0.73
livestock owned per adul
equivalent
Has accesstoownor | 1.31 0.76 Ln percentage aged (0-4) 1.26 0.7
public tap water
Ln of value of medium | 1.23 0.82 Ln of value of big 1.22 0.82
livestock owned per livestock owned per adul
adult equivalent equivalent
Ln percentage aged (0-4) 1.22 0.82 Village has atark 1.22 0.82
Female head 1.21 0.83 Female head 1.21 0.83
Village has tarmac or | 1.18 0.85 Has access to own or | 1.20 0.84
gravel road public tap water
Ln of value of big 1.18 0.85 Member of Saccos 1.19 0.84
livestock owned per
adult equivalent
Ln of adult equivalent |1.13 0.89 Ln of adult equivalent | 1.16 0.86
business income business income
Drought (2004-2009) 1.10 0.91 Major harvest losses 1.16 0.86
(1999-2004)
Major harvest losses 1.09 0.92 Decline in cash crop 1.14 0.88
(1998-2003) prices (1999-2004)
Major harvest losses 1.09 0.92 Has a village leader 1.12 0.89
(2003-2004)
Member of Saccos 1.08 0.93 Drought (2005-2009) | 04 1. | 0.97
Has a village leader 1.07 0.94 Mean VIF 2.05
Migrated before 2003 1.06 0.95
Death (2003-2004) 1.04 0.96
Mean VIF 1.36

Source: The author’s calculations.
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Consumption and asset smoothing test.

Alncyg = Ztkatk(ZDtk) + 0AInypek + WXhik + Agpk

Alnch is the growth rate of adult equivalent consumptdmousehold h, t is time period, k
is community or villageAlnyn is the growth rate of adult equivalent househntme, X is

a vector of household characteristics @agl is a household specific error term.6 andp

are estimated coefficients. &0s a group of dummy variables representing eachnconity

or village; it captures covariate shocks at the maomity or village level. It is assumed that
shocks to a household affect household incoméelfetis perfect consumption smoothithg
equals zero and changes in income do not affecdimid consumption. For more details see
Skoufias (2003).

The same applies for assets.

Alnapy, = Ztkatk(ZDtk) + 0AInyp + UXpk + Aghek

Alnay is the growth rate of adult equivalent asset valukeousehold h, t is time period, K is
community or villageAlnyn is the growth rate of adult equivalent househottbme, X is a
vector of household characteristics afgh is a household specific error term. Zx a
group of dummy variables representing each commumitvillage; it captures covariate
shocks at the community or village level. If thes@erfect asset smoothifgequals zero and

changes in income do not affect household assets.

Community risk sharing.
For consumption:
Alnchtk =w + GAlnyhtk + (pA(lnykt) + uXhtk + Aehtk

For assets:

Alnahtk =w + GAlnyhtk + (pA(lnykt) + uXhtk + Aehtk

A(lnykt) is the growth rate of average community or villaggome. Every other notation is
similar to the above consumption and asset smaptbquations. Ip #0 then there is risk

sharing within communities/villages. For more distaee Skoufias (2003).
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Sampling weights

Sampling weights have been used in all equationsenty rate calculations and Growth
Incidence Curves (GICs) of Chapter 3 and Chapttrat involve the REPOA survey. The
sampling weights equal original sampling weightdtiplied by attrition correcting weights
(Pan and Christiaensen, 2011). Original samplingkis are the inverse of the probability of
a household being chosen into the survey in tts found (Christiaensen and Sarris, 2007,
Pan and Christiaensen, 2011). | use the same akigampling weights as those used by
Christiaensen and Sarris (2007).

Attrition correcting weights are the inverse of firebability of a household remaining in the
panel (being interviewed) in the third round (Pamd aChristiaensen, 2011). Attrition
correcting weights were obtained from attritionptaegressions. The dependent variable of
these probit regressions was a dummy variable eéquale if a household was interviewed in
round 3 (or if it recorded the outcome variablemérest in round 3) and equal to zero if the
household was not interviewed in round 3 (or iflid not record the outcome variable of
interest in round 3). The independent variablesevgarcio-economic factors that influenced

attrition (Pan and Christiaensen, 2011).

My attrition probits are similar to those of Chigginsen and Pan (2010) and Pan and
Christiaensen 2011) with the exception that sondependent variables are different and |

tailor my attrition probits towards my outcome \adnes of interest i.e. adult equivalent

consumption, asset value in 2009, consumption droagset value growth etc.

For more information about REPOA survey originahpéing weights refer to Christiaensen
and Sarris (2007). For more information about tadtri (and attrition correcting weights) in
the REPOA survey refer to Christiaensen and Pah02@nd Pan and Christiaensen (2011).
For more general information about correcting ftiritton see Baulch and Quisumbing
(2011).
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