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“First, there is the power of the Wind, constantly exerted over the globe. [...] Nevertheless, here is
an almost incalculable power at our disposal, yet how trifling the use we make of it! It only serves to
turn a few mills, blow a few vessels across the ocean, and a few trivial ends besides. What a poor

compliment do we pay to our indefatigable and energetic servant! ”
Henry David Thoreau, 18431

1From “Paradise (to be) Regained” in United States Magazine and Democratic Review, XIII (XLV), pp. 451–463.
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Kurzfassung

Die Strukturoptimierung von Jacket-Tragstrukturen für Offshore-Windenergieanlagen birgt das Po-
tenzial, signifikant zur Senkung der normierten Stromentstehungskosten von Offshore-Wind-energie
beizutragen. In der Wissenschaft wurden in den letzten Jahren große Anstrengungen unternommen,
um geeignete Ansätze hierfür zu entwickeln. Nichtsdestotrotz besteht weiterhin die Herausforderung,
diese als unverzichtbare Optionen für die Dimensionierung von Jacket-Tragstrukturen nach dem Stand
der Technik zu etablieren. In dieser Arbeit wird ein Optimierungsansatz vorgestellt, der das Problem
ganzheitlich adressiert und sowohl hinsichtlich Genauigkeit als auch numerischer Effizienz Verbesse-
rungen gegenüber dem Stand der Forschung darstellt. Dabei werden im Wesentlichen vier Aspekte
thematisiert: Erstens, eine numerisch effiziente Implementierung der Boden-Bauwerk-Interaktion in
Gesamtsimulationen von Offshore-Windenergielagen. Zweitens, eine umfangreiche Studie über re-
duzierte Lastsätze, die für die Berechnung der Ermüdungslebensdauern von Jacket-Tragstrukturen
verwendet werden können. Der dritte Aspekt adressiert die Formulierung des Optimierungsproblems
und beinhaltet die Entwicklung von Modellen für eine Zielfunktion, ein Kostenmodell auf Basis linear
gewichteter Faktoren einzelner Kostenanteile, und nichtlineare Nebenbedingungen, für die Ersatz-
modelle auf Basis der Gaußprozessregression zur numerisch effizienten Evaluation von Ermüdungs-
und Extremlastnachweisen eingesetzt werden. Alle Entwicklungen werden im Rahmen des vierten
Aspektes zu einem ganzheitlichen Optimierungsansatz zusammengeführt, der unter Verwendung gra-
dientenbasierter Methoden am Beispiel der Optimierung von Jacket-Tragstrukturen für die NREL
5MW-Referenzturbine vielversprechende Ergebnisse liefert.

Schlagwörter:
Jacket-Tragstrukturen, Offshore-Tragstrukturen, Offshore-Windenergie, Optimierung, Strukturopti-
mierung, Nichtlineare Programmierung
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Abstract

The structural optimization of jacket substructures for offshore wind turbines offers the potential to
reduce the levelized costs of offshore wind energy significantly. In the recent past, science has made a
major contribution to develop appropriate approaches in this field. Nevertheless, the challenge remains
to improve these methods to represent an indispensable option for designing substructures in practical
applications. This work presents an optimization approach that addresses the problem holistically and
achieves improvements over the state of the art, both in terms of accuracy and numerical efficiency.
Basically, four aspects are addressed: First, a numerically efficient implementation of the soil-structure
interaction in simulations of offshore wind turbines. Second, a comprehensive study of reduced load
sets, the input for the fatigue assessment of jacket substructures. The third aspect addresses the
formulation of the optimization problem, incorporating the development of models for an objective
function, a cost model based on linearly weighted factors of individual cost components, and nonlinear
constraints, where surrogate models based on Gaussian process regression are used for the numerically
efficient evaluation of structural code checks for fatigue and ultimate limit state. For the fourth
aspect, all developments are combined in a holistic optimization approach for jacket substructures,
which, using gradient-based methods, yields promising results, exemplarily shown for the NREL
5MW reference turbine.

Keywords:
jacket substructures, offshore wind energy, optimization, structural optimization, nonlinear program-
ming
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1 Introduction

1.1 Motivation

Both the narrowness of fossil energy sources and the problematic nature of technical combustion have
led to a substantial role of renewable energy sources. In 2017, the global renewable power capacity
(not including hydropower) leaped the hurdle of 1TW distinctly, attaining a value of 1.081TW. This
is an increase of 17% compared to 2016, where the installed global power added up to 0.922TW.
Approximately one half of the world-wide renewable power capacity is provided by wind power with
a capacity of 0.539TW, which is mainly produced by onshore wind farms to date (Renewable Energy
Policy Network for the 21st Century 2018). Onshore wind turbines are technically more mature
and less expensive than offshore wind turbines. However, offshore wind energy promises substantial
advantages, mainly for the following two reasons:

1. Environmental conditions. The meteorological conditions off shore are beneficial in terms of
a generally higher wind speed level. In addition, the inflow is not disturbed by the surrounding
landscape or above-ground structures (when disregarding the influence of adjacent turbines in
wind farms).

2. Acceptance. While onshore turbines are often considered as harmful impact on nature and
humans, offshore wind energy benefits from a much higher acceptance.

To achieve an increased market share of offshore wind energy, the levelized costs of energy have to
be diminished. The costs for offshore wind energy are indeed supposed to be decreasing. Germany’s
Federal Network Agency selected three out of four projects at zero-subsidy level in a recent wind farm
tendering round in April 2017 (Kreiss et al. 2017). While a profitable production without subsidies
is not possible right now, this can be seen as a bet on profitability of offshore wind energy in the
near future by investors. To make this vision come true, cost reduction of wind turbine structures
is highly desirable. One of the cost-driving parts of an offshore wind turbine is the substructure,
which bridges the gap between sea bed and tower foot. According to BVGassociates (2013) or
The Crown Estate (2012), the substructure causes about 20% of the entire capital expenditures.
Among all substructures that have been installed yet, the monopile – a large steel tube acting both as
foundation and substructure – is by far the most common type due to financial aspects and established
manufacturing and logistic procedures. For instance, 97% of all European offshore wind turbines in
2015 were installed on monopiles (Ho et al. 2016). In 2016, this value decreased to 88% (Ho and
Mbistrova 2017), which is still a very high portion. However, other substructures than the monopile
are also considered as reasonable options considering turbines with high rated power. This becomes
apparent in the decreasing share of installations. While 75% among the world-wide operating turbines
in 2015 were installed on monopiles, this share was only 66% for turbines announced to be built
between 2015 and 2020, as reported in 2015 (Smith et al. 2015). Among all substructures, the jacket
– a welded truss-like tower with multiple legs and stiffened by diagonal and horizontal bracings, known
from the oil and gas industry – has reached the second highest market share and is supposed to be an
alternative to monopiles when facing turbines with high rated power or installations in deeper waters
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(BVGassociates 2012). The exact limits of rated power or water depth, where this substructure type
becomes competitive, depend on many hard and soft factors. Regarding recent installations, there is
still a trend to monopile installations, even for turbines with 8MW rating. However, several projects
and studies show that jackets may be competitive, e.g.:

- Six of twelve turbines with a rated power of 5MW in the first German offshore wind farm alpha
ventus (Haake et al. 2009; Rolfes et al. 2013) with a water depth of about 30m were installed
on jackets (Seidel 2010), see Figure 1.1.

- Nordsee Ost, Thornton Bank (phase 2 and 3), and Ormonde are offshore wind farms in the
North Sea with jacket substructures for turbines with ratings between 5 and 6.2MW in water
depths between 12 and 26m (Oh et al. 2018).

- The wind farm Borkum Riffgrund 2 contains 36 monopile and 20 three-legged jacket substruc-
tures with suction bucket foundation for turbines with 8MW rating (4C Offshore 2018).

- A comparison study for U.S. waters in the Golf of Mexico revealed that jackets for turbines with
5MW are more favorable than monopiles for waters deeper than 40m (Damiani et al. 2016).

- The Block Island wind farm, the first one in the United States, consists of five 6MW turbines
installed on jackets (Walters 2016).

According to these examples, it can be stated that jacket substructure may be a reasonable option
for the 5MW and higher turbine classes to be installed in intermediate water depths.

Compared to the monopile, the jacket is lighter and transfers the loads to multiple foundation points,
e.g. primarily axially-loaded piles. But although the jacket may be, under certain constraints, ad-
vantageous from a technical point of view, it is for multiple reasons still more expensive than the
established monopile. This is why its market penetration is quite low at the time being. Neverthe-
less, innovative design methods may lead to a technological breakthrough (van Kuik et al. 2016). The
jacket requires a complex design procedure (Seidel 2007). This enables many variants of topology and
tube sizing, containing unexploited optimization potential that can lead to a reduction of levelized
costs of energy.

Regarding state-of-the-art jackets, for instance from the research projects UpWind (Vemula et al.
2010) or INNWIND.EU (von Borstel 2013), thousands of time-domain simulations are performed
to account for the effect of varying environmental conditions, mainly on fatigue limit state design
load cases according to IEC 61400-3 (International Electrotechnical Commision 2009). The main
obstacle in the jacket design process is the high numerical demand for (fatigue and ultimate limit
state) structural code checks. For this reason, state-of-the-art design methods commonly get along
with a few design iterations, eventually resulting in nonoptimal design solutions. In this sense, an
optimization method for an efficient design of jackets for offshore wind turbines is highly desirable in
order to obtain cheaper, cost-competitive structures. This thesis describes a novel approach to reach
this goal.
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Figure 1.1: Three REpower 5M offshore turbines with jacket substructures in the offshore wind farm
alpha ventus, research platform FINO1 in the foreground (Rademacher 2012).

1.2 State of the art

1.2.1 Standards and guidelines for the design of offshore wind turbine support
structures

General wind turbine requirements are imposed by the international standard IEC-61400, published
in multiple parts by the International Electrical Commission. In IEC 61400-1 (International Elec-
trotechnical Commision 2010), general design requirements are formulated. The basis for the design of
offshore wind turbines is IEC 61400-3 (International Electrotechnical Commision 2009). Requirements
on steel constructions are stated by national standards, for example DIN EN 1993 (Deutsches Institut
für Normung 2010) in Germany. Furthermore, multiple guidelines and recommended practices exist
from various institutions, which have proven to be extremely useful for the design and dimensioning
process of offshore structures. The American Petroleum Institute (2002) published a general guideline
for the planning, design, and construction of offshore platforms, which is, in particular, helpful for
the dimensioning of pile foundations. The American Bureau of Shipping (2010) provides guidance
for fatigue design. Moreover, important notes to the design of offshore steel structures are more-
over furnished by the Norwegian petroleum industry, assembled in the standards NORSOK N-001
(NORSOK 2004b) and N-004 (NORSOK 2004a). All these documents have in common that they
apply generally to all offshore platforms or support structures, but are widely used for the design
of offshore structures for wind turbines. In addition, some documents provided by DNV GL are of
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considerable importance for the practical design of support structures for offshore wind turbines. The
standard ST-0126 (DNV GL AS 2016b) contains general design notes, merging the offshore stan-
dard OS-J101 (Det Norske Veritas AS 2014) and the certification guideline by Germanischer Lloyd
(2012). The recommended practices RP-C202 (Det Norske Veritas AS 2013) and RP-C203 (DNV
GL AS 2016a) contain empirical approaches for the calculation of shells and the lifetime of welded
connections, respectively. The above-mentioned rules and regulations primarily address the topics of
fatigue and ultimate limit state, which are important for the design of offshore structures. In partic-
ular, the check for safety against fatigue failure requires a detailed numerical assessment, considering
many environmental and operating states of the turbine (Kleineidam 2005; Sutherland 1999). The
common procedure for fatigue assessment incorporates simulations of multiple design load cases in
time domain to cover the effect of varying environmental conditions at the wind farm location, the
application of stress concentration factors to account for the geometry and the scale of tubular joints
(see Efthymiou 1988), a rainflow counting (Rychlik 1987) of stress signals, and the evaluation of S-N
curves. The variability in the loads acting on the wind turbine both in fatigue and ultimate limit state
leads, however, to uncertainty in simulation responses and therefore to significant errors (Zwick and
Muskulus 2015). To reduce this uncertainty, many time-domain simulations have to be performed,
which is related to high numerical expenses. In the design process of support structures for offshore
wind turbines, this is a significant obstacle, as it limits the number of total design iterations, given
that the numerical capacity for every structural design is predetermined.

1.2.2 Numerical simulation of offshore wind turbines

The numerical representation of a wind turbine involves various physical phenomena from different
disciplines: structural, aero- and hydrodynamics (in the offshore case) as well as interactions of control
and electrical systems with the structure are the essential impacts that need to be considered. There
are indeed many approaches to modeling wind turbines, ranging from very simple to very complex
ones. In this thesis, the focus is, however, on medium-fidelity engineering models. This means that
the models to be used incorporate, if possible, physical-based assumptions and deploy, if necessary,
simplifications to guarantee an adequate numerical efficiency. In other words, with the objective of
simulation-based optimization, approaches with a high ratio of accuracy to numerical performance
are desirable.

Multi-physical wind turbine simulation codes

Initially, strongly simplified models or frequency-domain analyses were often used to estimate the
dynamic behavior of wind turbines (Quarton 1998). Examples originate, for example, from Kühn
(1999), proposing analyses in the frequency domain for early development stages, or Meyer (2002),
modeling the structural dynamics of the entire turbine with just a few generalized coordinates. Since
the certification of plants requires the calculation of specified transient load cases, multiple time-
domain simulation codes have been developed over the years (Passon and Kühn 2005) and reported
in literature. Examples for established software packages are the proprietary codes Bladed from DNV
GL, which can be called industrial standard, FLEX5, HAWC2, and FEDEM WindPower. These
simulation codes are commonly based on a multi-body system formulation of the entire turbine with
about 10 to 100 degrees of freedom, which can be considered as medium fidelity in the field of multi-
physical wind turbine simulation codes. There are also open-source codes. The most popular one is
FAST (National Wind Technology Center Information Portal 2016, 2018), which has been developed
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by the National Renewable Energy Laboratory (NREL) and was extended to a modular framework
(Jonkman 2013). The FAST model of the turbine including rotor blades, rotor-nacelle assembly,
tower, and platform is based on a multi-body system formulation with about 20 degrees of freedom
(depending on the turbine configuration and the desired level of accuracy) and on the so-called blade-
element/momentum theory (Sørensen 2016) to determine the aerodynamic loading on the blades,
which can be considered as a numerically efficient medium-fidelity method for this purpose. As the
source code of FAST is accessible for no charge without any restrictions, many research studies are
based on this framework. Examples are shown by Mohammadi et al. (2018), who analyzed tower
shadow and yaw error impacts on the electrical system of the turbine, Pahn et al. (2017), using the
code for inverse load calculation, or Tong et al. (2018), designing a tuned mass damper for floating
wind turbines1. On the basis of good accessibility and code-to-code verifications within projects of the
International Energy Agency, namely the Offshore Code Comparison Collaboration (OC3, Jonkman
and Musial 2010; Passon et al. 2007) and the Offshore Code Comparison Collaboration, Continuation
(OC4, Popko et al. 2014a) projects, it has matured into a serious alternative to proprietary codes.
Recently, there is also an initiative to validate simulated to physical responses from measurements
within the Offshore Code Comparison Collaboration, Continued, with Correlation (OC5) project. In
a first phase, the focus was on hydrodynamic loads (Robertson et al. 2015, 2016). In a second phase,
global loads on a semisubmersible wind turbine were validated using measurement data (Robertson
et al. 2017). Further results are announced for the near future.

In the recent past, also a demand for codes being capable of simulating the response of geometrically
nonlinear structures of wind turbines, mainly rotor blades, has emerged. This requirement arose from
the trend towards turbines with very high rated power, where very slender rotor blades feature sig-
nificant nonlinear behavior due to hardening or stiffening effects by large deformations and rotations,
bending-twisting coupling, etc. At some point, it became apparent that linear codes were not suitable
to predict responses of these structures accurately. For instance, FAST was enhanced with a module
to consider the nonlinear structural behavior of rotor blades by nonlinear, geometrically exact beam
elements (Wang et al. 2017). In HAWC2, this is modeled by a linear anisotropic beam element (Kim
et al. 2013). The codes were compared in ad-hoc benchmarks and it turned out that both are suitable
to model the complex response of large rotor blades (Pavese et al. 2015). There are also simulation
codes focusing on the nonlinear dynamics of structures, not developed for certification purposes in
the first instance, but gaining further insight into structural dynamics, like DeSiO (Gebhardt et al.
2018). It can be assumed that all these efforts will lead to a further improvement of wind turbine
design in the mid-term.

Numerical representation of offshore substructures

The simulation of substructures involves the representation of the structure itself, the foundation,
and the loading.

There are mainly two approaches to simulate the response of substructures for offshore wind turbines.
In the first one, it is assumed that interaction effects between substructure and surrounding structures
are weak. It is called decoupled approach, when the substructure properties are not considered, and
sequentially coupled approach, when the substructure properties are considered to some extent in
the time-domain simulations, for instance, by lumped mass and stiffness matrices. The reaction force
between tower and substructure is considered as external load on the substructure, which is commonly

1This is deliberately far off from a complete listing and only shown to illustrate the high variety of applications based
on the simulation code FAST.
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modeled in high detail. Decoupled or sequentially coupled approaches are state of the art for the
design of substructures in industrial applications (Seidel et al. 2005) and allow for relatively accurate
predictions of structural responses in many load cases (Chen Ong et al. 2017). The second one, called
coupled approach, goes along with the assumption that the interaction between substructure and
turbine is nonnegligible, requiring the structural model of the substructure to be integrated into the
one of the entire turbine. This approach is more accurate, but is also connected to higher requirements
on numerical capacities.

The actual simulation method is mainly governed by the type of the substructure. While monopile
substructures are often modeled as extension of the tubular tower in simulation codes for offshore wind
turbines, the modeling of multi-member substructures like, for instance, tripods or jackets, is generally
more complicated. Commonly, finite-element models are deployed for this purpose. Depending on the
requirements of fidelity, these models may be discretized by beam, shell, or solid elements, where the
latter represents the highest potential concerning accuracy, but also the highest demand of numerical
capacity, and vice versa. However, the most applications reported in literature utilize linear Bernoulli
and Timoshenko beam element discretizations (see Kaufer et al. 2010), as this is considered as the
best compromise between accuracy and numerical efficiency for most applications. There are also
proposals to account for the stiffness of tubular joints by superelements (Dubois et al. 2013; Popko
et al. 2016). As the stiffness properties strictly depend on the exact geometry of the joint, which is
indeed unknown for most applications, these approaches are often disregarded.

The foundation model is often combined with the substructure model. One reason is that this is
commonly easier than exchanging information at the transition between substructure and foundation.
The simplest way of foundation modeling is to assume that the substructure is clamped to the ground
at the lowermost leg elements. In this case, there is no soil-structure interaction. While this had been a
common approach in simulation codes for many years, the demand for incorporating the soil-structure
interaction emerged. Zaaijer (2006) described common approaches to the modeling of foundations for
offshore wind turbines. A simple approach for this purpose is the apparent fixity length approach,
where the substructure is extended to a fictive depth below ground to account for the foundation
stiffness (Barltrop et al. 1991). More accurate but yet simple approaches assume discrete uncoupled or
coupled springs at the transition between substructure and ground, where stiffness matrices represent
the soil resistance. More complex approaches consider a model of the entire foundation. In case of
a pile foundation and with sufficient numerical capacity, it is straightforward to use a finite-element
beam model of the pile. The soil-structure interaction is commonly considered by p-y and T -z curves,
an approach from the petroleum industry, where discrete stiffnesses – mimicking the soil resistance
– in horizontal and vertical directions are distributed along the pile in fixed distances. For the
design of monopile and jacket substructures, this procedure can be considered as state of the art.
There are several proposals for the calculation of stiffness values presented in literature. The most
common one was introduced by the API (American Petroleum Institute 2002), which was modified
by Kallehave et al. (2012). However, for time-domain simulations of offshore wind turbines, the
numerical representation of piles with many degrees of freedom may be related to a too high demand
of numerical capacity, as the corresponding improvement in accuracy is considerable, but not vital.
Therefore, also the coupled and uncoupled spring approaches are still prevalent.

The wave loading on substructures, which may have significant impact both on fatigue and extreme
loads, is commonly calculated by the strip theory using Morison’s equation (Morison et al. 1950). This
equation comprises two components, accounting for drag and inertia forces on the flow-surrounded
body, which can be adapted to measurements by empirical coefficients. While this theory is well
established and appropriate for offshore structures comprising slender tubes, it may be inaccurate for
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nonslender structures, because it is only valid for nondiffractive flows, where the flow acceleration is
uniform at the location of the body, and does not allow for the consideration of radiation damping,
which is the main energy-extracting effect in flows (Sarpkaya 2010). For nonslender structures, more
accurate although numerically more expensive methods are required to obtain adequate results. Typ-
ically, the potential flow theory is deployed in this case. Wave kinematics are often derived by the
linear airy theory, which is also applicable for irregular waves (Jonkman 2007).

Beam models of substructures with few nodes like monopiles usually do not incorporate many degrees
of freedom and are hence computationally inexpensive. However, it may cause significant computa-
tional expenses when simulating the response of jackets and motivates using reduction methods. In
the simplest case, a static reduction method according to Guyan (1965) can be applied for this pur-
pose. However, this is often not accurate enough. State of the art is a component mode synthesis,
based on a Ritz transformation with constraint and fixed-interface normal modes2, as proposed by
Craig Jr. and Bampton (1968). Song et al. (2012) described the representation of jackets in FAST
based on a discretization of the structure with linear beam elements and a subsequent reduction of
system matrices. Thereby, it is possible to represent jacket substructures adequately with approx-
imately ten generalized coordinates (Damiani et al. 2013). Moreover, it is possible to incorporate
external loads into this reduction scheme. It has to be stated that a component mode synthesis goes
along with limiting the structural response to a upper boundary in the frequency domain, which may
lead to a nonconsideration of local modes. Local modes are modes, where single bracings oscillate in
in-plane or out-of-plane bending motions3. Böker (2010), Schaumann et al. (2011), and Popko et al.
(2014b) showed that these may impact the structural response significantly. Therefore, prior to each
numerical study, it has to be evaluated, whether the omission of local modes is valid or not.

Reference wind turbines and offshore substructures

For a long time, it had been a big issue in the field of offshore wind research that turbine data and
parameters were not freely accessible or that research results were not published due to nondisclosure
agreements. To address these issues, reference turbines were designed to ease research on wind
turbines. Jonkman et al. (2009) defined a test turbine with 5MW rated power, based on the designs
of the DOWEC 6MW (Kooijman et al. 2003) and REpower 5M 5MW (REpower Systems AG 2004)
turbines. At the time being, the NREL 5MW reference turbine is still the undisputed standard in
this field due to excellent availability and documentation. Numerous studies presented in literature
are based on this reference turbine. In addition, various reference substructures for the NREL 5MW
turbine emerged from the OC3 and OC4 projects for code-to-code verification purposes: In OC3, a
monopile, shown in Figure 1.2(a), and a tripod structure were defined for 20 and 45m water depths,
respectively. In the OC4 project, a jacket substructure (OC4 jacket), shown in Figure 1.2(b), for a
water depth of 50m was derived from a reference jacket that was initially defined in the research
project UpWind (Vemula et al. 2010). Reference load cases and sensor positions were elaborated,
too (Vorpahl and Popko 2013). For the sake of numerical efficiency, the OC4 jacket lacks details of
tubular joints and tube dimensions are constant from bay to bay (Vorpahl et al. 2011).

To address the arising issue that the rated power of installed turbines is increasing, reference turbines
with higher rated power have been demanded and proposed in the recent past. In particular, the

2The Guyan reduction is a special case of the reduction method by Craig and Bampton, where only constraint modes
are considered.

3The natural frequencies of other than in-plane or out-of-plane bending modes are of high frequency and therefore not
considered as relevant for the structural response.
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(a) OC3 monopile (b) OC4 jacket

Figure 1.2: Topology of bottom-fixed reference substructures from the OC3 and the OC4 projects.
Both structures are displayed in the same scale. The foundations are not shown. The
ground layer is illustrated by , the mean sea level and transition piece layers by
and , respectively. The mean sea level layer is at constant height for both subfigures.

so-called DTU 10MW turbine with 10MW rating (Bak et al. 2012, 2013; Zahle et al. 2013) was
proposed, which was supposed to supersede the 5MW reference turbine from NREL, but has not
been widely used yet. In the same research project, a reference jacket for the DTU 10MW turbine
and 50m water depth was developed (von Borstel 2013). The initial design lacked sufficient fatigue
damage resistance, featuring a computed lifetime of only four years. This issue was addressed in an
improved design approach (Stolpe et al. 2016), which incorporated many innovations on component
level. At the end of the research project INNWIND.EU, also the design of a conceptual 20MW turbine
was developed (Chaviaropoulos et al. 2017), which has already passed a preliminary aero-structural
optimization of the rotor (Sartori et al. 2018). There is also a design solution for a support structure
(Pontow et al. 2017), published at the same time.

Design bases

To obtain loads for structural designs of wind turbines, environmental data is required, which is
often related to a specific wind farm location. This data is often assembled in so-called design bases.
In the research project UpWind, a design basis showing data for two offshore sites in the Dutch
North Sea was developed (Fischer et al. 2010), which was used both for the structural designs of the
UpWind and the INNWIND.EU reference jackets. The document provides data of wind and wave
states and considers directionality of some parameters describing models of environmental conditions.
As there had been no better alternative for a longer time, the UpWind design basis became a kind of
standard for all kinds of studies on offshore wind energy that required knowledge about environmental
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conditions to some extent. However, there are limitations to be mentioned. The data of both sites
actually originates from two shallow locations with water depths from about 20 to 25m. To obtain
data for intermediate water depths, the normal sea states at the second site (“K13”) were assumed
to be valid for 50m water depth, too. Extreme sea states were obtained from an external database
(ARGOSS) using oceanic modeling and satellite data. In addition, the UpWind design basis provides
mainly scatter diagrams. More detailed climate data is available from the research platforms FINO1,
FINO2, and FINO3 (Bachmann and Barton 2008). While FINO2 is located in the Baltic Sea, FINO1
(built in 2003) and FINO3 (built in 2009) are located in the North Sea and furnish – compared
to the UpWind design basis – more comprehensive metocean data. There are several examples for
research studies basing on data of these research platforms (see for instance Muñoz-Esparza et al.
2012; Schaumann and Böker 2007). The entire data basis of the FINO platforms was evaluated by
Hübler et al. (2017), providing probability density functions of environmental state parameters, which
may be the input for studies on offshore wind turbines.

1.2.3 Design and optimization approaches for wind turbine support structures

In the very most cases, wind turbines are subjects of investments. For this reason, the structural
optimization of wind turbine support structures is almost as old as the technical use of wind energy
itself. From an economical perspective, this optimization problem can be seen as a minimization of
expenditures, respecting design constraints (Arora 2012). Often, it is stated in the following or a
similar mathematical form, which is called the standard formulation according to Haftka and Gürdal
(1992):

min f(~x),
such that gj(~x) = 0, j = 1 . . . J ,

and hk(~x) ≤ 0, k = 1 . . .K,
(1.1)

where ~x is a vector of the design variables. f(~x) is the objective function representing the costs of
the structure or a related measure. gj(~x) and hk(~x) are the jth and kth equality and inequality
constraints, respectively, that need to be satisfied by the optimal structural design. Although this
formulation is quite abstract, it is a good starting point to characterize optimization approaches for
wind turbine support structures. For instance, when imagining the structural optimization problem
of a tubular wind turbine tower, the design variables may be geometrical properties on different
heights and the mass has to be minimized under the constraint that the displacement under a certain
design load must be limited. Even for this simple case, it becomes apparent that it has generally to
be dealt with nonlinear inequality constraints. Therefore, the problem stated in equation 1.1 is in
most approaches that will be presented in the following a nonlinear program. Another characterizing
property of all approaches is, how the problem is solved, i.e., the solution process. There are mainly
two families of optimization methods used for practical structural optimization of wind turbine sup-
port structures. The first one contains gradient-based methods. These methods usually guarantee
local convergence with high numerical performance, in particular, when sensitivities of objectives and
constraints are known. Excellent references in this field are the works of Gill et al. (1981), Fletcher
(1987), and Nocedal and Wright (2006), where the latter incorporates all relevant gradient-based
implementations being used in current optimization frameworks. The second ones are metaheuristic
methods, a family of methods based on processes inspired by nature. In the field of metaheuristic
optimization, the most widely used methods are genetic algorithms (Goldberg 1989) and particle
swarm optimization (Kennedy and Eberhart 1995; Shi and Eberhart 1998). While these methods
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need, compared to gradient-based ones, significantly more iterations to converge, they offer in many
cases global convergence properties. This is the reason, why these methods are often deployed for
nonconvex optimization problems, where a local minimum is not necessarily a global one.

Concerning wind turbine support structures, there is an extensive survey on the application of struc-
tural optimization approaches, elaborated by Muskulus and Schafhirt (2014), who divided the meth-
ods presented in literature into static, frequency-domain, and time-domain approaches. As this clas-
sification is meaningful from the author’s point of view, it is adopted for the presentation of the state
of the art given below.

Static approaches

Static approaches to structural optimization in wind energy technology are based on statical struc-
tural representations, often using detailed finite-element models, and have primarily been applied
to tubular towers so far. Negm and Maalawi (2000) modeled tower structures with beam elements
and discuss simple problem formulations for optimization problems of towers for wind turbines with
100 kW rating. Different problem formulations are compared, all incorporating a load case with con-
stant extreme wind and constraints on maximum strength and deflection. The authors conclude that
a weighted sum of natural frequencies is the most representative objective function with respect to
major design goals. Another very early approach to wind turbine substructure optimization, yielding
principle dimensions of support structures, originates from Zaaijer (2001). This work contains basic
features of modern optimization approaches like considering fatigue loads in a simple way and a rela-
tively comprehensive cost model. Furthermore, the results are in good agreement with real structures
that were installed. Bazeos et al. (2002) considered a prototype steel tower for a 450 kW wind turbine
using a finite-element model discretized by shell elements, where static, stability, and seismic analyses
were carried out. Lavassas et al. (2003) used a similar concept, but expanded the number of load cases
and made detailed considerations of mechanical stress distribution in the foundation. In addition,
a damage equivalent load procedure was applied to compute fatigue damages. A reliability-based
optimization approach was reported by Sørensen and Tarp-Joansen (2005), using simplified models
to compute failure modes. This work is not meant as a structural design optimization approach, but
provides optimization models for inspection and maintenance planning of offshore wind turbines. The
results of this work contain optimal reliability levels for the different failure modes. A method for the
cost minimization of ring-stiffened cylindrical shells, proposed by Farkas and Jármai (1997), was used
by Uys et al. (2007) to minimize the costs of a steel tower. An interesting aspect of this paper is that a
cost function incorporating manufacturing costs (based on industrial data) was used. Gencturk et al.
(2012) developed an approach to the optimization of latticed support structures for wind turbines
with static loads, also considering geometrical nonlinearities in the finite-element analysis and eigen-
frequency constraints, according to the model of Kang et al. (2001). Two main specialties are present
in this study: First, the objective function includes the portions of manufacturing and foundation
material costs. Second, a metaheuristic taboo search algorithm (Glover 1986) is used to obtain the
optimal solution. A static approach to the design of latticed support structures was presented by
Long et al. (2011), based on the NREL 5MW reference turbine. While only static and buckling
extreme load checks are performed in this work, the approach allows for topological design changes.
Perelmuter and Yurchenko (2012) presented a parametric approach to tower optimization for onshore
wind turbines, both based on very simple analytical inflow and structure calculations. Damiani and
Song (2013) proposed a jacket sizing tool for systems engineering, which allows for the determination
of basic topology and dimensions, also based on optimization. This tool is the first one presented in



1 Introduction 11

literature enabling holistic design of the entire support structure (Damiani 2016). For instance, it
was utilized for a realistic techno-economic study on jackets for U.S. waters (Damiani et al. 2017),
which features application-oriented results in terms of a contrasting juxtaposition between jackets
and monopiles.

Frequency-domain approaches

In frequency-domain approaches, time series of loads are reduced to spectra to simplify numerical
effort, which allows for considering fatigue damages by damage equivalent loads. This is particularly
common when using decoupled simulation methods. Often, these approaches do not or just in a
simplified way (if combined with other techniques) take the extreme load behavior into account, i.e.,
they are often coupled to static ones to compute extreme loads. Kühn (2001) discussed an optimization
approach, where wind and wave loads are superposed in the frequency domain to compute fatigue
damages and perform a design optimization of offshore wind turbines. A very detailed approach was
proposed in the thesis of van der Tempel (2006). A focus of this work is on the applicability to
practical problems. As a conclusion of this work, the main issue is that the entire fatigue estimation
relies strongly on the damping of the turbine, both structurally and aerodynamically. Consequently, it
turns out that appropriate results require a relatively exact predetermination of damping parameters.
Thiry et al. (2011) presented a monopile optimization framework, relying on a simple structural model
and making use of transfer functions to determine fatigue damages in the frequency domain. Also,
modal and extreme load constraints are considered. The problem is solved by a metaheuristic genetic
algorithm. Long and Moe (2012) applied a frequency-domain fatigue estimation method reported
by Dirlik (1985) to determine fatigue loads for jacket substructures. As a novelty, three- and four-
legged structures are considered in this work. The results show that three-legged jackets may be
a promising, cheaper alternative to four-legged ones. Spectral approaches were also used to design
floating structures. Although it is not particularly in the scope of this thesis, some ideas may be
transferable to the design of bottom-fixed structures as well. Brommundt et al. (2012) proposed
a spectral method to optimize the mooring system of a floating structure, where a spectral model
was used to predict structural responses of a semi-submersible support structure. This work shows
again that the estimation of damping parameters is crucial to obtain reliable results with frequency-
domain methods. The authors proposed to utilize time-domain simulations for verification purposes.
Michailides and Angelides (2012) considered a multi-objective problem formulation based on a genetic
algorithm and a global criterion method. A similar work was presented by Hall et al. (2013), who
proposed using a multi-objective formulation and a genetic algorithm to design floating structures,
also in terms of topology.

Time-domain approaches

Time-domain approaches offer the possibility to carry out a very detailed design assessment, which is
close to the requirements of design standards and structural code checks. However, this is commonly
related to high computing times. That is why the methods discussed in the following have mainly
emerged in the current decade. One of the first approaches of this kind was reported by Yoshida (2006)
for the dimensioning of a steel tower of an onshore turbine in the 2MW class, based on a genetic
algorithm and the simulation code Bladed to perform structural code checks. Maki et al. (2012)
discussed the design of a wind turbine on system level. Although the focus is on the design of the
rotor and the support structure is addressed only incidentally, it features some interesting ideas like
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comprehensive cost functions and the utilization of meta-models. An alternative to empirical scaling
laws is the simulation-based optimization methodology presented in the thesis of Ashuri (2012),
providing forecasts for the design of very large offshore wind turbines, involving all components.
The key idea of this study is to perform scaling not by empirical laws, but by optimization. The
results are fairly comprehensive and answer questions concerning development of beyond-state-of-
the-art turbines. However, the focus is not on the support structure or substructure. This was
further elaborated by Haghi et al. (2012), designing a monopile for an offshore wind turbine with
3.6MW. The mass of the entire support structure is decreased by about 12%, compared to the
initial design. Interestingly, this involves a mass increase of the tower, while the monopile and the
transition piece decrease in mass. An optimization framework based on FAST and being capable of
performing design optimization of onshore wind turbines was presented by Gutierrez et al. (2013).
Simulation-based optimization approaches focusing on jacket structures were introduced by Zwick
et al. (2012) for the first time by taking up the full-height lattice tower concept (Muskulus 2012),
where a gradient-based method was used to find a mass-optimal solution. The approach was further
elaborated by Molde et al. (2014). Retrospectively, the work of Zwick et al. was the starting point
of multiple studies, which all addressed simulation-based jacket optimization by a tube dimensioning
problem, where the structural topology was given4 and maintained. For instance, Chew et al. (2013,
2014) compared jacket substructures with three and four legs by an iterative approach. It turned
out that three-legged structures may be beneficial from an economical point of view. To obtain a
three-legged structure, the OC4 jacket was slightly modified in this study. Schafhirt et al. (2014)
employed a metaheuristic genetic algorithm for jacket optimization to ensure global convergence. In
order to address the problem of the significantly higher number of iterations compared to a gradient-
based method, a reanalysis technique was implemented, where information from generations that had
already been computed were reused. However, it becomes apparent by this study that, even when
deploying efficient improvements, metaheuristics are too slow for a simulation-based optimization
procedure, without simplifications of the problem statement. For this reason, most of the following
approaches presented in literature were focusing on numerical efficiency, mainly in terms of efficient
problem formulations. This was firstly addressed by Chew et al. (2015, 2016), who introduced the idea
of analytically calculated gradients in the field of jacket optimization, which circumvents the need of
finite differences in the computation of gradients and leads to faster convergence. The gradients were
calculated using the equations of motion of the decoupled structure, where aero- and servodynamic
impacts depicted external inputs. Furthermore, a sequential quadratic programming method was
applied to find the optimal solution. Finally, the authors concluded that the presented framework
was allowing for higher efficiency and accuracy compared to finite difference approaches. Schafhirt et
al. (2016) employed a method for simplified fatigue load assessment by Zwick and Muskulus (2016) in a
gradient-based approach, with the fundamental presumption that variations in single tube dimensions
do not impact the structural response of the turbine, allowing for much less evaluations of structural
code checks. Oest et al. (2016) presented a similar approach, applying analytically derived gradients
and a sequential linear programming method to this type of problem, resulting in an entire mass
reduction of around 40% of the OC4 jacket, which can be considered as a high value. Moreover,
some interesting techniques guaranteeing a global solution when using gradient-based methods were
deployed. A comparison of different time-domain simulation techniques – namely static, quasi-static,
and dynamic simulations – within gradient-based optimization was shown by Oest et al. (2018),
achieving even higher mass reductions of about 50% compared to the OC4 jacket. Sandal et al.
(2018) integrated the foundation design into the optimization problem. An example with the DTU
10MW reference turbine is discussed, where both piles and suction caissons are considered as possible

4In almost every case, the topology of the OC4 jacket was used.
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foundation types. An approach to jacket optimization with discrete design variables, accounting for
the practical problem of limited availability of tube size combinations, was presented by Stolpe and
Sandal (2018). Recently, also metaheuristic optimization approaches based on genetic algorithms
described by AlHamaydeh et al. (2015, 2017) and Kaveh and Sabeti (2017, 2018) were presented,
however, incorporating limited load assumptions without appropriate structural code checks. A design
optimization of a hybrid steel substructure by particle swarm optimization was reported by Chen et
al. (2016), but it is unclear, why the number of ultimate limit state load cases is quite high, while
there is only one fatigue load case considered in this work.

1.3 Challenges and research gaps

The previous section shows that a large number of jacket optimization approaches exists and this
topic is both meaningful and relevant for industrial and scientific applications. From the industrial
perspective, economical aspects are probably decisive, because jackets are still not cost-competitive
to monopiles. From the scientific point of view, however, there is an additional motivation, as the
topic is complex and involves certain research challenges. Muskulus and Schafhirt (2014) concluded
that there are six specific challenges in the design of wind turbine structures in general, namely:

- nonlinearities, exhibited by wind turbines in many ways,

- complex environment, due to highly varying environmental conditions, which is particularly
relevant for offshore wind turbines,

- fatigue as design driver, involving a large number of design load cases to be evaluated,

- specialized analysis software, accounting for the many different physical phenomena related
to wind turbines,

- tightly coupled and strongly interrelated systems, implying that the system wind turbine
cannot be considered as a sum of independent parts, physically and economically, and

- many design variables and constraints, which is particularly an issue in the design of jacket
substructures.

In the author’s opinion, this list precisely reflects the demands and challenges in this field and is
likewise valid for the design of jacket substructures. It follows that a holistic approach needs to
address all these challenges adequately to yield the best possible design. The state of the art shows that
indeed many approaches to jacket optimization considering these challenges do exist. They have led
to significant improvements of design methodologies, especially within the past five years. However,
all aforementioned works – discussed in the presentation of the state of the art – involve massive
simplifications, mainly for the sake of numerical efficiency. Figure 1.3 shows a general optimization
scheme for single-objective jacket optimization with nonlinear constraints. Every approach can be
transferred to this scheme. The existing research gaps can be directly related to the corresponding
topics:

- Optimization methods. The state of the art reveals that gradient-based optimization is fa-
vorable, when global convergence can be guaranteed, especially, when analytically calculated
gradients are available. Sequential quadratic programming or interior-point methods are con-
sidered as extremely accurate and efficient (Nocedal and Wright 2006) and have already been
deployed numerous times. In addition, some studies revealed that metaheuristic optimization
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Figure 1.3: Scheme of state-of-the-art approaches to time-domain jacket optimization with nonlinear
structural code check constraints.

methods are too slow to be considered as an alternative for this kind of problem. Therefore,
this factor does not offer much improvement potential.

- Jacket model. Many jacket optimization approaches consider the problem as a pure tube
sizing task, where the design variables are tube sizes and wall thicknesses of single tubes. For
this purpose, the structural topology is assumed to be fixed and usually adopted from reference
structures. An approach incorporating the entire jacket design is highly desirable.

- Cost function. In the optimization scheme, a cost model serves as an objective function.
The common cost modeling approach in approaches reported in literature is to consider the
substructure mass as objective function. This is, to some extent, meaningful in terms of tube
sizing, but disregards the real cost breakdown, which involves contributions like manufacturing,
transport, or installation costs.

- Structural code checks. Recent approaches already consider structural code checks as non-
linear constraints. However, this point offers opportunities to speed up the entire optimization
process, when the simulation-based evaluation of structural code checks is replaced by a faster
method, for instance, surrogate models.

- Time-domain simulations. In time-domain approaches, the computation time of one design
iteration is directly proportional to the simulation efficiency. This can be improved by more
efficient simulation codes, e.g. using reduced order modeling, or computation hardware.

- Design load sets. The number of design load cases per load set is the second factor, that is
related proportionally to the computation time per iteration. Therefore, the number of load
cases to be considered per structural code check iteration needs to and can be reduced to
accelerate jacket optimization.
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1.4 Objectives

The global aim of this work is the development of an holistic approach to jacket substructure opti-
mization with improvements in accuracy and efficiency compared to the state of the art. It intends to
provide a method that considers the jacket optimization problem from a multi-disciplinary perspective
with physical, technical, and economical constraints.

In this sense, four objectives are defined that – according to the research gaps in this field – present
the prospect of offering significant improvement potential:

1. Improvement of offshore wind turbine time-domain simulation codes

2. Load set reduction for the fatigue assessment of jacket substructures for offshore wind turbines

3. Accurate and numerically efficient formulation of the jacket optimization problem

4. Evaluation of optimal designs for offshore wind turbine jacket substructures

It is supposed that these objectives – when addressed appropriately – are crucial to reach a techno-
logical leap of jacket substructures.

1.5 Outline

This thesis addresses the aforementioned objectives in the respective chapters. Each comprises a
journal article, written by the author of this thesis as the main author.

Subsequent to this introduction chapter, chapter 2 describes an approach to incorporate the soil-
structure interaction into numerical simulations of offshore wind turbines in an efficient way. Among
many imaginable opportunities to improve time-domain wind turbine simulation codes, this is an
exemplary contribution to the improvement of offshore wind turbine simulation methodologies en-
abling fast simulations while improving the accuracy of the predicted system response. Moreover,
the approach is valid for all types of substructures. Chapter 3 presents a load set reduction study
for fatigue limit state of jacket substructures, which is essential for the optimization of jackets, as
the numerical costs of structural code checks for jackets depend highly on the number of design load
cases to be considered during the design process. The approach considers different types of reduction.
Chapter 4 proposes a jacket model, incorporating topology and tube dimensioning parameters, a
cost model, and surrogate models for structural code checks, allowing for quick evaluations of jacket
designs concerning fatigue and ultimate limit state. These models are the basis for an optimization
approach described in chapter 5, which deploys state-of-the-art gradient-based, nonlinear optimization
methods and compares optimal jacket designs with different topologies. The work is finalized with
a comprehensive conclusion (chapter 6), including a summary of all chapters, a list of innovations,
some concluding remarks, and ideas for work that may be performed in the future.
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2 Improvement of offshore wind turbine time domain
simulation codes

This research paper describes an approach for numerically efficient consideration of soil-structure
interaction in offshore wind turbine simulations and is published in Applied Ocean Research, Vol. 55,
2016, pp. 141–150 (DOI: 10.1016/j.apor.2015.12.001).
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with ADAMS. In fact, the NREL used BModes for this purpose.



Applied Ocean Research 55 (2016) 141–150

Contents lists available at ScienceDirect

Applied  Ocean  Research

journal homepage: www.elsevier.com/locate/apor

An  improved  two-step  soil-structure  interaction  modeling  method  for
dynamical  analyses  of  offshore  wind  turbines

Jan  Häfele ∗,  Clemens  Hübler,  Cristian  Guillermo  Gebhardt,  Raimund  Rolfes
Institute of Structural Analysis, Leibniz Universität Hannover, Appelstr. 9a, D-30167 Hannover, Germany

a  r  t  i  c  l  e  i  n  f  o

Article history:
Received 10 September 2015
Received in revised form 2 December 2015
Accepted 4 December 2015

Keywords:
Soil-structure interaction
Component-mode-synthesis
Offshore substructure
FAST

a  b  s  t  r  a  c  t

The  detailed  modeling  of  soil-structure  interaction  is  often  neglected  in  simulation  codes  for  offshore
wind  energy  converters.  This  has  several  causes:  On  the  one  hand,  soil  models  are  in general  sophis-
ticated  and have  many  degrees  of  freedom.  On  the other  hand,  for  very  stiff  foundations  the effect  of
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the whole  structure  is assumed  to  be clamped  at  the  seabed.  To improve  the  consideration  of soil-structure
interaction,  a  six-directional,  coupled,  linear  approach  is proposed,  which  contains  an  implementation
of  soil-structure  interaction  matrices  in the  system  matrices  of  the  whole  substructure.  The  aero-hydro-
servo-elastic  simulation  code  FAST  has  been  modified  for this  purpose.  Subsequently,  a  5  MW  offshore
wind  energy  converter  with  pile  foundation  is  regarded  in  two  examples.
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1. Introduction

According to standards and guidelines (e.g. [1]), the design and
certification process of offshore wind energy converters is based
on holistic time domain simulations. Therefore, the improvement
of simulation techniques is a significant factor in research. With
special regard to the foundation, several simulation codes with the
ability to represent the dynamic behavior of support structures
have been developed and verified in the last decade. Well-known
verification efforts are the so called “Offshore Code Comparison Col-
laboration” (OC3) [2] and “Offshore Code Comparison Collaboration
Continuation” (OC4) [3] projects. As there are diverging demands
on results, different representations of soil-structure interaction
are used nowadays: the spectrum of soil-structure interaction
models reaches from complex and non-linear finite element mod-
els to simplified p–y-curves. However, all representations have in
common that they add usually many degrees of freedom (DOFs) to
the system assembly of an offshore wind energy converter model
and time domain simulations are often performed with the struc-
ture assumed to be clamped at the seabed, which is in fact a massive
simplification.

Zaaijer [4] presents a simplified dynamical model for the foun-
dation of offshore wind turbines and considers the first two flexural
frequencies of the structure as indicators of the dynamic response
of the whole assembly. The author by means of a detailed anal-
ysis shows that the stiffness matrix at the mudline represents
the best solution for monopiles. Pinto and Prato [5] developed a

∗ Corresponding author. Tel.: +49 5117624208; fax: +49 5117622236.

symmetric formulation of the indirect boundary element method
for buried frames and show how the formulation could be extended
to account rotation of the piles due to combined loads acting on
the buried structure. Bienen and Cassidy [6] introduced a soft-
ware, which allows the analysis of fluid-structure-soil interactions
in three dimensions. The authors analyze an offshore structure
under combined loads and make the change of the response due
to the loading direction and stresses evident. Bhattacharya and
Adhikari [7] analyzed the dynamical behavior of wind turbines with
monopile foundations, with focus on the soil-structure interaction.
The authors validated a theoretical model against finite element
calculations as well as against experimental results for some inter-
esting cases and show that the frequencies of the complete system
are strongly related to the stiffness of the foundation. AlHamayde
and Hussain [8] performed the design optimization of multiple
onshore wind towers under consideration of the soil-structure
interaction. A detailed three-dimensional finite element model of
the tower-foundation-pile system was created and soil springs
were included in the model based on soil properties obtained from
geotechnical investigations. Finally, the natural frequency from the
model was verified against analytical and experimental values of
the tower manufacturer. Harte et al. [9] investigated the along-
wind forced vibration response of an onshore wind turbine. The
study includes the dynamic interaction effects between the founda-
tion and the underlying soil. The soil-structure interaction is shown
to affect the response of the wind turbine. This was examined in
terms of the turbine structural displacement, the base shear force,
and the bending moment in the tower and the foundation. Bisoi
und Haldar [10] conducted a comprehensive analysis of an offshore
wind turbine structure with monopile foundation. The system was

0141-1187/$ – see front matter © 2015 Elsevier Ltd. All rights reserved.
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modeled using a beam on nonlinear Winkler foundation model,
and the soil resistance was modeled using p–y- and T–z-curves.
The study proves that soil-monopile-tower interaction increases
the response of tower and monopile, and the soil nonlinearities
increase the system response at higher wind speeds. Damgaard
et al. [11] evaluated the formulation and quality of an efficient
numerical modeling for the surface foundation of offshore wind
turbines, in which the geometrical dissipation related to the wave
propagation was accounted. Finally, Damgaard et al. [12] developed
a modeling approach to allow the integration of the soil-structure
interaction into an aeroelastic software intended for offshore wind
turbines by means of the employment of semi-analytical solutions
in the frequency domain to include the impedance of the soil-pile
system for a given discrete number of frequencies.

This article presents the development of an improved two-step
soil-structure interaction modeling method for dynamical analyses
of offshore wind turbines, which is fully implemented in FAST. After
the definition of a desired operating point the method requires the
calculation of the matrices for the soil-structure interaction at first.
Secondly, the assembly of the system matrices and the reduction
for the substructure representation are performed. The work is par-
titioned in four further sections: in Section 2 the fundamentals
like Component-Mode-Synthesis in FAST, necessary modifications
to account soil-structure interaction, derivation of the interaction
matrices, and description of the method scheme are described. In
Section 3, some results obtained with the current approach are pre-
sented and analyzed. Section 4 discusses the benefits and limits of
the method. And lastly, in Section 5 some concluding remarks are
drawn.

2. Fundamentals

As most simulation codes are proprietary, FAST – developed by
the National Renewable Energy Laboratory and being open source
– has become a well-accommodated code in research. Hence, it
is an appropriate basis for the implementation of a new soil-
structure interaction approach. Depending on the requests of the
user, the structural model of a land-based wind energy converter
in FAST comprises up to 23 DOFs, including 9 for the rotor blades
(in case of a three-blade-rotor), 4 for rotor-teeter motion, drive-
train, generator and yaw rotation and 10 for tower bending and
platform movement. While this limited number of DOFs allows
adequate simulation times and qualifies FAST even for optimiza-
tion applications, the implementation of offshore substructures
in the model is challenging, because the dynamical behavior of
bottom-fixed multi-member steel structures is commonly com-
puted by FE-method using beam elements with hundreds of nodes
and often thousands degrees of freedom. Therefore, a reduction
method called Component-Mode-Synthesis has been implemented
in FAST, which is based on the work of Craig and Bampton [13]. This
reduction method allows an appropriate structural representation
with about 5–15 degrees of freedom [14], but in the native imple-
mentation it is assumed that there are at least six DOFs as boundary
conditions (so called reaction DOFs) to prevent the stiffness matrix
from getting singular [15]. Therefore, integrating a soil-structure
interaction in the fully assembled system requires an adjustment
of the theory.

2.1. Component-Mode-Synthesis of multi-member substructures
in FAST

The proposed procedure for the reduction of multi-member
substructures in FAST [15] is described as under. For further infor-
mation it is referred to [16].

It is presumed that the equations of motion have been derived
within a linear frame finite-element beam model and are on hand
in the general form:

M �̈u + C �̇u+ K�u = �F. (1)

In the above equation, M is the mass matrix, C the damping matrix,
K the stiffness matrix, �u the displacement vector along all degrees of
freedom and �F comprises of the corresponding external forces. Dots
represent derivatives with respect to time. In addition, the vector �u
is partitioned into the so called vectors of boundary displacements
�uR and interior displacements �uL in the following way:

�u =
(

�uR
�uL

)
. (2)

It is important to note that the rank of the stiffness matrix in Eq. (1)
is lower than its dimension, as no constraints are applied.

Substituting Eq. (2) in (1) yields:

(
MRR MRL

MLR MLL

) ( �̈uR
�̈uL

)
+
(

CRR CRL

CLR CLL

) ( �̇uR
�̇uL

)

+
(

KRR KRL

KLR KLL

)(
�uR
�uL

)
=
( �FR

�FL

)
. (3)

R and L as subscripts indicate the affiliation to the corresponding
DOFs. While �uL is the vector of all remaining interior degrees of
freedom, the vector �uR can be partitioned into the displacements
at the interface �uint and the displacements at the bottom of the
structure �ubase:

�uR =
(

�uint

�ubase

)
. (4)

To reduce the size of �uL , a Ritz transformation is applied and the
vector of m generalized interior coordinates �qm is obtained:

�uL = ��qm. (5)

As the boundaries are unaffected, the new vector of displacements
�u is

�u =
(

�uR
�qm

)
. (6)

Now, the essential supposition of the Component-Mode-Synthesis
is that the matrix � consists of constraint modes �R and fixed-
interface normal modes �L:

� =
(

I 0

�R �L

)
. (7)

where I is the identity matrix and 0 the zero matrix.
Regarding the homogenous, static case (excitation and all

derivatives zero) of the rigid body (�qm = �0)  and setting all bound-
ary DOFs to unit displacement, the matrix of constrained modes �R

can be calculated according to
(

KRR KRL

KLR KLL

)(
I 0

�R �L

)  ( �I
�0

)
=
( �0

�0

)
. (8)

It follows

�R = −K−1
LL KLR. (9)
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The matrix of fixed-interface normal modes �L comprises the first
m eigenvectors of the eigenvalue problem:

KLL�L = �2
LMLL�L. (10)

The Ritz transformation is performed in Eq. (1):

�TM� �̈u + �TC� �̇u+ �TK��u = �T �F. (11)

The following is obtained:
(

MBB MBm

MmB I

)( �̈uR
�̈qm

)
+
(

0 0

0 2��m

)( �̇uR
�̇qm

)

+
(

KBB 0

0 �2
m

) (
�uR
�qm

)
=
( �FR + �T

R
�FL

�T
m

�FL

)
(12)

with for example
(

I �T
R

0 �T
m

)(
MRR MRL

MLR MLL

)
� =

(
MRR + �T

RMLR MRL + �T
RMLL

�T
mMLR �T

mMLL

)

×
(

I 0

�R �m

)

=
(

MBB MBm

MmB I

)
(13)

Therefore, the following applies:

MBB = MRR + MRL�R + �T
RMLR + �T

RMLL�R, (14)

MmB = �T
mMLR + �T

mMLL�m, (15)

MBm = MT
mB, (16)

KBB = KRR + KRL�R. (17)

�m is the truncated subset of �L and �m the diagonal matrix of the
corresponding eigenvalues. � is the critical, viscous damping affect-
ing the fixed-interface normal modes (if scalar, modes are damped
proportionally to their corresponding eigen frequency).

The matrix �TK� is singular, because:

det(�TK�) = det

(
KBB 0

0 �2
m

)
= det(KBB)︸  ︷︷  ︸

=0

det(�2
m) = 0. (18)

One possibility to remove the singularity is to apply boundary con-
ditions. The structure is fixed at the bottom. Thus, Eq. (4) is slightly
adjusted:

�̄uR =
(

�uint

�0

)
. (19)

This is applied to Eq. (12), which yields:
(

M̄BB M̄Bm

M̄mB I

) ( �̈uint

�̈qm

)
+
(

0 0

0 2��m

)( �̇uint

�̇qm

)

+
(

K̄BB 0

0 �2
m

) (
�uint

�qm

)
=
(

�Fint + �̄
T
R
�FL

�T
m

�FL

)
. (20)

The bar denotes a matrix, where the rows and columns correspond-
ing to the base degrees of freedom have been discarded. In this form
the matrix K̄BB is not singular any more.

2.2. Modifications to consider soil-structure interaction

Now it is supposed that the substructure is not clamped at the
seabed, but connected to the soil by inertial and elastical coupling
terms. The soil-structure interaction is represented by n mass and
stiffness matrices Msoil,i and Ksoil,i, respectively. The number of mass
and stiffness matrices equals to the number of nodes, where the
structure is connected to the ground (base reaction joints). For
example, the soil-structure interaction of a monopile foundation is
represented by one set of mass and stiffness matrices (n = 1), a four-
legged jacket needs four sets (n = 4). Moreover, the matrices Ksoil,i
are assumed to be positive definite, and Msoil,i positive semidefi-
nite. The dimension of these matrices is 6 × 6, because each node of
the structure has six DOFs, three translational and three rotational.
There are no other restrictions.

Origin of the following considerations is again Eq. (3). Changes
are only made concerning the partition of the DOFs, in particular:

�u∗
R = �uint , (21)

�u∗
L =
(

�uI
�ubase

)
, (22)

with

�ubase =

⎛
⎜⎜⎝

ubase,1

...

ubase,6n

⎞
⎟⎟⎠ . (23)

A star denotes changes due to the implementation of soil-structure
interaction. The vector �uI comprises all other (interior) DOFs except
those at the base. The following is obtained from the new partition:

M∗
LL =

(
MI MI,base

Mbase,I Mbase

)
, (24)

K∗
LL =

(
KI KI,base

Kbase,I Kbase

)
. (25)

As the soil-structure interaction is of interest, the matrices Mbase
and Kbase contain the terms from the structural system assembly
Mbase,ij and Kbase,ij and the soil terms from the n mass and stiffness
matrices Msoil,i and Ksoil,i on the main diagonal:

Mbase =

⎛
⎜⎜⎜⎝

Mbase,11 + Msoil,1 · · · Mbase,1n

...
. . .

...

Mbase,n1 · · · Mbase,nn + Msoil,n

⎞
⎟⎟⎟⎠ , (26)

Kbase =

⎛
⎜⎜⎜⎝

Kbase,11 + Ksoil,1 · · · Kbase,1n

...
. . .

...

Kbase,n1 · · · Kbase,nn + Ksoil,n

⎞
⎟⎟⎟⎠ , (27)

and finally
(

M∗
RR M∗

RL

M∗
LR M∗

LL

) ( �̈u∗
R

�̈u∗
L

)
+
(

C∗
RR C∗

RL

C∗
LR C∗

LL

) ( �̇u∗
R

�̇u∗
L

)

+
(

K∗
RR K∗

RL

K∗
LR K∗

LL

) (
�u∗
R

�u∗
L

)
=
( �F∗

R

�F∗
L

)
. (28)
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The further procedure can be adapted from equations (5) to (10)
and results in:(

M∗
BB M∗

Bm

M∗
mB I

) ( �̈uint

�̈q∗
m

)
+
(

0 0

0 2��∗
m

)( �̇uint

�̇q∗
m

)

+
(

K∗
BB 0

0 �∗2
m

)(
�uint

�q∗
m

)
=
( �Fint + �∗T

R
�F∗
L

�∗T
m

�F∗
L

)
. (29)

The comparison to Eq. (20) shows that some terms can be carried
over from the fixed interface structure:

M∗
BB = M∗

RR + M∗
RL�

∗
R + �∗T

R M∗
LR + �∗T

R M∗
LL�

∗
R, (30)

M∗
mB = �∗T

m M∗
LR + �∗T

m M∗
LL�

∗
m, (31)

M∗
Bm = M∗T

mB, (32)

K∗
BB = K∗

RR + K∗
RL�

∗
R. (33)

2.3. Derivation of Soil-Structure Interaction System Matrices

The same properties (structural as well as soil) are presumed
for all piles in case of foundations with more than one pile, for
example jackets. However, the approach would allow the analysis
of different piles, too.

To determine the system matrices of soil-structure interaction
Msoil and Ksoil (the index i has been dropped due to the above men-
tioned presumption), the corresponding pile is modeled with linear
beam elements in ANSYS – of course another FE-solver would also
be applicable. It is assembled with spring elements in all spatial
coordinate directions along its length. The stiffnesses for the p–y-
and T–z-curves are computed according to API [17]. As the sys-
tem will be linearized in the next step, the operating point has
to be chosen. No ultimate limit state is regarded in the examples
load cases, hence a linearization in the neutral-deflection state is
selected. Afterwards, the whole dynamic system behavior is con-
densed in the pile head or the uppermost point, respectively. The
reduction method of Guyan [18] is utilized for this purpose. As the
p–y- and T–z-curves do not specify a torsional stiffness k , a sim-
ple approach according to Georgiadis and Saflekou [19] is used to
calculate the initial torsional stiffness. This yields the matrices for
the soil-structure interaction in the following form:

Msoil =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

mx 0 0 0 −mxϑ 0

0 my 0 myϕ 0 0

0 0 mz 0 0 0

0 myϕ 0 mϕ 0 0

−mxϑ 0 0 0 mϑ 0

0 0 0 0 0 m 

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (34)

Ksoil =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

kx 0 0 0 −kxϑ 0

0 ky 0 kyϕ 0 0

0 0 kz 0 0 0

0 kyϕ 0 kϕ 0 0

−kxϑ 0 0 0 kϑ 0

0 0 0 0 0 k 

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (35)

The coordinates x, y, and z are defined according to the com-
monly used coordinate system defined by Germanischer Lloyd [20].
The corresponding rotational DOFs around x, y, and z are ϕ, ϑ, and
 . The values of the parameters for each corresponding test case
are given in Table 1.

Table 1
Soil parameters for the different foundation types regarded in the examples.

mx [kg] my [kg] mz [kg] mϕ [kg m2]

OC3 monopile 5.81 × 104 5.81 × 104 9.84 × 104 7.34 × 105

OC4 jacket 1.25 × 104 1.25 × 104 3.22 × 104 5.59 × 104

mϑ [kg m2] m [kg m2] mxϑ [kg m]  myϕ [kg m]

OC3 monopile 7.34 × 105 2.79 × 106 1.50 × 105 1.50 × 105

OC4 jacket 5.59 × 104 1.38 × 105 2.14 × 104 2.14 × 104

kx [N m−1] ky [N m−1] kz [N m−1] kϕ [N m]

OC3 monopile 1.30 × 109 1.30 × 109 8.33 × 109 1.47 × 1011

OC4 jacket 3.56 × 108 3.56 × 108 2.91 × 109 1.20 × 1010

kϑ [N m] k [N m] kxϑ [N] kyϕ [N]

OC3 monopile 1.47 × 1011 1.63 × 1011 1.05 × 1010 1.05 × 1010

OC4 jacket 1.20 × 1010 2.45 × 1010 1.62 × 109 1.62 × 109

Define ope ratin g point

Derivat e mat rice s of
soil- structu re inte ractionSte p 1:

Assemble system matrices
and calculat e reduce d rep-
resen tatio n of sub structu re

Ste p 2:

Perform structu ral ana lysis

Fig. 1. Scheme of two-step-method for consideration of soil-structure interaction.

2.4. Method scheme

The proposed method requires a two-step pre-processing pro-
cedure according to Fig. 1: to assemble the system matrices, the
mass and stiffness matrices of soil-structure interaction have to
be evaluated at first. In other words, in contrast to most of the
approaches for consideration of soil-structure interaction in lit-
erature the operating point has to be determined beforehand.
This implies that the soil-structure interaction behavior has to
be evaluated multiply, too. Subsequently, for every load case the
appropriate soil matrices can be chosen.

3. Test examples

The new six-directional, linear approach for the implementa-
tion of soil-structure interaction that has been proposed is tested
for two  different configurations of the 5-MW NREL wind turbine
[21]. At first, the OC3 monopile [2] with a flexible foundation is ana-
lyzed. Secondly, the new approach is tested for the OC4 jacket [22].
All calculations are conducted with the FASTv8-code [23] which has
been recently verified [24] by the “National Renewable Energy Lab-
oratory” (NREL). The FASTv8-code differs from older FAST versions
by being totally modularized which makes it more flexible and
robust. Hereinafter, FASTv8 is always meant if FAST is used.1 The

1 The FAST version v8.10.00a-bjj is the basis for all calculations.
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Fig. 2. Power spectral densities from load case 5.3 for OC3-monopile of FAST ( ) and others ( ).

wind-fields are computed externally with TurbSim [25] whereas
the waves are calculated within FAST itself. As a new type of foun-
dation is implemented, the eigenmodes of the tower change. To
calculate the eigenmodes, the application BModes of the NREL [26]
is used together with a sixth degree best fit polynomial approach.

The verification is focused on the differences between rigid
foundations and the soil-structure interaction. To exclude the influ-
ences of the overall aero-hydro-servo-elastic simulation code FAST
and its implementation, the coupling of FAST and BModes has to
be tested primarily. Therefore, test cases with rigid foundation are
conducted firstly. These calculations assure that possible differ-
ences are results of the soil-structure interaction and not due to
slightly deviating input values, a different calculation method of
the tower eigenmodes and the wind field or the FAST code itself.

The best possibility of verifying aero-hydro-servo-elastic sim-
ulation codes are the offshore code-comparison tasks OC3 [2] and
OC4 [3]. Therefore, the results of FAST with rigid foundations are
compared with OC3 in case of the monopile and with OC4 for the
jacket. For both configurations one load case is chosen to show the
good accordance of the FAST results with different codes.

For the monopile OC3 load case 5.3 is selected. For this load case
all degrees of freedom are enabled. A turbulent wind-field with a
mean hub wind speed of Vhub = 18.0 m/s  and irregular waves with a
significant wave height Hs = 6 m and a peak-spectral period TP = 10 s
are applied. The corresponding OC4 load case 5.7 with a turbulent
wind-field with Vhub = 18.0 m/s  and irregular waves with a signif-
icant wave height Hs = 6 m and a peak-spectral period TP = 10 s is
used for the jacket tests. For detailed descriptions of the load cases
it is referred to Jonkman et al. [2] and Vorpahl and Popko [27].
Details on modeling parameters of FAST and differences between

the original load cases and the applied load cases like a lack of
wave-stretching were described by Barahona et al. [24].

Fig. 2(a)–(c) shows the power spectral densities for the genera-
tor power, the base overturning moment and the flapwise bending
moment at 50% of the span of blade one for the monopile in
load case 5.3. It has to be highlighted, that the overall agreement
between the different codes is very good and the FAST results
always follow the trend of the other codes.

The results for the jacket and load case 5.7 are illustrated in Fig. 3.
All power spectral densities are in good agreement with the other
codes of OC4. Especially for lower frequencies the congruence is
quite exact. For higher frequencies all codes show some differences,
but as they occur at higher frequencies these discrepancies do not
present a problem. Furthermore, it is a general problem that the
agreements between lower frequencies are much better than at
higher frequencies. The peaks around 0 Hz of the OC4  results, that
are out of the y-axis scale, are a consequence of the non-zero mean
values of the data in OC4. Together with a smoothing of the spectra
this leads to the peaks close to 0 Hz. These peaks do not occur in all
other results as corresponding signals are zero mean.

Although, there are discrepancies among the reported results, all
these remain bounded by a well defined margin and FAST shows a
good agreement with the general characteristics previously docu-
mented. Therefore, the following calculations concerning the new
soil-structure interaction are feasible. Before analyzing the out-
comes of the soil-structure interaction, the impact of changed
mode shapes of the tower is investigated. This has to be done for
two reasons: firstly, the tower eigenmodes are calculated differ-
ently in the proposed approach and by the NREL. Here BModes is
used whereas the NREL calculates the mode shapes with ADAMS.
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Fig. 3. Power spectral densities from load case 5.7 for OC4-jacket of FAST ( ) and others ( ).
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(a) Tower top shear force (b)  Detailed view of the tower top shear
force

Fig. 4. Time plots from load case 5.7 for the OC4-jacket with tower mode shapes calculated originally by the NREL ( ) and with BModes ( ).

Secondly, the tower mode shapes change when the foundation is
modified. Therefore, the influence of slightly different eigenmodes
has to be investigated. In FAST only the first two side-to-side and
fore-aft mode shapes are considered in the structural model of the
tower. The first eigenmodes are nearly the same independent of
the foundation type and the calculation type. The second mode
shapes show partly significant differences. It has to be mentioned
that only one type of soil was examined and this was the soil of
OC3 [2]. For very soft soil conditions it can be assumed, that the
differences become more relevant. However, for these inputs there
are no significant changes in the overall results, because the influ-
ence of the second mode shapes of the tower is quite small. A
detailed examination of the effect of the soil properties on mode
shapes of the tower is not regarded here. The negligible variation
of the results for this type of soil is shown in Fig. 4(a) using the
example of the tower top shear force in load case 5.7. The OC4
jacket is used with the originally calculated tower mode shapes by
NREL with ADAMS and with the new calculated modes shapes with
BModes. In Fig. 4(b) a scaled up version can be seen, where there
are nearly no differences. If at all there are small high-frequency
changes correlated to the second tower mode shapes. In case of
comparing results of soil-structure calculations with original NREL
tower mode shapes to results with the new calculated ones the
differences are similarly small which is why no further details are
given.

State-of-the-art is to model the foundation of offshore wind tur-
bines as rigid. This is an oversimplification for some applications.
Therefore, there have been already some investigations of flexible
foundations for monopiles in OC3 for some codes [2]. However,
until now the FAST code is not capable of simulating flexible foun-
dations. This is the starting point of the present work. The new
soil-structure feature removes the drawback of a rigid foundation
of FAST. This improvement of the simulation code FAST offers the
opportunity to model offshore wind turbines more realistic and
accurate. The following two examples illustrate the potential of this
approach.

3.1. Monopile foundation

Results of FAST with flexible foundation are presented for
the OC3 monopile in this subsection. These outcomes are com-
pared with the results of OC3 to validate the new soil-structure
interaction for FAST. Furthermore, a very rudimentary approach
of modeling flexible foundations is considered as well. It is the
approach of an apparent fixity length. For this method the monopile

remains clamped; it is not clamped at mudline, but at a fictive
point below the mudline in order to fake a flexible foundation.
For the length of the pile below the mudline a value of four times
the diameter of the pile is applied for the monopile according
to [4].

Two different load cases are analyzed. Both are taken from the
OC3 report. The first load case focuses on the substructure by dis-
abling the degrees of freedom of the drivetrain and the blades.
Furthermore, there is no wind and the air density is zero. Only wave
loads are applied with an irregular wave spectrum with a signifi-
cant wave height Hs = 6 m and a peak-spectral period TP = 10 s. This
represents load case 4.2 of the OC3 project. The second load case is
load case 5.2 with turbulent wind conditions and irregular waves.
It is similar to 5.3, but with Vhub = 11.4 m/s. The consideration of
these two  different load cases allows to analyze more easily the
influences of the soil-structure interaction. As in load case 4.2 the
degrees of freedom of the blades are disabled and the air density
is zero, no aerodynamic damping occurs and there is no coupling
of the blades and the substructure. That is why, it is beneficial to
consider both load cases.

Fig. 5 shows the power spectral densities of load case 5.2 for
the monopile shear force and bending moment at mudline. It can
be seen that on the whole the results of the new soil-structure
interaction model correspond very well with the results of OC3,
especially in the case of the shear force. The second natural frequen-
cies of the support structure, which are at about 2.4 Hz for the rigid
foundation, are shifted to about 1.5 Hz for the flexible foundation.
The peak of the second eigenfrequencies of the support structure
interferes with the peak of edgewise blade mode shapes at about
1.2 Hz and the second asymmetric modes at about 1.7 Hz. This leads
to a blurred peak between 1.2 Hz and 1.8 Hz. In contrast to this,
the apparent fixity length solution shows a distinct peak at 1.2 Hz.
This is a result of an overestimation of the flexible foundation.
In this case the second eigenfrequencies of the support structure
are shifted even further to 1.2 Hz and superpose with the edge-
wise blade mode shapes. This result emphasizes the importance
of a good estimation of the flexibility of the foundation. As shown,
this estimation can be provided by this soil-structure interaction
approach. Hence, the present work enhances the state-of-the-art
modeling of off-shore wind turbines.

As already mentioned, the analysis of an easier load case with-
out air, wind or blade-modes can be valuable. Hence, Fig. 6 shows
the monopile shear force at mudline. It is quite noticeable that the
results show less congruence. This was already investigated in the
OC3 project. Hence, there has to be future research on the influence
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Fig. 5. Power spectral densities from load case 5.2 for OC3-monopile with different foundations: clamped ( ), apparent length ( ), new soil-structure interaction
(  ), others of OC3 ( ).

of aerodynamic damping on the power spectral densities of shear
forces and overturning moments that are calculated with differ-
ent simulation codes. Nevertheless, the shift in the second natural
frequencies of the substructure can be identified more directly. As
no other modes interfere with the support structure mode shapes,
the power spectral densities only show peaks of the mode shapes
of the support structure. That is why, it becomes clear that FAST
with the new soil-structure interaction predicts the same reduc-
tion of second natural frequencies than other codes. The apparent
fixity length approach overestimates this shift. This leads to the
distinctive peaks in Fig. 5 at about 1.2 Hz and 1.4 Hz for the appar-
ent fixity length and new approach respectively. A shift of the first
natural frequency of the substructure, as predicted in OC3, cannot
be found as the differences are much smaller than for the sec-
ond frequency. A direct calculation of natural frequencies which
would probably allow a detection of this shift is not yet available for
FAST.

Overall the new soil-structure interaction is definitely in good
congruence with other codes and enables FAST to calculate flex-
ible foundations easily with nearly no additional computational
cost. Furthermore, the soil-structure interaction is not limited to
monopile. Therefore, results of a jacket substructure with flexible
foundation are presented in the next subsection.
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Fig. 6. Power spectral density of the shear force at mudline from load case 4.2
for  OC3-monopile with different foundations: clamped ( ), apparent length
(  ), new soil-structure interaction ( ), others of OC3 ( ).

3.2. Jacket with pile foundation

Monopiles are typically used for water depths less than 30m. As
many sites of wind turbines are in deeper water conditions other
types of support structures come in focus of research. However,
flexible foundations have only been studied for monopiles so far.
The new approach is not limited to monopiles. Therefore, this sub-
section presents results of calculations with the OC4  jacket and
a flexible foundation. The outcomes are compared with the rigid
foundation and again with the rudimentary approach of an appar-
ent fixity length. The value of the apparent fixity length is chosen
to be six times the diameter as it has to be greater for substructures
like jackets or tripods compared with monopiles [4]. A comparison
to other codes is not possible as there no such results available to
the authors’ knowledge. This lack of documented data results from
the limitation to monopiles of current approaches. As the present
approach is not limited to any type of foundation, it is now possi-
ble to produce results for jackets with flexible foundations. Given
that the results for the monopile are in good agreement with other
codes and the FAST-code is validated for jackets with rigid foun-
dations it can be assumed that results for the jacket are generally
valid as well.

For the analysis of the flexible jacket two load cases are con-
sidered. One load case with all degrees of freedom enabled and
one which focuses on the substructure. The major parameters are
summarized in Table 2. For further details it is referred to [27,24].

At first, the results of the fully enabled wind turbine with tur-
bulent wind and irregular waves are presented. Fig. 7 shows three
different power spectral densities for this load case. The new flex-
ible foundation is compared with the rigid foundation and an
apparent length version. Fig. 7(a) indicates clearly the shift of the
second natural frequencies of the support structure from about
1.2 Hz and 1.3 Hz to about 0.9 Hz. The lower one is the fore-aft mode
and the higher one the side-to-side mode. The shift for the appar-
ent length version is slightly higher. An apparent length of six times
the diameter seems to overestimate the effect of a flexible founda-
tion for a jacket structure for this type of soil and this penetration
depth, as it was already the case for the monopile. Another effect
of the flexible foundation can be identified in Fig. 7(b). In addition
to the shift of natural frequencies of the substructure all values of
the out-of-plane deflection of the X-joint just below mean sea level
are higher for the flexible foundation. For the exact position of the
X-joint it is referred to [22]. The amplitude of oscillation is higher
for a flexible foundation over all frequencies. This effect is fore-
cast by the apparent length approach as well. Furthermore, a small
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Table 2
OC4 load cases applied on flexible jacket substructure.

Load case Enabled DoFs Wind conditions Wave conditions

4.5 Substructure, tower �air = 0 kg/m2 Irregular: Hs = 6 m,  TP = 10 s.
5.7  All Turbulent: Vhub = 18 m/s Irregular: Hs = 6 m,  T P=10 s.

Iref = 0.14
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Fig. 7. Power spectral densities from load case 5.7 for OC4-jacket with different foundations: clamped ( ), apparent length ( ), new soil-structure interaction
(  ).

but recognizable change of the first natural frequencies of the sup-
port structure is shown. Fig. 7(c) clarifies that there is no significant
impact of the soil-structure interaction on the blades.

Load case 4.5 focuses on the substructure and excludes aero-
dynamic damping. Therefore, some phenomena can be identified
more easily. Fig. 8 shows relevant power spectral densities. The
out-of-plane displacement in Fig. 8(a) clearly shows the shift in
the second natural frequencies and the higher values over all
frequencies. A shift in the first natural frequency is slightly vis-
ible, too. Therefore, Fig. 8(b) displays the same parameter but a
smaller range of frequencies. Now, it has become apparent that
the first eigenfrequencies is reduced from about 0.31 Hz to about
0.29 Hz. Fig. 8(c) shows the shear force at mudline up to higher
frequencies, which offers the possibility to analyze higher sub-
structure modes as well. In case of the rigid foundation, there is
another natural frequency at about 2.8 Hz. With the new flexible
approach this is shifted by about 30%. However, it remains ques-
tionable whether the shift in the higher frequencies is of great

importance. It can be seen in Fig. 8(c) that the peaks of the higher
natural frequencies are less distinct especially for the new soil-
structure interaction approach. This follows from the much higher
displacements over all frequencies that lead to more hydrodynamic
damping.

4. Benefits and limits of the approach

A new soil-structure interaction approach has been derived and
implemented in FAST. Afterwards, two examples for different types
of foundations have been presented to demonstrate the benefits of
this method. In this section the benefits, but also the limitations of
the approach are summarized and clarified.

The major advantage of the present work is that flexible founda-
tions can be modeled more accurately. No clamped connection to
the seabed has to be assumed anymore. This fact leads to three main
improvements. Firstly, a shift of the eigenfrequencies of the support
structure to more realistic values can be observed. Secondly, this
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shift results in changed interactions between different eigenmodes.
The resulting forces and moments can be influenced by these inter-
actions in both directions dependent on whether the interactions
are intensified or weakened. Thirdly, higher, more realistic overall
deflections can be achieved.

However, there have been different approaches to model soil-
structure interaction beforehand. But, the proposed approach does
not rely on a particular foundation type, because it needs con-
densed mass and stiffness information at the interface between
substructure and foundation. Examples for monopiles and jackets
with piles have been given. Certainly, nowadays pile foundations
are state-of-the-art. Nevertheless, this approach is not restricted to
piles and can be used for buckets or other foundation types with
considerable soil-structure interaction behavior as well. Moreover,
it does not add necessarily DOFs to the structural model of the sub-
structure. However, it might be appropriate to increase the number
of DOFs to regard the full modal behavior of the substructure
with soil-structure interaction. The simulation of the soil-structure
interaction does not increase the computing time significantly and
is convenient for simulations with high demands on numerical effi-
ciency.

Another advantage is the independence of the approach of the
reduction technique used to evaluate the mass and stiffness matri-
ces. Different numerical models or even experimental data can be
used as possible input matrices. However, these condensed mass
and stiffness matrices represent the main limitation of the method
as well. The proposed method is limited to linear or at least lin-
earized soil-structure interaction. Thus, if the nonlinear behavior or
different operating points are in the focus of the analysis, an exten-
sion of the current approach might be more suitable. Furthermore,
a specific handling of damping has not been discussed, but could
also be included in further analyses.

5. Conclusion and outlook

An approach that allows a numerically efficient implementation
of soil-structure interaction in simulations of offshore wind energy
converters has been proposed. Two test cases including a monopile
foundation and a jacket substructure with pile foundation have
been analyzed and compared to the results of the OC3 and OC4
projects. The results are in good accordance with previous stud-
ies. For jacket substructures, which have not been analyzed before,
valid results were achieved. It is apparent that the consideration of
even simple soil-structure interaction in time domain simulations
enhances the results, while the computational overhead compared
to a clamped structure is quite low. This consideration is even more
relevant, as the significant shift in substructure eigenvalues, which
has been observed, leads to modified interactions between different
modes.

While the approach has been implemented in the open source
simulation code FAST, it might be adapted to other codes as well.
Furthermore, it can be easily adjusted to other types of foundations
and is not restricted to piles. In addition, it is possible to improve
the calculation of the soil matrices by replacing the Guyan reduction
[18] with a more accurate reduction method (which adds presum-
ably more DOFs to the model). The neutral-deflection point of the
soil has been used here to generate the linearized system matrices.
Other more sophisticated soil-models, which incorporate for exam-
ple the operation point of the turbine and regard load dependent
stiffnesses will be enhancing as well.
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a b s t r a c t

Designing jacket substructures for offshore wind turbines demands numerous time domain simulations
to face different combinations of wind, wave, and current states. Regarding sophisticated design methods
incorporating structural optimization algorithms, a load set reduction is highly desirable. To obtain
knowledge about the required size of the design load set, a study on fatigue limit state load sets is
conducted, which addresses mainly two aspects. The first one is a statistical evaluation of random
subsets derived from probabilistic load sets with realistic environmental data obtained from the research
platform FINO3. A full set comprising 2048 load simulations is gradually reduced to subsets and the
results are compared to each other. The second aspect is a systematic load set reduction with the
assumption of unidirectional wind, waves, and current. Firstly, critical directions are determined. Then,
unidirectional load sets are systematically reduced. The corresponding damages are compared to those
obtained from probabilistic load sets for eight test structures. It is shown that the omission of wind-,
wave-, and current-misalignment does not necessarily imply an excessive simplification, if considered
wisely. The outcome of this study can be used to decrease the numerical effort of the jacket design
process and the levelized costs of energy.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

On the way to high-power offshore wind turbines installed in
deep water sites, the substructure technology is a key factor for
reducing levelized costs of energy. Although monopile diameters
are still growing to values that were not expected a decade ago and
this concept has been exhausted over its forecasted limits a couple
of times, jacket substructures are supposed to fill the gap between
sea bed and tower foot for the upcoming turbine generation with
more than 10 MW. For instance, the Innwind.EU project suggests
several bottom-mounted substructure concepts for the DTU 10MW
reference turbine [1e3] where all of them are jacket structures
[4e6]. Due to more sophisticated production and installation pro-
cedures, the capital expenses for these truss-like structures are
relatively high nowadays. However, as the topology is more com-
plex and the tubes dimensions vary, there is a significant cost
reduction potential. From the design point of view, an optimization
approach is an appropriate solution for this purpose and there are

recent approaches in literature that try to minimize the costs of the
structure or a related measure [7e9]. All approaches close to
practical applications have in common that they take ultimate and
fatigue limit state constraints into account. The first can usually be
covered by a set of expected extreme loads. For instance, this has
already been shown for monopile substructures in Ref. [10]. In case
of fatigue limit state design, numerous combinations of environ-
mental conditions appearing with occurrence probabilities, that
have been determined in preliminary measurements, or by given
probability distributions, are required. Therefore, a reduction of
fatigue limit state load sets e comprising commonly a different
number of DLC 1.2 (production) and DLC 6.4 (idling) load cases
according to [11] e increases the number of evaluable solutions in
every design process and will directly contribute to the reduction of
levelized costs of energy.

Several authors have tried to determine the impact of varying
load conditions in fatigue calculations for wind turbines. Toft et al.
[12] analyzed onshore wind turbines with respect to reliability and
concluded that the uncertainty in damage equivalent loads is up to
13% only due to changing wind climate parameters. Zwick and
Muskulus [13] released a study based on the OC4 jacket for the
NREL 5 MW turbine [14] where the impact of the variability in the* Corresponding author.
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stochastic representation of turbulent wind fields and irregular
waves was investigated. It shows that e neglecting the scatter in
some environmental conditions like wind and wave directions e

there might be an underestimation of up to 29% for the minimum
joint lifetime applying an assessment according to state-of-the-art
procedures. Based on this knowledge, a proposal for a simplified
fatigue load assessment of jacket substructures for offshore wind
turbines was made in Ref. [15] where statistical regressionmethods
are applied. The outcome is that a massive load set reduction is
possible with only a small maximum error (only seven geometrical
variations of the OC4 jacket were regarded due to limited numerical
capacity). However, it has to be mentioned that this reduction is
based on environmental conditions that were derived from the
UpWind design basis [16] with unidirectional wind and waves and
mean values for environmental conditions in each wind speed bin
and further simplifications. Beyond that, the present study ad-
dresses the following questions:

1. What is the amount of uncertainty in fatigue damage assess-
ment of jacket substructures for offshore wind turbines
considering realistic environmental conditions?

2. Howmany design load cases per load set are at least required to
cover the main environmental fatigue contributions with a
specific demand for certainty?

3. Do state-of-the-art approaches describe appropriate load as-
sumptions for fatigue assessment?

4. How should improved approaches covering main fatigue con-
tributions look like?

To answer these questions, a numerical analysis based on time
domain simulations is conducted in this work. Based on real
environment data with high relevance for offshore wind energy
applications that has been measured at the research platform
FINO3, probability distributions for occurring wind speeds, wave
heights and periods, and wind and wave directions are derived and
illustrated. This is the topic of the next section. Subsequently, eight
representative jacket designs are defined for the following fatigue

study which is split into two conceptual parts. The first one ad-
dresses mainly the effect of uncertainty that arises from the
random reduction of design load sets. For this purpose, a compre-
hensive load set comprising 2048 cases linked to the probabilistic
load distributions is specified and random representations of
10 min length each are simulated for two of the eight test jackets. A
statistical evaluation is performed for both structures. In the next
part of the study, it is analyzed how a reduction that maintains
statistical properties of the initial load set can be performed
without adding too much uncertainty to the results. Multiple
design load sets, where unidirectional wind, waves, and current are
presumed, are compared to the load set based on realistic envi-
ronmental data for all test structures. The work ends with a dis-
cussion of benefits and limits of the approach and a conclusion.

2. Environmental conditions

Environmental conditions like wind or wave states at different
sites for offshore wind turbines can deviate significantly. As fatigue
loads of jacket substructures are affected, a precise characterization
of the conditions is essential for a substantiated design or optimi-
zation process. It is highly desirable to use measured data in order
to reach the highest possible level of significance for this purpose.
Current standards [11] recommend to use data of the precise site of
the offshore wind farm. However, for research purposes this data is
rarely available. Even for industrial applications, there is not always
data for all decisive environmental conditions, the data quality is
poor, or long-term data is missing. This lack of data is one reason
why there have been various research projects about the charac-
terization of environmental conditions at specific sites or entire
areas, publishing the derived statistical distributions as references.
Examples are the UpWind design basis [16], the works of Stewart
et al. [17], Stewart [18], or the PSA-OWT project [19]. However, all
reference conditions have their drawbacks in the present context.
The design basis of Stewart et al. [18] is for sites off the coasts of the
United States of America. These sites are deep water sites and only
suitable for floating structures but not for jacket substructures.

Symbols

G Gamma-function
a Statistical shape parameter (b-distribution)
b Statistical shape parameter (Gumbel and b-

distribution)
bb Ratio of bottom brace-to-leg diameter (jacket model)
bt Ratio of top brace-to-leg diameter (jacket model)
gb Ratio of bottom leg radius to leg thickness (jacket

model)
gt Ratio of top leg radius to leg thickness (jacket model)
q Statistical scale parameter (g-distribution)
qwave Wave direction (north: 0+, west: 90�)
qwind Wind direction (north: 0�, west: 90�)
l Statistical scale parameter (Weibull distribution)
m Mean, statistical location parameter (Gumbel, Log-

normal distribution)
x Head-to-foot radius ratio (jacket model)
r Density (jacket model)
s Standard deviation, statistical shape parameter (Log-

normal distribution)
tb Ratio of bottom brace to leg thickness (jacket model)
tt Ratio of top brace to leg thickness (jacket model)

DL Leg diameter (jacket model)
E Young's modulus (jacket model)
G Shear modulus (jacket model)
Hs Significant wave height
L Entire jacket length (jacket model)
LMSL TP elevation over mean sea level (jacket model)
LOSG Lowest leg segment length (jacket model)
LTP Highest leg segment length (jacket model)
NL Number of legs (jacket model)
NX Number of tiers/bays (jacket model)
P Probability function
RFoot Foot radius (jacket model)
TP Wave peak period
f Probability density function
k Statistical shape parameter (g-, Weibull distribution)
p Mixing parameter (for bi-modal distributions)
q Ratio of two consecutive tier lengths (jacket model)
uw Near-surface current speed
vs Wind speed
x Random variable
xMB Mud brace flag (jacket model)
z Local depth below sea water level
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Furthermore, the wind speeds are measured fairly close to the
water surface and not at hub height. Wind speeds at hub height are
extrapolated, but this procedure leads to increased uncertainties.
The UpWind design basis uses data of sites in the North Sea where
most offshore wind turbines are located. At a water depth of 50 m,
the environmental conditions of different sites are combined with
the main part taken from a site with a water depth of 25 m. Addi-
tionally, the wind speed is given at a reference height of 10 m but
not at hub height. Thus, the same problem of an increased uncer-
tainty for the wind speed at hub height exists. And lastly, the
conditional occurrence of different parameters (e.g. the wave
height Hs depends on thewind speed vs) is only given in the form of
scatter plots and raw data is not available. The PSA-OWT project
uses data of the research platform FINO1 in the North Sea. The great
advantage in this case is that the wind speed is measured at hub
height and not close to the water surface. However, the use of a
mast with a height of up to 100 m leads to shadow effects. If the
wind direction is unfavorable, neither the wind speed nor the
turbulence is measured correctly. These drawbacks show that an
additional environmental design basis is valuable.

In this work, conditional probability distributions are directly
derived for different environmental conditions using raw data of a
second measurement mast in the North Sea. FINO3 is a research
platform being funded under the “Wind Energy Initiative” of the
German Federal Ministry for Economic Affairs and Energy and
“Projekttr€ager Jülich”1 located in the North Sea, 80 km west of the
island Sylt near to the wind farm DanTysk (see Fig. 1). For periods of
10 min, maximum, minimum, mean, and standard deviation values
of all signals are available. The sampling frequency is 1 Hz. Thewind
speed is measured at different heights between 30 m and 100 m

above mean sea level (allowing the analysis of shear effects). Here,
the data of three equally distributed cup anemometers (Vector -
A100L2) at a height of 90 m is utilized. The use of three sensors
around the mast (105�, 225� and 345�) helps to compensate
shadows effects due to wind direction changes. The wind direction
is measured at a height of 100 m (at 105�) with a wind vane (Vector
- W200P). The wave conditions are mainly measured with a wave
buoy (Datawell - MkIII) in the immediate vicinity to the research
platform. Mean values of significant wave heights, wave directions
and wave peak periods are measured every 30 min. Additionally
available long-range measurements obtained by radar measuring
are not used in this study. For further data like the speed and di-
rection of the sea current, the water level, air pressure and tem-
perature, and other quantities, only mean values are considered in
this study or the additional information is completely neglected.
Nevertheless, this additional data might be helpful for forthcoming
studies to characterize the environmental conditions even more
precisely, and is addressed for example in Hübler et al. [21]. The
main advantages are the availability of wind data at hub height and
the great amount of additional conditions that are continuously
measured as well. However, the fact that the platform exists and
measures only since 2009 depicts a problem: The measurement
length of six years is scarce for long-term predictions. Therefore,
further data of the FINO1 platform (measuring since 2003), located
in the North Sea as well, is used for comparisons in this study. In
contrast to FINO3 data, data of FINO1 has already been exploited
frequently in literature, for example by Ernst and Seume [22] or
Schmidt et al. [23].

2.1. Dependencies and distribution fitting for FINO3 data

In this work, raw data of the measurement platforms FINO3 and
FINO1 (for comparison purposes only) is used to characterize
environmental conditions of offshore wind farms. Some informa-
tion concerning the raw data is given in Table 2. Post-processing is
applied to eliminate sensor failures (missing data) and to identify
measurement failures (outliers). In order not to introduce any bias,
missing data is not interpolated, but just left out. This procedure is
feasible for a sufficient data base and proper signal quality. For the
wind speed, data of the anemometer in front of the measuringmast
is selected by synchronizing it with the wind direction data. For
wave parameters, it can be assumed that conditions remain sta-
tionary for a duration of about 3 h [24]. Therefore, for all wave
parameters 3 h mean values are calculated using the 30 min raw
data. Subsequently, various statistical distributions are fitted using
a maximum likelihood estimation. The tested distributions are
summarized in Table 1. Some histograms feature several distinct
peaks. If this is the case, multi-modal distributions are fitted aswell.
However, as a multi-modal distribution fit is more precise due to
the higher amount of degrees of freedom, it has to be chosen with
care. It is only recommendable if several peaks are visible.

Environmental conditions cannot be regarded as independent.
Hence, dependencies have to be defined. Here, the following ones
are defined, though different dependencies are possible as well (see
Ref. [18]). In general, the correlation is of main interest whereas
determination of cause and effect are secondary:

- The wind speed (vs) is regarded as independent,
- the wind direction (qwind) is a function of the wind speed,
- the significant wave height (Hs) is conditioned by the wind
speed,

- the wave peak period (Tp) depends on the parameter wave
height,

- the wave direction (qwave) is a function of the wave height and
the wind direction, both depending on the wind speed itself.

Fig. 1. Location of FINO3 and FINO1 in the German North Sea (c.f. [20]).

1 The FINO3 measurement data is freely accessible online. See www.fino3.de/en/
for details.
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It was shown in Ref. [25] that these parameters are most
influential regarding jacket substructures. To incorporate de-
pendencies in the statistical distributions, the data of the depen-
dent parameters is separated in bins of the independent
parameters. For example, the wave height is fitted in several wind
speed bins of 2 ms�1 (e.g. PðHsÞ ¼ P

�
Hs

�� 12 ms�1 � vs <14 ms�1�
where P is the probability function). The bin widths and bin ranges
(indicating the covered conditions) for the different dependent
parameters are summarized in Table 3.

After fitting the statistical distributions summarized in Table 1
to the data, the one matching the data best is chosen based on vi-
sual inspections and objective criteria using Kolmogorov-Smirnov
tests (KS-tests) and chi-squared tests (c2-tests). The same type of
distribution is chosen for all bins of one parameter, even if different
ones match the data best in different bins. This decision was made,
as it is assumed that the same parameter follows more or less one
distribution. The selection is based only on bins with 50 or more
data points. Therefore, bins for high wind speeds are neglected, as
too few data points are available. If several distributions fit the data
equally well, FINO1 data is used as a comparison to find the most
suitable solution.

The directional parameters (qwind and qwave) are treated in a
different way, as they cannot be fitted with classical, parametric
distributions due to several peaks and a continuous distribution
ð0+ ¼ 360+Þ. For these parameters, a non-parametric kernel density
estimation is used.

2.2. Conditional probability distributions

The selected distributions for the five parameters (vs;
qwind; Hs; Tp and qwave) are summarized in Table 3. As the statistical
parameters are varying in different bins and partly non-parametric
distributions are used, only for theWeibull-distribution of thewind
speed the parameters can be stated here: k ¼ 2:32 and l ¼ 10:94.

Fig. 2 shows some examples of statistical distributions deter-
mined. The bi-modal shape in Fig. 2(a) shall be highlighted just like
the non-parametric fit for the wind direction in Fig. 2(b). Fig. 2(c)
and (d) illustrate the problem that in some cases, varying distri-
butions fit the data best in different bins by showing the fit of a
Gumbel distribution and a Weibull distribution.

2.3. Further assumptions

There are some parameters and environmental conditions that
cannot be estimated from the available data set due to different
reasons. Therefore, the following points have been presumed for all
simulations:

- FAST requires a turbulent wind field that has to be created
externally prior to all simulations. For this purpose, a Kaimal
model is used with mean values for turbulence intensity and
power law exponent (gained from FINO3 data) in each wind
speed bin. The data is created with TurbSim.

Table 1
Statistical distributions tested in this work, where G Gamma-function is the gamma-function. For multi-modal distributions, only one example is given, and non-parametric
distributions are not included.

Distribution Statistical parameters Probability density function

Normal distribution m; s
f ðx j m; sÞ ¼ 1ffiffiffiffiffiffiffiffi

2s2p
p e�

ðx�mÞ2
2s2

Gumbel distribution m; b
f ðxjm; bÞ ¼ 1

b
e�

x�m
b
þe

x�m
b

b-distribution a; b f ðxja; bÞ ¼ xa�1ð1�xÞb�1�
GðaÞGðbÞ
GðaþbÞ

�

g-distribution k; q f ðxjk; qÞ ¼ 1
GðkÞqkx

k�1e�
x
q

Weibull distribution k; l

f ðxjk; lÞ ¼

8>><
>>:

k
l

�x
l

�k�1
e
�
�

x
l

�k

for x � 0

0 for x<0
Log-normal distribution m; s

f ðxjm; sÞ ¼ 1
xs

ffiffiffiffiffi
2p

p e�
ðlnðxÞ�mÞ2

2s2

Bi-modal log-normal distr. m1;m2; s1; s2; p
f ðxjm1;m2; s1; s2; pÞ ¼ p

xs1

ffiffiffiffiffi
2p

p e
�ðlnðxÞ�m1 Þ2

2s2
1 þ 1�p

xs2

ffiffiffiffiffi
2p

p e
�ðlnðxÞ�m2 Þ2

2s2
2

Table 2
Information concerning the raw input data of the environmental conditions.

Parameter Data points Mean Minimum Maximum 5th percentile 95th percentile

Wind speed 353 000 9.9 ms�1 0.2 ms�1 36.3 ms�1 2.9 ms�1 18.0 ms�1

Wind direction 333 000 208� 0� 360� 38� 335�

Sig. wave height 106 000 1.6 m 0.0 m 8.9 m 0.5 m 3.3 m
Wave peak period 106 000 7.4 s 1.7 s 28.6 s 4.0 s 12.5 s
Wave direction 106 000 251� 0� 360� 68� 339�

Table 3
Bin widths and statistical distributions for different dependent parameters.

Parameter Dependencies Bin widths Bin ranges Statistical distribution

Wind speed Weibull
Wind direction Wind speed 2 ms�1 0e34 ms�1 Nonparametric
Sig. wave height Wind speed 2 ms�1 0-28 ms�1 Gumbel
Wave peak period Wave height 0.5 m 0e7 m Bi-modal log-normal
Wave direction Wave height 1.0 m 0e7 m Nonparametric

Wind direction 36� 0e360�
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- A Pierson-Moskowitz spectrum is used for the generation of
irregular wave kinematics.

- There are 10 different random representations for all turbulent
wind fields and irregular wave kinematic signals.

- Although the real water depth at the site of FINO3 is 22 m, the
design water depth is assumed as 50 m. The same procedure
was performed in Ref. [16] where the environmental data of the
K13 shallow water site was transferred to the K13 deep water
site.

- The near-surface current speed uwðzÞ is modeled according to
the following power law (which is suggested in Ref. [11]):

uwðzÞ ¼ uwð0 mÞ
�
1þ z

20 m

�
(1)

uwð0 mÞwas identified as 0.42 ms�1 for the FINO3 site. z is the local
depth below the sea water level, downwards negative.
- The near-surface current direction is assumed to be aligned with
the wind direction (which is suggested in Ref. [11], too).

- Sub-surface current, second-order and breaking waves, and
wave spreading effects are not considered in this study. Several
studies [26e28] showed that it is worth regarding several of
these additional phenomena, but due to demands for numerical
efficiency and missing data, it was decided to disregard them.

- The soil properties of the OC3 phase II model (monopile) [29]
are adopted for all simulations.

- Marine growth is considered with a density of 1400 kg m�3 and
thicknesses of 100 mm above and 50 mm below 40 m water
depth with respect to mean sea level, respectively. This
assumption is adopted from the UpWind design basis [16].

- Degradation effects like scour or corrosion are not considered,
though the impact might not to be insignificant (see Ref. [30]).

- The yaw error of the rotor is considered with a mean value of 8�

and a standard deviation of 1� (according to [31]).

3. Simulation prerequisites

3.1. Reference turbine

The NREL 5 MW reference wind turbine [14] is used for the
following study which has a hub height of 90.15 m above mean sea
level. The turbine power is pitch-controlled with a rated wind
speed of 11.4 ms�1, while cut-in and cut-out speeds are 3 ms�1 and
25 ms�1, respectively. From rated to cut-off wind speed, the nom-
inal speed of the rotor is 12.1 rpm, corresponding to a 1P-excitation
frequency of 0.2 Hz and a 3P-excitation frequency of 0.6 Hz.

3.2. Test jackets

The entire study bases on the parameterizable jacket model
defined in Ref. [9]. The advantage of utilizing this model is that both
topology and geometry of the structure can be varied, not only tube
dimensions. According to the state of the art, mainly three-legged
and four-legged jacket structures are supposed to be appropriate
substructures for the given application. There are indeed concepts
for structures with more than four legs, but current research and
industrial experience has revealed that the additional number of
legs does not overcome the increased production costs related to
this concept. Therefore, it has been decided to consider only three-
and four-legged designs in this study. The parameters of all eight
test jackets, denoted from (1) to (8), are summarized in Table 4.
Probably the most regarded jacket structure for offshore wind
turbines in literature is the OC4 jacket which is an adaption of the
four-legged reference jacket from the UpWind project [32]. The
topology of the OC4 jacket has been transferred to jacket (1), see
Fig. 3(a). In order to obtain a comparable three-legged design,
jacket (2), which is shown in Fig. 3(b), features a similar structure
with only three legs, but same the foot radius. Jacket (3) is a four-

Fig. 2. Cumulative distribution plots for different environmental conditions.
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legged structurewith bigger foot radius, but only three brace levels,
while jacket (4) has a smaller foot radius, but larger leg diameter.
Jacket (5) is a three-legged design with only three brace levels, but
bigger foot radius and tube dimensions. The four-legged design (6)
has only three tiers and small diameters, but large thicknesses of
tubes. Structure (7) is an adaption of (2) with slightly different to-
pology and geometry. Jacket (8) is the only one in the study with
five brace levels which allows slightly smaller tube dimensions. In
comparison tomost state-of-the-art jacket structures, the proposed
jacket model features a concept without prefabricated joints and no
joint cans. However, the tube diameters and thicknesses do not
vary from bottom to top, because bb and bt , gb and gt , and tb and tt
have identical values in all regarded designs.

The transition piece of both test jackets is supposed to be a
concentrated mass point with a mass of 660 t, rigidly connected to
the uppermost joints of the jacket structure. No structural appur-
tenances like ladders, boat landings, sacrificial anodes, or J-tubes

are considered in the structural model.

3.3. Foundation

The soil properties are adopted from the UpWind reference
jacket. In order to consider soil-structure interaction, the approach
proposed in Ref. [33] is employed. Zero-deflection both in trans-
lational and rotational directions is considered as operational point
for the derivation of all p-y- and T-z curves that have been calcu-
lated according to the equations of API RP 2A-WSD [34].

3.4. Time domain simulation

For this study, all time domain simulations are performed with
the aero-hydro-servo-elastic simulation code FAST in the version
v8.15.00bjj. The substructure is represented by a linear finite
element model with Timoshenko beam elements. The resulting

Table 4
Jacket model parameter values for test jackets according to jacket model definition in Ref. [9].

Jacket model parameter (1) (2) (3) (4) (5) (6) (7) (8)

Number of legs NL 4 3 4 4 3 4 3 4
Number of tiers/bays NX 4 4 3 4 3 3 4 5
Foot radius RFoot in m 8.49 8.49 10.19 7.64 12.73 8.49 10.19 8.49
Head-to-foot radius ratio x 0.67 0.67 0.53 0.73 0.67 0.73 0.67 0.60
Leg diameter DL in m 1.20 1.20 1.20 1.44 1.44 1.08 1.32 1.20
Ratio of bottom brace-to-leg diameter bb 0.67 0.67 0.67 0.67 0.80 0.53 0.73 0.60
Ratio of top brace-to-leg diameter bt 0.67 0.67 0.67 0.67 0.80 0.53 0.73 0.60
Ratio of bottom leg radius to leg thickness gb 15.0 15.0 15.0 15.0 18.0 12.0 13.5 16.5
Ratio of top leg radius to leg thickness gt 15.0 15.0 15.0 15.0 18.0 12.0 13.5 16.5
Ratio of bottom brace to leg thickness tb 0.50 0.50 0.50 0.50 0.60 0.75 0.60 0.40
Ratio of top brace to leg thickness tt 0.50 0.50 0.50 0.50 0.60 0.75 0.60 0.40
Entire jacket length L in m 70.0
TP elevation over mean sea level LMSL in m 20.0
Lowest leg segment length LOSG in m 5.0
TP length LTP in m 4.0
Ratio of two consecutive tier lengths q 0.8
Mud brace flag xMB true
Young's modulus E in Nm�2 2:1� 1011

Shear modulus G in Nm�2 8:1� 1010
Density r in kg m�3 7850.0

Fig. 3. Topology of test jackets (1) and (2) used for reduction study. indicates interface and base joints. Damage assessment is performed at positions / on the uppermost X-
joint tier, at / on the uppermost K-joint tier, at / on the lowermost K-joint tier, and at / on the lowermost X-joint tier.
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mass and stiffness matrices are reduced with a component mode
synthesis to a system with eight degrees of freedom in order to
disregard modes with higher frequencies and save computational
effort. A linear-viscous modal damping of 2% is considered. How-
ever, this procedure neglects local vibration effects of braces due to
numerical limitations, though the consideration might impact the
fatigue behavior of the structure [35]. Joint stiffnesses are neglected
as well though the impact might be non-negligible [36]. The
regarded length for all time domain simulations is 780 s. Although
all initial states for the integration of the differential equations are
set to the quasi-static states, the first 180s are discarded from the
results to overcome a possible influence of transient decay on the
fatigue damage results. The equations of motions are solved by a
fourth-order Adams-Bashforth-Moulton method with a time step
of 0.005s and one correction step.

3.5. Fatigue assessment

All hot spot fatigue damages are calculated according to an S-N-
curve approach defined by DNV GL RP-0005 [37]. For this purpose,
stress values at eight circumferential points around each hot spot of
are evaluated in every time step of the simulation output and
multiplied by stress concentration factors according to [38] that
depend on the joint type and geometry. Then, stress cycles are
evaluated by a Rainflow counting algorithm and assessed according
to linear damage accumulation. The critical hot spot of every joint is
supposed to be located in the point with the maximum damage
after the entire calculation procedure (see Ref. [39]). A fatigue
damage factor is not considered in this study, as no design lifetimes
are calculated. It has been presumed that tubular joints are not
prefabricated. Thus, one-sided welds must be considered. In this
case, an S-N-curve with an endurance stress limit of 52:63� 106

Nm�2 at 107 cycles and slopes of 3 and 5 before and after endurance
limit, respectively, is selected.

4. Fatigue study

Starting from a load set with sufficient size (“full load set”), the
goal is an evaluation of damage-equivalent subsets. However, a
reduction is associated with uncertainty. To overcome this, results
are treated in a statistical manner.

The study addresses twomain aspects of fatigue assessment and
is therefore conceptually divided into two parts. The first one an-
alyses the level of uncertainty that arises from probabilistic distri-
butions of environmental parameters. For this purpose, the full load
set with 2048 design load cases for test jackets (1) and (2) is

regarded. This number was selected, as it is divisible without
remainder by many whole-number integrals of 2. A random se-
lection of load cases from the full load set is performed to show the
impact of load set size on the degree of uncertainty. The second one
compares load sets with unidirectional wind, waves, and current to
load sets obtained with probabilistic distributions. In the final
analysis, the outcome is used to define a reduced load set which is
verified for all eight test jackets (1) to (8). The flow chart in Fig. 4
illustrates the partition of the study graphically.

4.1. Full load set

The full load set comprises 2048 design load cases where the
environmental conditions occur according to the probability dis-
tributions that have been derived in section 2. To conduct all time
domain simulations in an adequate amount of time, the scientific
computing cluster system of Leibniz Universit€at Hannover has
been utilized: Using 64 nodes simultaneously, where each has two
Intel Haswell Xeon E5-2630 CPUs with eight cores (therefore 16
cores per node) running with at least 2.4GHz and an estimated
duration of 10 h per design load case, the entire study can be
performed theoretically in less than one day per test jacket.
However, practical implementation issues and limitations lead to
a realistic duration of about three days for the entire study which
still outperforms expected durations for calculations on common
state-of-the-art workstations roughly by a power of ten. The
calculated fatigue damages for all evaluated X- and K-joints are
shown in Fig. 5.

Generally, all trends are roughly driven by the characteristic of
rotor trust in dependency of the wind speed and the effect of the
tendency to increasing wave loading for higher wind speeds. Two
trends can be derived from the diagrams: Firstly, the absolute
damage values per load case decrease from the lower joints to the
upper ones in average. And secondly, X-joints are far more prone to
fatigue than K-joints, in terms of numbers by some powers of ten.
On average, the damage per load case is higher for the three-legged
jacket compared to the four-legged design. Scatter is significantly
higher for locations with lower damage values, in particular in case
of all K-joints. Regarding all diagrams, a resonance effect in the
8 ms�1 wind speed bin is obvious for the four-legged design, as the
damages per load case are significantly higher than in the adjacent
bins, best visible in case of the uppermost X-joints (see Fig. 5(a) and
(g)). It is supposed that in this case, the first bending eigen-
frequency is nearly equal to the 3P-excitation frequency of the
rotor. A similar phenomenon was discovered by Stewart [18]. The
resonance does not appear so plainly in the results of the three-

Fig. 4. Flowchart of fatigue reduction study.
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legged design. While some effects are supposed to appear more or
less for every jacket design, especially the general characteristic of
mean damage per load case, others will have different impact or
even vanish. These are mainly two: On the one hand, the critical
resonance frequency will shift for harder or softer designs and

therefore the correspondingwind speed bin (also dependent on the
pitch controller) which is illustrated by the comparison between
four- and three-legged jacket in this study. On the other hand, the
influence of wave loading will generally increase for larger tube
diameters.

Fig. 5. Damage assessment of full load set at all regarded joints of structures (1) and (2). Each � depicts the damage of a single load case in the corresponding wind speed bin
according to the fatigue assessment procedure described in section 3.5. The mean joint damage is illustrated by .

J. H€afele et al. / Renewable Energy 118 (2018) 99e112106



4.2. Randomly selected subsets

A high number of load sets is often undesirable, for example in
predesign procedures or optimization approaches where a lot of
test samples have to be evaluated. The question to be answered in
the following is: Which load set size is required to reach a certain
level of accurateness in fatigue damage evaluation?

To address this point, the full load set has been reduced by a
random selection of subsets that maintains the probability distri-
bution of wind speed occurrence. For example, if the initial load set
is supposed to have each of the 512 design load cases in four
different wind speed bins, the reduced load set with a load set size
of 1024 depicts one with each 256 randomly selected design load
cases from each bin and so forth. This procedure has been per-
formed for reduction sizes from 1024 down to 4 (unique) load cases
(for the full load set described in section 4.1). The corresponding
results are illustrated for all X-joints in Table 5 and for all K-joints in
Table 6. As this procedure depends on randomness, the results
show mean, median, standard deviation, and different percentiles
related to confidence intervals of 90, 95, and 99%. 10 000 random
representations are the basis for each reduced load set. The random
selection of design load cases for each subset is underlied by a
bootstrapping procedure (“sampling with replacement”).

At the first glance, the trend of results is as expected. The

uncertainty increases with decreasing load set size (both visible in
standard deviation and percentile values). One main demand on a
reduced load set is that it maintains the mean values and this is in
valid for load set sizes down to 64 at all regarded joint positions in
a great measure. However, the scatter is distinctly higher for all
regarded K-joints due to wide spreading results. For a reduced
load set size of 64 and the four-legged jacket, 99% of all damages at
the lowest X-joint position are in a range from 46% to 157% of
the full load set mean value which is a quite good outcome
keeping in mind that this reduction is 32 times more efficient.
However, the range increases to 2% at the lower boundary and
1538% at the upper boundary regarding the upper K-joint position
with the same reduction factor. The occurring K-joint damages

are significantly lower than the X-joint damages. The reason
why the reduction works commonly better for the latter positions
is that the impact of extreme design load cases in a load set is less.
In this respect, it is beneficial that these positions are design
driving.

Considering that the main damage occurs at the X-joint posi-
tions, the reduction of load set size is in general easily conceivable.
Even in case of high significance levels, the scatter does not increase
in the same order of reduction factors. It is straightforward to use an
appropriate load set size with the knowledge of uncertainty that is
given by Tables 5 and 6

Table 5
Statistical evaluation of randomly selected subsets at regarded X-joints of jackets (1) and (2) (10 000 random evaluations for each load set size).

Position Load set Damage per load case Percentiles

Size Mean Median Std. dev. 0,5th 2,5th 5th 95th 97,5th 99,5th

2048 0.31 0.31 0.01 0.30 0.30 0.30 0.32 0.33 0.33 �10�8

1024 0.31 0.31 0.01 0.29 0.29 0.30 0.33 0.33 0.34
512 0.33 0.32 0.01 0.29 0.30 0.30 0.35 0.36 0.36
256 0.31 0.31 0.02 0.27 0.28 0.29 0.34 0.35 0.37
128 0.29 0.29 0.02 0.25 0.25 0.26 0.33 0.34 0.37
64 0.32 0.31 0.03 0.25 0.26 0.27 0.38 0.40 0.44
32 0.24 0.23 0.04 0.17 0.18 0.19 0.31 0.33 0.44
16 0.28 0.27 0.07 0.18 0.20 0.21 0.39 0.45 0.68
8 0.15 0.14 0.07 0.07 0.08 0.09 0.25 0.30 0.65
4 0.24 0.21 0.10 0.09 0.11 0.12 0.44 0.51 0.67
2048 2.69 2.68 0.08 2.55 2.57 2.58 2.84 2.87 2.94 �10�8

1024 2.70 2.67 0.11 2.52 2.55 2.56 2.91 2.95 3.09
512 2.81 2.77 0.16 2.57 2.61 2.63 3.11 3.20 3.39
256 2.72 2.66 0.22 2.46 2.50 2.52 3.25 3.32 3.78
128 2.48 2.41 0.30 2.19 2.24 2.26 3.46 3.58 3.72
64 2.75 2.67 0.43 2.34 2.40 2.44 3.03 4.85 5.15
32 1.90 1.82 0.57 1.53 1.59 1.62 2.17 2.35 6.51
16 2.42 2.24 1.18 1.82 1.90 1.94 2.77 3.16 11.59
8 1.08 1.04 0.23 0.72 0.77 0.81 1.51 1.65 1.94
4 1.50 1.44 0.38 0.90 1.00 1.05 2.16 2.43 2.96
2048 0.95 0.95 0.07 0.79 0.82 0.84 1.07 1.10 1.15 �10�7

1024 0.95 0.95 0.10 0.74 0.78 0.80 1.12 1.16 1.23
512 0.98 0.97 0.14 0.68 0.74 0.77 1.23 1.29 1.40
256 0.94 0.92 0.20 0.56 0.63 0.67 1.31 1.39 1.58
128 0.93 0.88 0.28 0.47 0.54 0.58 1.47 1.61 1.89
64 0.99 0.90 0.38 0.40 0.48 0.52 1.77 1.99 2.43
32 0.78 0.64 0.50 0.24 0.29 0.32 1.77 2.45 3.02
16 0.98 0.72 0.84 0.20 0.27 0.31 2.54 4.16 5.09
8 0.41 0.27 0.56 0.05 0.07 0.08 1.15 2.16 4.38
4 0.50 0.34 0.66 0.06 0.08 0.10 1.39 2.16 4.48
2048 2.18 2.17 0.12 1.90 1.95 1.98 2.39 2.44 2.55 �10�7

1024 2.19 2.17 0.18 1.80 1.88 1.92 2.50 2.57 2.72
512 2.25 2.23 0.25 1.74 1.83 1.88 2.71 2.82 3.05
256 2.17 2.11 0.36 1.52 1.62 1.69 2.84 3.03 3.42
128 2.11 2.02 0.49 1.28 1.42 1.50 3.08 3.40 3.96
64 2.29 2.16 0.72 1.16 1.35 1.45 3.54 4.39 5.41
32 1.67 1.46 0.88 0.72 0.83 0.89 3.10 3.72 6.91
16 2.15 1.75 1.61 0.73 0.86 0.95 4.13 5.80 12.49
8 0.88 0.67 0.77 0.23 0.27 0.31 2.12 3.73 5.27
4 1.04 0.77 0.94 0.28 0.34 0.38 2.53 3.56 7.33
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4.3. Load set with unidirectional wind, wave, and current

In time domain simulations for offshore wind turbines, the
assumption of unidirectional wind, waves, and current is common
practice. To prove this approachwith respect to reliability of results,
a new load set with the following properties is defined:

- Wind, wave, and current direction are assumed to be unidirec-
tional. 12 directions are regarded for every structure from 0� to
360� in 30� steps.

- Each direction comprises 13 equidistant wind speed bins from
2 ms�1 to 26 ms�1. An occurrence probability of each bin is
calculated from the wind speed distribution and applied for the
final fatigue assessment.

- 10 random representations of turbulent wind fields and wave
kinematics are used for each combination of wind speed bin and
direction.

- Wind speed dependent mean values of significant wave heights
and peak periods are utilized.

- The yaw error is fixed to 8�.

Hence, all combinations result in 12� 13� 10 ¼ 1560 simula-
tions per jacket. The results are calculated for jackets (1) and (2)
(3120 simulations in total) and illustrated in Fig. 6. The polar plots
show the value of damage per load case dependent on the direction

of (aligned) wind, waves, and current. For comparison purposes, the
mean damage value of the full load set is illustrated as a circle, too.

The diagrams show that the uncertainty due to stochastic rep-
resentation of turbulent wind fields and wave kinematics is much
lower than the uncertainty due to spreading environmental con-
ditions (in contrast to common assumptions in literature).
Compared to the probabilistic load set, the load set with unidirec-
tional load set underestimates the occurring damages substantially
for most directions. It is supposed that there are some reasons for
this phenomenon. Mean values for wave conditions are presumed
for the present load set. However, a linear change of significant
wave height or period is related to a nonlinear damage amplifica-
tion and the load cases with severe sea states have a quite low
occurrence rate which is related to the wind speed distribution. In
addition, the critical excitation direction concerning fatigue is the
one perpendicular to the rotor symmetry axis (side-side), because
aerodynamic damping affects mainly fore-aft motion. The unidi-
rectional load set does not consider wind-/wave-/current-
misalignment and only comprises load cases withwave and current
heading parallel to the wind field direction. However, excitation
directions aligned parallel to the regarded X-joint tier
(�45+ ¼ 315+ in case of four-legged jacket (1) and �30+ ¼ 330+ in
case of three-legged jacket (2)) result in damage values similar to
the mean value obtained by the probabilistic load set. Therefore, it
is worth analyzing this for all eight test jackets in the subsequent

Table 6
Statistical evaluation of randomly selected subsets at regarded K-joints of jackets (1) and (2) (10 000 random evaluations for each load set size).

Position Load set Damage per load case Percentiles

Size Mean Median Std. dev. 0,5th 2,5th 5th 95th 97,5th 99,5th

2048 1.30 1.22 0.62 0.25 0.35 0.50 2.48 2.76 3.29 �10�9

1024 1.39 1.34 0.88 0.18 0.20 0.23 3.10 3.43 4.47
512 1.53 1.41 1.29 0.16 0.18 0.19 3.94 4.91 6.20
256 1.46 0.26 1.94 0.14 0.15 0.16 4.98 5.98 9.61
128 1.59 0.23 2.87 0.12 0.14 0.15 9.57 9.65 14.07
64 1.71 0.23 4.26 0.11 0.13 0.14 11.71 18.98 19.22
32 1.11 0.17 5.05 0.08 0.09 0.10 1.06 18.17 37.85
16 1.90 0.20 10.06 0.08 0.10 0.11 1.48 16.91 75.56
8 0.34 0.14 2.44 0.03 0.04 0.05 0.38 0.56 33.40
4 0.24 0.21 0.19 0.02 0.05 0.06 0.52 0.66 1.18
2048 9.10 9.11 2.48 3.50 4.61 5.24 13.28 14.36 16.28 �10�9

1024 9.98 9.81 3.55 2.85 3.26 3.74 15.85 17.30 21.07
512 13.41 15.52 6.34 2.46 2.85 3.06 22.47 24.29 29.36
256 9.55 4.25 8.59 2.05 2.28 2.44 26.19 29.05 42.04
128 10.73 3.95 13.74 1.78 2.00 2.16 42.28 43.11 56.54
64 11.09 3.65 20.32 1.59 1.84 1.99 66.80 82.73 84.99
32 8.91 2.89 22.63 1.10 1.31 1.46 78.50 90.60 130.83
16 11.76 3.13 39.52 1.07 1.34 1.51 24.63 158.35 260.24
8 5.14 1.94 22.31 0.35 0.54 0.70 13.98 24.20 188.72
4 4.82 2.79 7.41 0.33 0.62 0.80 13.85 23.33 42.63
2048 0.84 0.83 0.19 0.46 0.49 0.51 1.16 1.21 1.33 �10�9

1024 0.84 0.90 0.27 0.42 0.45 0.47 1.26 1.38 1.54
512 1.07 1.27 0.49 0.40 0.44 0.46 1.85 1.91 2.28
256 0.64 0.54 0.30 0.35 0.38 0.40 1.37 1.44 1.70
128 0.65 0.52 0.43 0.30 0.33 0.35 2.07 2.20 2.41
64 0.72 0.55 0.65 0.27 0.31 0.33 1.51 3.76 4.11
32 0.56 0.37 0.90 0.17 0.20 0.22 1.18 2.52 7.18
16 0.77 0.43 1.72 0.17 0.20 0.23 1.55 4.86 14.01
8 0.31 0.25 0.25 0.06 0.08 0.10 0.69 1.01 1.87
4 0.47 0.37 0.40 0.08 0.11 0.13 1.00 1.41 2.91
2048 15.93 15.87 4.59 7.13 7.74 8.16 23.89 25.68 29.64 �10�9

1024 16.13 16.68 6.55 6.62 7.12 7.40 26.84 30.31 36.78
512 20.91 24.95 11.29 5.98 6.65 7.03 40.16 41.28 53.03
256 11.81 8.72 8.95 5.06 5.61 5.93 33.92 35.34 57.44
128 11.95 8.28 12.59 4.18 4.82 5.17 57.02 59.41 62.97
64 12.46 8.31 17.53 3.57 4.24 4.67 25.47 107.45 112.97
32 11.99 6.36 27.26 2.11 2.62 3.00 30.74 43.54 213.20
16 16.90 6.72 52.68 1.83 2.39 2.81 38.98 80.01 417.80
8 7.13 3.55 13.16 0.52 0.82 1.04 24.04 37.02 125.29
4 8.39 4.92 12.31 0.49 0.88 1.18 25.05 39.20 72.06
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reduction study.

4.4. Load set reduction

Based on the obtained knowledge, a new load set with a high
degree of reduction is defined where noncritical directions and
wind speed bins with either low damage values (2 ms�1) or low
occurrence probability (24 ms�1, 26 ms�1) are neglected. Moreover,
the number of stochastic representations for each combination of
wind speed bin and direction is reduced to 3. The summary of
differences compared to the load set defined in subsection 4.3 is:

- 7 directions of wind, waves, and current are regarded for every
structure from 270� to 360� in 15� steps.

- Each direction comprises 10 equidistant wind speed bins from
4 ms�1e22 ms�1. An occurrence probability of each bin is
calculated from the wind speed distribution and applied for the
final fatigue assessment.

- 3 random representations of turbulent wind fields and wave
kinematics are used for each combination of wind speed bin and
direction.

The size of this load set is 7� 10� 3 ¼ 210 which enables the
calculations for all eight test jackets (1) to (2) as defined in Table 4,
requiring 1680 simulations. The results are compared to a reduced
probabilistic load set with 512 samples for each test jacket (4096
simulations in total, where 2� 512 ¼ 1024 have already been
calculated for the full load set, therefore 3072 additional simula-
tions). The normalized median damage values (with respect to the
probabilistic load set) obtained by this load set are illustrated in
Fig. 7 for the uppermost and lowermost X-joint layers and all eight
test jackets. All direction bins are shown from left to right. Error
bars show the minimum and maximum values, too.

From the results, it can be stated that the occurring damage
values are generally in the same dimensions as the mean damages.
There is no test structure where the normalized damage is below a
value of 0,5. Therefore, it is imaginable to utilize this reduced load

Fig. 6. Damage assessment of unidirectional load set at regarded X-joints. Each � depicts the damage of a single load case in the corresponding wind speed and direction bin. The
mean joint damage is illustrated by , the contour of the corresponding jacket by d.
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set for damage estimation by applying a safety factor in the
dimension of 2. It is noticeable that the uppermost X-joint position,
shown in Fig. 7(a), is related to higher normalized fatigue damages,
where the values tend to be slightly overestimated for some
structures, than the lowermost position in Fig. 7(b), for instance
jackets (1), (7), and (8). Jacket (5) is the one where the damages are
underestimated for both regarded joints. In general, it can be
adhered to the assumption unidirectional load sets are significant
for jacket substructures concerning fatigue limit state, when
considering a safety factor.

5. Benefits and limits of the approach

The present work compares different methods to reduce fatigue
limit state design load sets for time domain simulations of offshore
wind turbine jacket substructures. Previous approaches in litera-
ture addressing this topic consider the environmental impact on
the turbine mainly by variations of wind speed and different sto-
chastic representations of turbulent wind fields or wave kine-
matics. However, though this procedure is straightforward at first
sight, several environmental influence quantities are often dis-
regarded. In this work, measured data from the research platform

FINO3 is the basis for a comprehensive fatigue study on jackets
involving the effects of wind, waves, and current (each including
kinematics and directions). Results are computed for eight artificial
test structures very close to real applications. Though the
comprehensive fatigue assessment is only performed for two
jackets, this study is the first one that considers the impact of
realistic environmental conditions on fatigue of multiple jacket
structures. With 11 968 full-coupled simulations in total, the pre-
sent work depicts a comprehensive study on fatigue of jacket
substructures.

Of course, this study has still shortcomings due to limited nu-
merical capacity or imprecise knowledge about some environ-
mental conditions. Firstly, the study's main limitation is that the
demand on numerical capacity is indeed very high. Therefore, the
full load set was only applied to two test structures. In order to
obtain knowledge about multiple structures, a reduced load set was
defined. However, this load set depicts a simplification of the
environmental conditions. Secondly, some limitations arise from
partly conservative load assumptions. The environmental data was
extrapolated from a water depth of 22 m to 50 m. Wind speeds are
binned and the turbulence intensity is set to the mean value for
each bin, because the wind data has to be calculated prior to all

Fig. 7. Normalized damages with reduced, unidirectional load set for test jackets (1) to (8) compared to mean damage obtained by reduced probabilistic load set with 512 design
load cases. Each bar represents the median damage value in the corresponding direction bins from 270� to 360� in 15� steps, error bars show minimum and maximum values. Value
of 1 means that the damage value is equal to the mean damage.
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simulations. The near-surface current has been modeled according
to a power law and assumed to be aligned with wind direction. It is
to be analyzed whether all these shortcomings weaken the general
statement of the reduction study.

6. Conclusion

The fatigue limit state design directs the design of jacket
substructures. Therefore, it is worth reconsidering the general
methodology that leads to the corresponding design load sets.
The core innovation of this work is the utilization of compre-
hensive environmental data as a basis for a structural fatigue
assessment of jacket substructures for offshore wind turbines. In
this article, four leading questions have been pretended to
address recent topics in literature and there is an answer to all of
them. Firstly, it can be concluded that there is a high scatter of
damage values in each wind speed bin of the full load set results
which is significantly higher than the scatter arising from
different random representations of turbulent wind fields or
wave kinematics. For this reason, it is necessary to face the effect
of uncertainty in the damage calculation. In this context, there
exist several approaches. A conservative one might be to apply
(constant) safety factors to the calculated damages which is a
state-of-the-art procedure. Secondly, with regard to numerical
efficiency, there is a lot of improvement potential as shown in the
reduction study. When considering only a partial quantity of the
full load set as design basis, it is still possible to predict per-
centiles of the mean damage per load case for a given level of
significance. One finding in this study is that the estimation
mistake increases much slower than the level of reduction.
Hence, a quite high quantity of reduction is imaginable for these
load sets. Thirdly, the approach of unidirectional wind and waves
(and current, if considered), which depicts a state-of-the-art
technique in load preestimation, has been proven to be an
approach that tends to underestimate the occurring structural
damages for many directions. This might cause massive mis-
calculations, if wrong directions are considered. This leads to the
answer of the fourth question: An efficient load set must discard
design load cases that have no significant effect on the damage
assembly, when knowing the probability distributions of envi-
ronmental conditions. In this study, this was addressed by a
reduced load set which showed that unidirectional load sets
depict a significant reduction for jacket substructures with re-
gard to fatigue limit state. An efficient load set reduction can
decrease the levelized costs of energy significantly, because it
increases the number of possible design iterations in the
design process and leads to less expensive structures. Further
studies will have to address the issue that damage characteristics
might change for many different structural designs. It is imag-
inable that a lot of numerical capacity will be required for this
purpose.
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4 Accurate and numerically efficient formulation of the
jacket optimization problem

The research article proposes a jacket model along with models for costs and structural code checks.
It is published in Wind Energy Science, Vol. 3, 2018, pp. 553–572 (DOI: 10.5194/wes-3-553-2018).
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1 Introduction

In the oil and gas industry, the jacket substructure is well
established due to a good trade-off between cost efficiency
and reliability. It has been considered for offshore wind tur-
bine substructures for several years and has already had some
successful applications in Europe and the United States.
Smith et al. (2015) showed that among all wind farms an-
nounced to be built from the second quarter of 2015 un-
til 2020, 16 % of the substructures are jackets, whereas this
share was only 10 % for wind farms built before 2015 (see
Fig. 1 for the market shares of offshore wind turbine sub-
structures in the past and present). Despite potential advan-
tages, the market is still strongly dominated by monopiles
(Ho et al., 2016), as financial aspects and significantly lower
uncertainty play an important role from an economical point

of view (BVGassociates, 2012). However, the development
of new turbines with higher rated power in combination with
the need for deeper water installations might be a catalyst
for a technological leap toward jacket substructures. Damiani
et al. (2016) calculated that for water depths deeper than 40 m
jackets promise lower costs than monopiles, considering six
offshore sites along the US Eastern Seaboard and the Gulf
of Mexico. The break-even point or water depth at which
the jacket technology becomes truly competitive is, however,
dependent on the costs of the vessels used to transport and
install the structures. State-of-the-art jackets can still bene-
fit from design studies and structural optimization to render
lower costs to the project (BVGassociates, 2013), which is
addressed by current research. The accumulation of publi-
cations dealing with this topic in the recent past is a confir-
mation of this statement. Chew et al. (2016) and Oest et al.
(2016) performed structural optimization of jacket substruc-
tures with simulation-based approaches using gradient-based
algorithms. The basis for these papers was the structure de-
fined in the first phase of the Offshore Code Comparison Col-
laboration Continuation (OC4) project (Popko et al., 2014).
Damiani et al. (2017) studied the impact of environmental
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and turbine parameters on the costs or mass of jackets, con-
sidering 81 different structures. Hübler et al. (2017b) ana-
lyzed the effect of variations in jacket design on the economic
viability. AlHamaydeh et al. (2017) and Kaveh and Sabeti
(2018) used meta-heuristic algorithms for the optimization
of jacket substructures but without realistic – in particular,
fatigue limit state – load assumptions. Stolpe and Sandal
(2018) introduced discrete variables in the jacket optimiza-
tion problem formulation to account for the fact that steel
tubes are only available in fixed dimensions.

From a global perspective, the main obstacles that lead
to nonoptimal structures are both the dependence on expert
knowledge and the large computational cost associated with
the optimization of a complex structure. Many design assess-
ments or optimization approaches addressing this problem
fail (because they lead to either unrealistic or impractical de-
sign) for the following simple reasons.

– Design variables. Most approaches do not consider the
structural topology, but only the sizing of predefined
members. Involving topological parameters, which may
be real or discrete, as design variables is mandatory for
a proper design that makes use of a mixed-integer for-
mulation.

– Cost assumptions. Often, the mass of the entire jacket
is used as an objective function in optimization ap-
proaches. But obviously, the cost breakdown for a
welded structure includes many items that do not de-
pend on the mass of the structure. Moreover, other ex-
penses such as transport and installation costs should
not be ignored.

– Load assumptions. The assumption of simplified envi-
ronmental states (for instance, the omission of wind–
wave misalignment) is the state of the art in many jacket
design procedures because it relaxes the computational
demand and fills any existing gap in the knowledge of
the actual metocean conditions.

– Structural code checks. A realistic jacket design in-
volves structural design code checks for fatigue and ul-
timate limit state based on time domain simulations.
Many approaches miss either one or both of them, most
likely because the computational implementation is re-
source intensive.

– Simulation approaches. Design iterations cause changes
in the structural behavior. A coupled simulation or
at least a rigorous approach addressing this aspect is
mandatory. However, it is often seen that sequential
approaches are applied when decoupled loads are ex-
changed at the interface between substructure and tur-
bine tower, even in the case of fatigue assessment.

One possible approach to address some of these issues was
the jacket sizing tool proposed by Damiani and Song (2013),

which enables conceptual design by considering preliminary
load assumptions. It, however, lacked extensions to full dy-
namics simulations and fatigue limit states. Wind turbine cost
models are available (Fingersh et al., 2006; National Wind
Technology Center Information Portal, 2014) and were used
for the definition of wind turbine optimization objectives and
constraints (Ning et al., 2013), but without explicit or de-
tailed cost formulations for jacket substructures. The goal
of the current work is to provide a basic jacket model that
can be efficiently used in conceptual studies and optimiza-
tion approaches by providing a basis for more realistic de-
signs and mainly using mathematically manageable equa-
tions. Or, in other words, the main innovation of this study
is a basic jacket model that prevents the issues stated above.
The first part of this study addresses the first two points de-
scribed above. The last three points are handled in the sec-
ond part, as they involve a completely different field. This
paper is structured as follows: Sect. 2 explains the utilized
jacket model with the assumptions made for the structural de-
tails. In Sect. 3, a simple cost model is proposed, which cov-
ers cost contributions from materials, fabrication, transition
piece, coating, and transport and installation (including foun-
dation). In Sect. 4, load sets are defined for both fatigue and
ultimate limit state load cases and a design of experiments is
created to fit appropriate surrogate models. The paper con-
cludes with remarks on the benefits of the jacket model, its
limitations, and a brief outlook on further work based on this
model.

2 Jacket model

The previous section summarized some issues leading to cer-
tain requirements of a simple jacket model.

– The set of design variables must be as comprehensive as
necessary to accurately model the fundamental topol-
ogy, physics, and dynamics of a typical jacket but as
small as possible for ease of computation, too.

– The design variables must cover both topological and
geometrical parameters.

– Structural details with little bearing on the mechanical
behavior shall be disregarded.

– The cost model formulation shall only depend on the
parameters of the jacket model.

– The structure shall be manufacturable, transportable,
and installable.

– The structure shall be easily transferable to common
design tools (mostly based on finite-element formula-
tions).

A concept matching all of these points was initially described
by Häfele and Rolfes (2016) and is extended in this section.
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Operating to 2015 Announced 2015 to 2020

Monopile (75 %) Jacket (10 %) Gravity-based (8 %) Monopile (66 %) Jacket (16 %) Gravity-based (2 %)

Tripile (5 %) Others (2 %) Tripod (5 %) Others (11 %)

Figure 1. Share of utilized substructures among operating turbines in 2015 and from 2015 to 2020 according to Smith et al. (2015).

First, the topology is defined; then the tube dimensions and
material properties are derived.

2.1 Topology

The main presumption is that the jacket model need not be
limited to a certain number of legs or brace layers (bays),
but instead allows for different topologies. As foot and head
girth are measures related to four-legged structures, a general
formulation in terms of foot (on the ground layer) and head
(on the same layer as the transition piece) circles with foot
and head radii RFoot and RHead, respectively, is introduced.
In order to prevent obtaining structures with a funnel shape,
a parameter, ξ , is introduced, which relates the two radii (and
can be set to a value less than or equal to 1). The two cir-
cles depict the bottom and top of a frustum of length, L (see
Fig. 2a). TheNL legs can then be constructed as straight lines
on the surface of the cone, equidistantly distributed. This is
illustrated for a four-legged jacket in Fig. 2b. However, this
procedure is applicable to every number of legs that is greater
than or equal to three. With these variables, the angle en-
closed by two legs can be found according to the following
equation:

ϑ =
2π
NL
. (1)

The spatial batter angle, 8s, is the inclination angle of each
leg with respect to the symmetry axis of the frustum (some-
times denoted as the three-dimensional batter angle):

8s = arctan
(
Rfoot (1− ξ )

L

)
. (2)

The planar batter angle,8p, is the inclination angle projected
to a vertical–horizontal layer through the symmetry axis of

the frustum (sometimes denoted as the two-dimensional bat-
ter angle):

8p = arctan

(
Rfoot (1− ξ ) sin

(
ϑ
2

)

L

)
. (3)

The parameter, NX, defines the number of bays. A bay is
one part of the jacket that is delimited by NL double-K joints
at the lower side and NL double-K joints at the upper side
and comprises all structural elements in between, in particu-
lar NX X joints. The ith bay is denoted with i, where

i ∈ N[1,NX]. (4)

The ratio, q, relates the heights of two consecutive bays,Li+1
and Li , which is assumed to be constant:

q =
Li+1

Li
. (5)

It has to be noted that L1 is the height of the lowest bay
and LNX is the height of the highest one. Based on previ-
ous assumptions and elementary geometrical considerations,
circles on every double-K joint layer can be constructed.
With the height of the entire jacket, L, the distance between
the ground and lowest bay, LOSG, and the distance between
the transition piece and highest bay, LTP, the ith jacket bay
height, Li , can be calculated by

Li =
L−LOSG−LTP∑NX

n=1q
n−i

. (6)

The radius of each bay (at the lower double-K joint layer),
Ri , is

Ri = Rfoot− tan(8s)

(
LOSG+

i−1∑

n=1
Ln

)
. (7)
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This step is shown in Fig. 2c. The distance between the lower
layer of double-K joints and the layer of X joints for the ith
bay, Lm,i , can be calculated by simple geometrical relations:

Lm,i =
LiRi

Ri +Ri+1
. (8)

The radius of the ith X joint layer is

Rm,i = Rfoot− tan(8s)

(
LOSG+

i−1∑

n=1
Ln+Lm,i

)
. (9)

The lower and upper brace-to-leg connection angles,ψ1,i and
ψ2,i , respectively, and the brace-to-brace connection angle,
ψ3,i , in the ith bay are related by trigonometrical relations
(see Fig. 3):

ψ1,i =
π

2
− arctan

(
Rfoot (1− ξ ) sin

(
ϑ
2

)
cos

(
8p
)

L

)

− arctan

(
Lm,i

Ri sin
(
ϑ
2

)
cos

(
8p
)
)
, (10)

ψ2,i =
π

2
+ arctan

(
Rfoot (1− ξ ) sin

(
ϑ
2

)
cos

(
8p
)

L

)

− arctan

(
Lm,i

Ri sin
(
ϑ
2

)
cos

(
8p
)
)
, (11)

ψ3,i = 2arctan

(
Lm,i

Ri sin
(
ϑ
2

)
cos

(
8p
)
)
. (12)

In addition, LMSL is the distance between the transition piece
(which is at the same height as the tower foot) and mean sea
level layer or, in other words, the difference between jacket
length and water depth. This information is necessary to cre-
ate a mesh for the computation of hydrodynamic loads. The
flag, xMB, determines whether the jacket is equipped with
mud braces or not. The final topology is illustrated in Fig. 2d,
in this example with four legs (NL = 4), four bays (NX = 4),
and a mud brace (xMB = true).

2.2 Tube dimensions

The proposed jacket model makes no use of prefabricated
joints (as in the state of the art), and no joint cans or stiffen-
ers (mainly to improve punching shear resistance) are used.
The consequences of only single-sided welds and no stiff-
ened joints should be considered. However, the number of
(expensive) welds is reduced to a minimum, which reduces
the number of degrees of freedom in a structural analysis as
well. Moreover, the cost model is not burdened by possible
impacts of series manufacturing for prefabricated joints. This
is not far away from practical application: it was analyzed for
substructures with a rated power higher than 10 MW in the
research project INNWIND.EU and evaluated as the most ef-
ficient one concerning fabrication costs (Scholle et al., 2015).

Instead of regarding the diameters and thicknesses of each
tube as independent variables, which would lead – depending
on the structural topology – to a high number of design vari-
ables, the tube dimensions are interpolated between values
at the top and the bottom of the structure. Another potential
problem is that the tube dimensions, if all are regarded as
independent, might lead to undesirable relations between the
tube dimensions. Standards and guidelines provided by DNV
GL AS (2016b, a) for the design and certification of offshore
structures propose the adoption of three ratio parameters ini-
tially defined by Efthymiou (1988). However, one variable
has to be independent; in our case, it is the leg diameter, DL,
which is assumed to be constant.
γb and γt define the ratios between leg radii (not the diam-

eters) and thicknesses:

γb =
DL

2TLb
, (13)

γt =
DL

2TLt
, (14)

where the index b indicates the affiliation to the lowermost
(bottom) and t to the uppermost (top) tubes. The parameters
βb and βt define the ratios of brace and leg diameter at the
bottom and top, respectively:

βb =
DBb

DL
, (15)

βt =
DBt

DL
. (16)

The values τb and τt define the relations between brace and
leg thicknesses at the bottom and top, respectively:

τb =
TBb

TLb
, (17)

τt =
TBt

TLt
. (18)

The final determination of the leg and brace dimensions as
functions of the height elevation is illustrated in Figs. 4 and 5.
The values γi , βi , and τi can be calculated as follows:

γi =




γb, i = 1
(γt−γb)

(
LOSG+

∑i−1
n=1Ln+Lm,i

)

L−LNX+Lm,NX−LTP
+ γb else,

(19)

βi =
βt−βb

L−LNX −LOSG−LTP

i−1∑

n=1
Ln+βb, (20)

τi =
τt− τb

L−LNX −LOSG−LTP

i−1∑

n=1
Ln+ τb. (21)

These equations depict a linear-stepwise interpolation from
the values at the bottom (index b) to the top (index t). To
allow for a smooth transition of the leg thicknesses on the
height of the double-K joints, steps of γi are located on the
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RFoot

RHead

L

(a) Truncated cone defined by RFoot, RHead, and L (b) Creating NL jacket legs, here: NL = 4

LOSG

LTP

L1

L2

L3

L4

(c) Creating NX +1 K-joint layers, here: NX = 4 (d) Final jacket with braces

Figure 2. Creation of the jacket topology in four steps.

height of the X joints. Steps of βi and τi are located on the
height of the double-K joints in order to enable the use of
constant tube sizes in each bay.

2.3 Material properties

The entire jacket is supposed to be made of the same
isotropic material, which can be described by the Young’s
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Figure 3. The ith jacket bay topology projected to the layer of X
and double-K joints on one side of the structure.

modulus, E, the shear modulus, G, and the material density,
ρ.

2.4 Parameter summary and array of design variables

There are 20 parameters of the jacket model in total: 10 de-
scribe the topology, 7 the tube dimensions, and 3 the ma-
terial properties. It can be assumed that site- and material-
dependent parameters are commonly predetermined, so the
number of free design variables might be smaller than 20. To
ease the notation in what follows, all variables of the jacket
model are assembled in the array x:

x = (NL NX Rfoot ξ L LMSL LOSG LTP xMB

q DL γb γt βb βt τb τt E G ρ)T . (22)

3 Cost modeling

A possible approach to the jacket substructure cost calcula-
tion is to regard the total capital expenses, Ctotal, as a linear
combination of multiple contributions, with each one given
by a cost factor, cj , multiplied by the corresponding unit cost
aj :

Ctotal(x)=
∑

aj cj (x)︸ ︷︷ ︸
Cj (x)

. (23)

Basic factors for material, fabrication, coating, transition
piece, structural appurtenances (if regarded as additional
parts), and transport and installation (including costs for
the pile foundation) are assumed here, acknowledging that
this breakdown may look different if increasing the level of
detail.

c1: material factor
c2: fabrication factor
c3: coating factor
c4: transition piece factor
c5: transport factor
c6: foundation and installation factor
c7: fixed expenses factor

3.1 Material expenses

The material expenses are supposed to be proportional to
the mass of the components. Therefore, c1 is the total jacket
mass, which is the mass of the assembled substructure ex-
cluding the transition piece, foundation, or appurtenances of
any kind and which can be obtained by evaluating structural
analysis tools or by applying simple geometrical relations
from the jacket topology (Fig. 3). The latter can be expressed
as a sum:

c1(x)=

2ρNLπD
2
L

NX∑

i=1



(
βiτi

2γi
+

τ2
i

4γ 2
i

)√√√√ L2
i

cos2 (8p
) +

(
Ri +Ri+1

)2sin2
(
ϑ

2

)



︸ ︷︷ ︸
Mass of all diagonal braces

+xMBρNLπD
2
L

(
βbτb

2γb
+
τ 2

b

4γ 2
b

)
2R1 sin

(
ϑ

2

)

︸ ︷︷ ︸
Mass of mud braces

+ρNLπD
2
L

NX∑

i=1

((
1

2γi
+

1
4γ 2
i

)
Lm,i

cos(8s)
+

(
1

2γi+1
+

1
4γ 2
i+1

) (
Li −Lm,i

)

cos(8s)

)

︸ ︷︷ ︸
Mass of intermediate leg elements

+ρNLπD
2
L

(
1

2γb
+

1

4γ 2
b

)
LOSG

cos(8s)
︸ ︷︷ ︸
Mass of intermediate lowermost elements

+ρNLπD
2
L

(
1

2γt
+

1

4γ 2
t

)
LTP

cos(8s)
︸ ︷︷ ︸

Mass of uppermost leg elements

. (24)

3.2 Fabrication expenses

Although it can be assumed that fabrication expenses con-
tribute significantly to the overall jacket costs, this factor is
often neglected because it is difficult to measure. A com-
mon approach in practical applications is to assume a pro-
portional relation to the cumulated weld volume. In this cost
model, c2 is the cumulative volume of all structural welds.
With the weld root thickness, t0 (given as 3 mm in German-
ischer Lloyd, 2012) and assuming a 45◦ weld angle around
the entire weld, the sectional weld area can be approximated
and multiplied by the weld length, which is the perimeter of
the ellipse that is projected to the connected chord surface1;

1The ellipse perimeter is approximated in a very simple way
here. However, the occurring eccentricities are in a range in which
this simplification causes no significant error.
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Figure 4. Definition of leg dimensions with a dependency on the
jacket height. Values are illustrated by darker coloring at the bottom
and shade to lighter at the top of the structure.

thus

c2(x)=

2NLπDL

NX∑

i=1

(
βi

(
D2

Lτ
2
i

8γ 2
i

+
t0DLτi

2
√

2γi

)(√
1

2sin2 (ψ1,i
) + 1

2

+

√
1

2sin2 (ψ2,i
) + 1

2
+

√
1

2sin2 (ψ3,i
) + 1

2

))

︸ ︷︷ ︸
Brace-to-brace and brace-to-leg weld volume

+ 2xMBNLπDLβb

(
D2

Lτ
2
b

8γ 2
b
+
t0DLτb

2
√

2γb

)

︸ ︷︷ ︸
Mud brace-to-leg weld volume

+NLπDL

NX∑

i=1



D2

Lmin
(

1
γ 2
i

, 1
γ 2
i+1

)

8
+

DLt0min
(

1
γi
, 1
γi+1

)

2
√

2




︸ ︷︷ ︸
Leg-to-leg weld volume

. (25)

The equation uses the perimeter of the ellipse that is pro-
jected on a plane to calculate the weld length. This is not
exactly equal to the real weld length, but simplifies the equa-
tion considerably.

3.3 Coating expenses

Coating is necessary to protect the jacket from corrosion and
causes non-negligible costs. It is assumed that the entire outer
surface area of all tubes is coated after manufacturing and the

βt βb

Parameter β

H
ei

gh
te

le
va

tio
n

τt τb

Parameter τ

Figure 5. Definition of brace dimensions with a dependency on the
jacket height. Values are illustrated by darker coloring at the bottom
and shade to lighter at the top of the structure.

coating expenses are proportional to the outer surface area c3:

c3(x)=

2NLπDL

NX∑

i=1

(
βi

√
L2
i

cos2
(
8p
) + (Ri +Ri+1)2sin2

(
ϑ

2

))

︸ ︷︷ ︸
Outer surface area of all diagonal braces

+ xMBNLπDLβb

(
2R1 sin

(
ϑ

2

))

︸ ︷︷ ︸
Outer surface area of mud braces

+ NLπDL
L

cos(8s)︸ ︷︷ ︸
Outer surface area of all legs

. (26)

The equation assumes that the reduction of the entire outer
surface area due to intersecting tubes is negligible.

3.4 Transition piece expenses

Although there are different transition piece types, a stellar-
type transition piece is assumed, which connects the upper-
most leg ends with straight bars to a center point. In this case,
it can be assumed that the costs depend linearly, on the one
hand, on the number of legs and, on the other hand, on the
head radius; thus the factor c4 reads

c4(x)=NLRfootξ. (27)

3.5 Transport expenses

For a simplified cost estimation, the expenses to be raised
for the transport of the structure from the port to the wind
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farm site can be roughly measured in terms of a linear mass
dependency, and therefore factors c5 and c1 are equal:

c5(x)= c1(x). (28)

However, this value (mass after production) is supposed to be
slightly different from the wrought mass that is used due to
overlapping joints and material removal prior to welding. To
simplify the cost calculation, it is assumed that both values
are equal.

3.6 Foundation and installation expenses

The foundation is the structural part that provides an inter-
face to the seabed. Both the production costs for the founda-
tion structures, no matter of which type, and the on-site in-
stallation costs depend linearly on the number of legs in our
approach. For the sake of simplicity, it is assumed that these
costs do not cover costs due to modifications of the struc-
tural pile design. They are assembled in the foundation and
installation expenses, and the corresponding factor c6 reads

c6(x)=NL. (29)

3.7 Fixed expenses

There are costs that cannot be measured in terms of any pa-
rameters of the jacket model:

c7(x)= 1. (30)

These kinds of costs – in the nomenclature of this work pro-
portional to the factor c7 – arise for every structure and are
indeed very important for a cost assessment, but have a rather
minor impact on design studies or optimization results, as
there is no contribution to differential operators. Examples
are costs for structural appurtenances, like boat landings and
ladders, or production facilities and infrastructure, like scaf-
folds or cranes.

4 Surrogate models for fatigue and ultimate limit
state

A general presupposition made in this work is that realistic
jacket design necessitates simulation-based proofs to ensure
the structural functionality in different limit states. While
the proof of serviceability limit state is mostly simple in the
case of relatively stiff lattice structures, for which the tubular
tower dominates the modal behavior of the entire turbine, the
checks for fatigue and ultimate limit state are computation-
ally expensive. There are indeed simulation-based optimiza-
tion approaches in the literature, but all with very limited de-
sign load sets and proposals trying to find efficient load sets
or simplifications of load cases.

Recent work showed that Gaussian process regres-
sion (GPR) models are appropriate to predict numerically

obtained fatigue damages for two test structures from envi-
ronmental state inputs (Brandt et al., 2017). It is thus straight-
forward to transfer the same methodology to the prediction
of fatigue damages or utilization ratios due to extreme loads
for varying jacket designs in the case that the load sets are
given. It is also imaginable to apply a classification approach
to this type of problem, with the statements “structural code
check successful” or “structural code check failed” as out-
puts. However, this would limit the imaginable applications,
so regression is applied. In the following, a brief introduction
to Gaussian process regression is given. For the sake of sim-
plicity, the output dimension of the problem is restricted to
one, which is a single-output regression problem. The basis
for GPR is the Bayesian regression problem:

y = f (x)+ e (31)

with

e ∼N
(

0,σ 2
n

)
. (32)

We want to make predictions, y∗, for an arbitrary set of (pre-
diction) input variables, x∗, based on information gathered
from the training set, which is represented by the input ma-
trix, X, and the vector of corresponding output values, y.
The key assumption of Gaussian process regression is that
a Gaussian distribution over f (x) exists; thus

f (x)∼ GP
(
m(x),k(x,x′)

)
, (33)

with

m(x)= E
[
f (x)

]
(34)

and

k(x,x′)= cov
[
f (x),f (x′)

]
, (35)

which is a Mercer kernel function. Due to the marginalization
property of Gaussian processes, there is a joint distribution of
training and prediction sets:
(

y

y∗

)
∼

(
0,
[

K(X,X) k(X,x∗)
k(x∗,X) k(x∗,x∗)

])
. (36)

In this equation, K and k were introduced to ease the notation
and just represent matrices and vectors for which each ele-
ment is the corresponding value of k. The mean of the joint
distribution was set to zero. From this equation, the condi-
tional posterior distribution of y∗ can be obtained:

y∗|x∗ ∼N
(

k(X,x∗)T
(

K(X,X)+ σ 2
n I
)−1

y,

k(x∗,x∗)− k(x∗,X)
(

K(X,X)+ σ 2
n I
)−1

k(X,x∗)
)
. (37)

For further details, the interested reader is referred to Ras-
mussen and Williams (2008), which is the most comprehen-
sive work in this field in the opinion of the authors. Due to the
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probabilistic nature of these models, the computation of pre-
diction intervals is possible. This is a substantial advantage
because realistic load sets are large and thus the size of the
design of experiments is limited. In addition, when the un-
certainty arising from design load set assumptions is known,
it can be easily considered by an appropriate choice and pa-
rameterization of the kernel function.

The prediction of values from a GPR model requires the
complete input and output training to set it up. In contrast to
the proposed geometry and cost assumptions, the derivation
of surrogate models for fatigue and ultimate limit state de-
pends highly on the reference turbine and the environmental
conditions. The first one has been selected to be the National
Renewable Energy Laboratory (NREL) 5 MW turbine, de-
fined by Jonkman et al. (2009). The water depth at the fictive
location is 50 m. In addition, the research platforms FINO3
(mainly) and FINO1 (for validation purposes) provide de-
tailed, long-term measurements to derive the environmental
conditions. Soil properties are adopted from the definition of
the soil layers in the Offshore Code Comparison Collabora-
tion (OC3) project (Jonkman and Musial, 2010). The tran-
sition piece is considered with a lumped mass of 660 t at
the bottom of the tubular steel tower. There are, however,
some limitations in these assumptions that cannot be sup-
pressed. No structural appurtenances like ladders, boat land-
ings, sacrificial anodes, or J tubes are considered in the struc-
tural model. The assumption of 50 m of water depth does not
match the water depths at the FINO locations. Nevertheless,
no other measurements of environmental states are available,
and this assumption was also made in the design basis of the
UpWind project (Fischer et al., 2010).

4.1 Training and validation data sets

To obtain training data for surrogate modeling, 200 test jack-
ets were sampled from the design space by a space-filling
design of experiments with minimum correlation between all
samples. Assuming that it is the state-of-the-art reference for
5 MW wind turbine jacket structures, the boundaries in Ta-
ble 1 were chosen in a realistic range around the values of the
OC4 jacket (Popko et al., 2014), excluding “too optimistic”2

jacket designs. Although the number of samples seems to be
low, it has to be considered that the number of time domain
simulations depends linearly on the sample size. Moreover,
Eq. (37) requires the inversion of K(X,X), which may lead
to weak numerical performance of the prediction. Further-
more, an independent validation set with 40 samples from
the entire design space was generated, which was created by
another space-filling design of experiments. It has to be noted
that the purpose of this data set is just validation of the final
parameterized models; it is not involved in the training phase
and is not part of the cross-validation procedure.

2This statement means that the structural code checks allow
wider ranges of the design parameters.

4.2 Design load sets

In order to conduct time domain simulations, load sets for
both fatigue and ultimate limit state have to be defined. For
the fatigue case, broad knowledge about the required size of
design load sets is already available because it was analyzed
previously in a comprehensive study (Häfele et al., 2017a, b)
in which both probabilistic and unidirectional load sets were
investigated. However, as the GPR allows us to propagate un-
certainties, it is reasonable to utilize a probabilistic load set
with 128 production load cases (design load case (DLC) 1.2
and 6.4 according to IEC-61400-3; see International Elec-
trotechnical Commision, 2009) for damage estimation (see
Table 2), which is a finding of the previously mentioned
study. In the extreme load case, the focus is rather on the con-
sideration of multiple special events than on the reproduction
of the long-term behavior. Table 3 features a summary of all
design load cases that are to be calculated for every sample.
There are 10 extreme load cases that were identified to be po-
tentially critical. DLC 1.3 and 1.6a are production load cases
with extreme turbulence and severe sea state, respectively.
DLC 2.3 is a design load case for which electrical grid loss
occurs during the production state. DLC 6.1a and 6.2a are
events with extreme mean wind speed, the first one with an
extreme sea state and the second one with an extreme yaw
error. The values of the parameters in Table 3 were obtained
by evaluating probability density functions of environmen-
tal parameters at the FINO locations given by Hübler et al.
(2017a).

4.3 Time domain simulations

As the varying jacket design changes the structural behav-
ior of the entire turbine, only fully coupled simulations were
conducted for this study, as so-called sequential or uncou-
pled approaches are considered not sufficiently accurate. All
simulations are computed with FAST (National Wind Tech-
nology Center Information Portal, 2016) in the current ver-
sion at the publication of this study and comprise 10 min time
series3 plus an additional 3 min time for transient decay. To
account for soil–structure interaction, a reduced representa-
tion of the substructure (see Häfele et al., 2016) is consid-
ered, in which eight interior modes are the basis for the rep-
resentation of the jacket with foundation. The pile founda-
tion is considered by lumped mass and stiffness matrices at
the transition between substructure and ground. These ma-
trices are derived by a preprocessing procedure in which the
piles with p− y and T − z curves according to the Ameri-
can Petroleum Institute (2002) are discretized with finite el-
ements. In the fatigue limit state case, the soil is linearized
in the zero-deflection operating point. The operating-point-
dependent soil behavior cannot be neglected in the extreme

3For some extreme load events, this is a rather low value. How-
ever, due to limited capacity of computational resources, it was de-
cided to choose this length for all simulations.
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Table 1. Jacket model parameter boundaries for the design of experiments. Topological, tube sizing, and material parameters are separated
in groups; single values indicate that the corresponding value is held constant.

Parameter Description Lower boundary Upper boundary

NL Number of legs 3 4
NX Number of bays 3 5
Rfoot Foot radius 6.792 m 12.735 m
ξ Head-to-foot radius ratio 0.533 0.733
L Overall jacket length 70.0 m
LMSL Transition piece elevation over MSL 20.0 m
LOSG Lowest leg segment height 5.0 m
LTP Transition piece segment height 4.0 m
q Ratio of two consecutive bay heights 0.640 1.200
xMB Mud brace flag true

DL Leg diameter 0.960 m 1.440 m
γb Leg radius-to-thickness ratio (bottom) 12.0 18.0
γt Leg radius-to-thickness ratio (top) 12.0 18.0
βb Brace-to-leg diameter ratio (bottom) 0.533 0.800
βt Brace-to-leg diameter ratio (top) 0.533 0.800
τb Brace-to-leg thickness ratio (bottom) 0.350 0.650
τt Brace-to-leg thickness ratio (top) 0.350 0.650

E Material Young’s modulus 2.100× 1011 N m−2

G Material shear modulus 8.077× 1010 N m−2

ρ Material density 7.850× 103 kg m−2

Table 2. Considered design load sets according to IEC-61400-3 (International Electrotechnical Commision, 2009) for the fatigue limit state
(SF: partial safety factor, vs: mean wind speed, P : probability density function, TI: turbulence intensity, Hs: significant wave height, Tp:
wave peak period, θwind: wind direction, θwave: wave direction, uw: near-surface current velocity, uss: subsurface current velocity, MSL:
mean sea level). Yaw error is normally distributed with −8◦ mean value and 1◦ standard deviation.

DLC Quantity Wind Waves Directionality Current Water level

1.2, 6.4
128

vs = P (vs) HS = P (Hs|vs) θwind = P (θwind|vs) uw(0)= 0.42 m s−1
MSL

SF= 1.25 TI= TI(vs) Tp = P (Tp|Hs) θwave = P (θwave|Hs,θwind) uss(0)= 0 m s−1

load case and is considered by an ad hoc approach (Hübler
et al., 2016).

4.4 Post-processing of time domain results

Fatigue is evaluated in terms of the maximum cumulative
damage that occurs in the critical joint after summing up all
hot spot damages. An S−N curve approach defined by the
structural code DNV GL RP-0005 (DNV GL AS, 2016a) is
utilized for this purpose. Hot spot stresses are obtained by
stress concentration factors. Stress cycles are evaluated by a
rainflow-counting algorithm and added up according to lin-
ear damage accumulation. Fatigue checks are only performed
for tubular joints corresponding to class T according to the
structural code. The related S−N curve has an endurance
stress limit of 52.63×106 N m−2 at 107 cycles and slopes of
3 and 5 before and after endurance limit, respectively.

Ultimate limit state proofs are performed according to the
structural code NORSOK N-004 (NORSOK, 2004), which

is a well-established standard for this purpose. Although the
extreme load assessment involves all tubes of the jacket, the
output value is only the one with the highest utilization ratio
among all considered load cases, including partial safety fac-
tors. Punching shear resistance of tubular joints is not consid-
ered in the surrogate model because it is not part of the pre-
design process. Steel with a yield stress of 355 MPa (S355) is
considered as the material for the entire structure, excluding
structural appurtenances.

4.5 Derivation and parameterization of Gaussian
process regression models

While the outputs of both limit state assessments are single
real values, it has to be conceived that the output values are
distributed differently. GPR models are mainly governed by
the kernel function choice and the corresponding hyperpa-
rameters. Different kernel functions were tested with respect
to the creation of appropriate surrogate models and evaluated
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Table 3. Considered design load sets according to IEC-61400-3 (International Electrotechnical Commision, 2009) for the ultimate limit
state (SF: partial safety factor, vs: mean wind speed, TI: turbulence intensity, Hs: significant wave height, Tp: wave peak period, θwind:
wind direction, θwave: wave direction, uw: near-surface current velocity, uss: subsurface current velocity, MSL: mean sea level). Yaw error
is constantly set to −8◦ if not stated differently.

DLC Quantity Wind Waves Directionality Current Water level Special event

1.3
1

vs = 15.40 m s−1 HS = 2.04 m θwind = 0◦ uw(0)= 0.42 m s−1
MSL

SF= 1.35 TI= 58.10 % Tp = 7.50 s θwave = 0◦ uss(0)= 0 m s−1

1.3
1

vs = 15.40 m s−1 HS = 2.04 m θwind = 15◦ uw(0)= 0.42 m s−1
MSL

SF= 1.35 TI= 58.10 % Tp = 7.50 s θwave = 15◦ uss(0)= 0 m s−1

1.3
1

vs = 17.40 m s−1 HS = 2.50 m θwind = 0◦ uw(0)= 0.42 m s−1
MSL

SF= 1.35 TI= 44.22 % Tp = 7.50 s θwave = 0◦ uss(0)= 0 m s−1

1.6a
1

vs = 11.40 m s−1 HS = 10.60 m θwind = 0◦ uw(0)= 0.42 m s−1 MSL
SF= 1.35 TI= 8.09 % Tp = 15.09 s θwave = 0◦ uss(0)= 0 m s−1

+2.02 m

2.3
1

vs = 25.00 m s−1 HS = 4.63 m θwind = 0◦ uw(0)= 0.42 m s−1
MSL Grid loss

SF= 1.1 TI= 8.09 % Tp = 10.47 s θwave = 0◦ uss(0)= 0 m s−1

2.3
1

vs = 25.00 m s−1 HS = 4.63 m θwind = 60◦ uw(0)= 0.42 m s−1
MSL Grid loss

SF= 1.1 TI= 8.09 % Tp = 10.47 s θwave = 60◦ uss(0)= 0 m s−1

6.1a
1

vs = 42.14 m s−1 HS = 4.63 m θwind = 0◦ uw(0)= 1.88 m s−1 MSL
SF= 1.35 TI= 12.47 % Tp = 10.47 s θwave = 0◦ uss(0)= 0.69 m s−1

+2.74 m

6.2a
1

vs = 42.14 m s−1 HS = 4.63 m θwind = 0◦ uw(0)= 1.88 m s−1 MSL Yaw error
SF= 1.1 TI= 12.47 % Tp = 10.47 s θwave = 0◦ uss(0)= 0.69 m s−1

+2.74 m 60◦

6.2a
1

vs = 42.14 m s−1 HS = 4.63 m θwind = 0◦ uw(0)= 1.88 m s−1 MSL Yaw error
SF= 1.1 TI= 12.47 % Tp = 10.47 s θwave = 0◦ uss(0)= 0.69 m s−1

+2.74 m 90◦

6.2a
1

vs = 42.14 m s−1 HS = 4.63 m θwind = 0◦ uw(0)= 1.88 m s−1 MSL Yaw error
SF= 1.1 TI= 12.47 % Tp = 10.47 s θwave = 0◦ uss(0)= 0.69 m s−1

+2.74 m 120◦

in terms of cross-validations in this section. Due to the highly
nonlinear character of the utilized structural codes and there-
fore significant variance in the model outputs, a certain extent
of uncertainty has to be tolerated. For the learning procedure,
the fatigue damages are logarithmized because the underly-
ing S−N curve is also logarithmic and the range of values
covers at least 4 powers of 10. For the ultimate limit state,
results cover only a range from zero to about 3, and no nor-
malization is necessary. However, to exclude severe outliers
from the training set of the surrogate model for the ultimate
limit state, 10 % of the samples with the highest extreme load
utilization ratios are excluded.

The problem of choosing the right kernel function is dis-
cussed by many authors. In order to limit the extent of this
section, the reader is referred to the works of Duvenaud
(2014) and King (2016) for further details. In general, the
kernel choice implies a belief about the shape or smoothness
of the covariance. In this case, four commonly used station-
ary kernel functions are compared that represent relatively
smooth approximations of the function.

The squared exponential kernel reads

kSE(x,x′)= exp
(
−

(x− x′)(x− x′)T

2l2

)
. (38)

The Matérn 3/2 kernel is

kMa3/2 (x,x′)=

(
1+

√
3(x− x′)(x− x′)T

l

)

exp

(
−

√
3(x− x′)(x− x′)T

l

)
, (39)

the Matérn 5/2 kernel is

kMa5/2 (x,x′)=

(
1+

√
5(x− x′)(x− x′)T

l

+
5(x− x′)(x− x′)T

3l2

)

exp

(
−

√
5(x− x′)(x− x′)T

l

)
, (40)
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and the rational quadratic kernel is

kRQ(x,x′)=
(

1+
(x− x′)(x− x′)T

2al2

)a
, (41)

where l is a length scale and a a weighting parameter. It is
best practice to choose different scales for all input parame-
ters. This is called automatic relevance determination (Duve-
naud, 2014).

The squared exponential kernel is a common choice for
Gaussian processes as an “initial guess” because it is in-
finitely differentiable and therefore very smooth. The Matérn
kernels are less smooth than the squared exponential kernel:
Matérn 3/2 is once and Matérn 5/2 twice differentiable. The
rational quadratic kernel is a sum of squared exponential ker-
nels with the capability to weight between large- and small-
scale variations. To figure out which kernel function is most
suitable for both surrogate models, various cross-validations
are performed. An N -fold cross-validation means that the
training data set (which comprises 200 jacket samples in the
fatigue limit state case and 180 samples in the ultimate limit
state case in this study) is divided into N parts with equal
size. N − 1 parts are then used to train the model and the
leftover is the test set, which is used to predict a vector of
validation results, y∗. This is repeated N times to compute
the mean of the two common error measures, bias ebias and
mean squared error emse:

ebias =
1
N

N∑

n=1

(
1
M

M∑

m=1

(
y∗n,m− yn,m

)
)
, (42)

emse =
1
N

N∑

n=1

(
1
M

M∑

m=1

(
y∗n,m− yn,m

)2
)
, (43)

where y∗n,m is the mth predicted element in the nth cross-
validation set and yn,m is the corresponding value in the out-
put vector. M is the size of the cross-validation leftover. For
instance, in the case of a 10-fold cross-validation, M is 20.
While the mean squared error is always positive, the bias can
have both positive and negative values. Table 4 shows valida-
tion results for the four kernels using leave-one-out, 10-fold,
and 5-fold cross-validations. There are no values completely
off and all kernel functions lead to similar results in the fa-
tigue limit state case; the Matérn 5/2 function is eventually
chosen for both surrogate models.

4.6 Validation of Gaussian process regression models

Based on the kernel function selection, the surrogate mod-
els are validated with 40 samples from the design space
given in Table 1. A Matérn 5/2 kernel with independent
hyperparameters and a Gaussian likelihood function with
ln
(√
σ 2
n

)
=−2.06, where

√
σ 2
n is the mean standard devi-

ation of logarithmized damage per load case accounting for
load set reduction uncertainty evaluated from the results by

Häfele et al. (2017a, b), are chosen for the fatigue case. The
ultimate limit state case does not incorporate prior knowl-
edge of uncertainty because it is assumed that one of the con-
sidered load cases in Table 3 is the severest imaginable one.
The predicted validation values for both fatigue and ultimate
limit state are shown in Fig. 6. Although the drawn whiskers
show quite wide prediction intervals, the mean values predict
the calculated ones well in both diagrams. Therefore, it can
be stated that Gaussian process regression is suitable for this
task.

5 Example

Although the focus of this work shall not be a comprehen-
sive design study, a short example is provided in this section,
which shows how the proposed models can be used in further
studies.

We assume that for a fixed wind farm location with 50 m
of water depth, NREL 5 MW turbine, FINO3 environmen-
tal conditions, and OC3 soil properties, it has to be evalu-
ated which of three given jacket designs is most suitable with
regard to capital expenses. There is uncertainty in the capi-
tal expenditures arising from, for example, the market situ-
ation, the availability of fabrication facilities and ships, the
distance of the installation site from shore, the weather situa-
tion, and the sea state. For the sake of simplicity, we assume
that this uncertainty can be described in terms of normally
distributed cost model parameters given as mean values and
standard deviations in Table 54. The parameter distributions
indicate relatively high uncertainty, in particular in the ex-
penses for transport and installation, which is a common ex-
perience in the wind farm planning process. There are three
substructure options to be compared: the first (a), derived
from the so-called OC4 jacket (Popko et al., 2014), and sec-
ond (b) ones are four-legged (NX = 4) jackets, and the third
(c) one is a three-legged (NX = 3) structure. All structures
have a length ofL= 70 m with transition pieceLMSL = 20 m
above mean sea level and use steel (E = 2.100×1011 N m−2,
G= 8.077×1010 N m−2, ρ = 7.850×103 kg m−3) as the ma-
terial. The height between the ground and lowermost double-
K joint layer isLOSG = 5 m, and the transition piece height is
LTP = 4 m. Furthermore, all jackets have mud braces (xMB =

true); the foot radii, Rfoot, are all 8.485 m, the bay height ra-
tio, q, is 0.8, and the head-to-foot radius ratio, ξ , is 0.67. The
leg radius-to-thickness and the leg-to-brace thickness ratios
are held constant at γ = γb = γt = 15.0 and τ = τb = τt =

0.5, respectively. The structures differ, except for the num-
ber of legs (NL), in the number of bays (NX) and tube di-
mensions (DL, βb, βt). The first one (a) has four bays, a leg

4The mean values are in accordance with practical experi-
ence and published information about jacket expenditures (Michels,
2014; National Wind Technology Center Information Portal, 2014).
The standard deviation values reflect different dimensions of scatter
in the unit costs.
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Table 4. Cross-validation results for kernel functions applied to fatigue and ultimate limit state outputs, each case with ideal hyperparameters
obtained by maximum likelihood estimation.

Limit state Cross-validation type Error type
Kernel function

kSE kMa3/2 kMa5/2 kRQ

Fatigue

Leave-one-out
ebias −0.003 −0.002 −0.003 −0.002
emse 0.052 0.044 0.043 0.041

10-fold
ebias −0.007 −0.004 −0.003 −0.005
emse 0.073 0.049 0.049 0.047

5-fold
ebias 0.004 −0.008 0.000 −0.012
emse 0.084 0.062 0.063 0.061

Ultimate

Leave-one-out
ebias 0.003 0.001 0.003 −0.002
emse 0.057 0.053 0.054 0.057

10-fold
ebias 0.004 0.006 0.006 −0.002
emse 0.056 0.055 0.056 0.061

5-fold
ebias 0.003 0.002 0.003 0.008
emse 0.055 0.056 0.054 0.061
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Figure 6. Prediction results for all samples of the validation set. Asterisks depict mean predicted damages in the first and mean extreme
load utilization ratios in the second plot, and whisker ranges illustrate the 95 % significance intervals. The solid red line illustrates the critical
damage related to a 20-year lifetime of the structure or a utilization ratio of 1. Moreover, the 30-year damage is illustrated with a dashed red
line in the first plot.

diameter of 1.2 m, and β = βb = βt = 0.67. The second one
(b) has only three bays, but higher tube diameters and thick-
nesses with DL = 1.32 m and constant β = βb = βt = 0.75.
The third jacket (c) is the same as the first one (a), but
with only three legs (NL = 3) and an increased leg diame-
ter DL = 1.44 m. Thus, all structures are representative for
different approaches known from practical applications and
it is easily imaginable that they differ in all cost factors of the
cost model except for the fixed expenses.

First, the cost contributions C1. . .C7 are calculated for
each substructure according to the proposed cost model.
Now, two helpful properties are used to evaluate the costs:

Table 5. Reference unit costs for the considered example, a 5 MW
reference turbine in a water depth of 50 m.

Unit cost Unit Mean Standard deviation

a1 kg−1 1.0 5.0× 10−2

a2 m−3 4.0× 106 0.5× 106

a3 m−2 1.0× 102 1.0× 101

a4 m−1 2.0× 104 5.0× 103

a5 kg−1 2.0 2.5× 10−1

a6 – 2.0× 105 5.0× 104

a7 – 1.0× 105 2.5× 104
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Figure 7. Probability density functions (PDFs) of the cost contributions C1. . .C7, the total expenses Ctotal, the (logarithmized) predicted
damage per load case, and the predicted extreme load utilization ratio for the considered example case. Each plot shows the probability
density depending on cost, damage exponent, and utilization ratio. Structure (1) is illustrated by the solid gray line, structure (2) by the
dashed gray line, and structure (3) by the dotted gray line. The solid red line illustrates the critical damage related to a 20-year lifetime of the
structure or a utilization ratio of 1. Moreover, the 30-year damage is illustrated with the dashed red line.

1. the total costs of each substructure, Ctotal, which are a
linear combination of the single contributions, C1. . .C7,
and

2. the sum of normal distributions is again normally dis-
tributed.

Figure 7 shows the resulting probability density functions of
all cost contributions and the total expenses when the nor-
mally distributed unit costs in Table 5 are combined with the
proposed cost model. The three-leg design (c) is the cheapest

among the considered structures because the tube dimension
increase of 20 % (all tube sizing parameters depend linearly
on the leg diameter) is overcompensated for by the reduc-
tion in jacket legs, which shows in the factor mass, resulting
in significantly lower costs. The structures (a) and (b) show
stronger similarities in all cost contributions, adding up to
nearly equal total expenses.

However, the cost assessment is not meaningful without
consideration of structural code checks. The surrogate mod-
els for fatigue and ultimate limit state are utilized for pre-
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diction and also shown in Fig. 7. Structure (a) takes a mean
damage of 10−6.72 per load case, structure (b) 10−6.91, and
structure (c) 10−6.72, all with similar variance. Linear dam-
age accumulation (implying that the lifetime is reached at
a cumulated damage of 1) and a simulation time per load
case of 10 min yields lifetimes of approximately 100, 155,
and 100 years for the three structures, considering a fatigue
safety factor of 1.25. The same procedure is applied to ulti-
mate limit state assessment and mean tube utilization ratios
of 1.05, 0.72, and 0.94 are obtained in the critical load case
for the structures (a), (b), and (c), respectively. Therefore, al-
though all structures are quite close to an ideal utilization ra-
tio, the second structure has the highest capacity concerning
extreme loads.

Although only three designs were considered in this ex-
ample, it is conceivable that three-legged structures are truly
competitive with respect to the given boundaries because the
design of structure (c) is related to the lowest capital ex-
penses and has sufficient load capacities in the fatigue and
ultimate limit state. According to the proposed cost model,
the cost saving arises mainly from two contributions, namely
transition piece expenses and foundation and installation ex-
penses, both depending linearly on the number of jacket legs.
This is in agreement with experiences from practical applica-
tions because three-legged structures have recently increased
in importance, which is visible in the number of offshore in-
stallations for turbines with intermediate rated power. Com-
paring structure (a) and (b), the cost differences are marginal,
while structure (b) turns out to be much better in terms of
structural properties, which is visible in a higher lifetime and
a lower extreme load utilization ratio. Therefore, it can be
stated that the number of jacket legs and the leg diameter (in
the case of dependent brace dimensions) are key parameters
in the first phase of jacket design. A quantitative sensitivity
analysis of the remaining parameters has to be conducted in
forthcoming studies.

It can be imagined that the approach is easily usable for
far more complex studies in which the number of design
samples is much higher than in the present example because
the entire procedure, which usually requires enormous nu-
merical capacity, was solved in a negligible amount of time.
It was already discussed that every jacket design requires a
high number of time domain simulations to perform struc-
tural code checks. Therefore, the proposed methodology is
appropriate to assess the topology and dimensions of a sub-
structure, while structural details still have to be determined
with high-fidelity models.

Moreover, the example shows that uncertainty can be eas-
ily incorporated in the design assessment using the proposed
models for capital expenses and structural code checks. This
may lead to probabilistic studies or robust jacket design.

6 Limitations

The models established in this work provide the groundwork
to regard the jacket design process from a scientific point of
view, not from an application-oriented design perspective,
which depends highly on (human) expert knowledge. This
aspect is emphasized strongly at this point because the out-
come from studies based on these models will most likely
not represent the geometry of the final structure, but an initial
or conceptual design approach suitable for implementations
with high numerical demands. Therefore, although the pro-
posed models provide a comprehensive basis for design eval-
uations or optimization, they have to be used with caution.
There is still a distinct amount of uncertainty in the surrogate
model outputs, which arises from different sources, such as
load set reductions, relatively small training sets (due to lim-
ited numerical capacity), or nonlinearities in physical models
or structural code checks.

In addition, it has to be mentioned that though the methods
are probably applicable to other turbines as well, the numeri-
cal parameters and results in the considered example are only
valid for a jacket substructure at a given (fictive) offshore lo-
cation with a 50 m water depth, FINO3 environmental condi-
tions, and the NREL 5 MW turbine. An adaption to different
boundaries requires a reestimation of the parameters.

7 Conclusions

The objective of this work was to provide a minimal but
comprehensive approach to conceptual studies on jacket sub-
structures for wind turbines. For this purpose, a geometry
model was defined. A completely analytical cost model was
derived afterwards. The issue of computationally expensive
structural code checks was faced by surrogate modeling,
namely Gaussian process regression models. Finally, an ex-
ample was considered to show the capabilities of the devel-
oped models in which three artificial structures were ana-
lyzed. It was shown that different jacket design approaches
(varying in topology and tube dimensions) may be appro-
priate solutions for a given wind turbine and environmental
conditions. The present work improves the state of the art by
combining a jacket model with topological design variables,
more realistic cost and load assumptions, structural design
code checks, and coupled time domain simulations in one
approach.

Deliberately, this paper does not provide too extensive nu-
merical results for applied science. The proposed models and
equations are to be used for more realistic design studies
on latticed substructures for offshore wind farms. Therefore,
the path can continue in two ways: first, design studies not
focused on structural aspects can benefit from these mod-
els because they do not require too much knowledge about
physical details. But second and intentionally, this work con-
tributes a substantial improvement to jacket optimization ap-
proaches, yet mostly focuses on tube dimensioning and of-
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ten neglects structural topology aspects, a correct cost as-
sessment, or realistic structural code checks. In particular,
the utilization of surrogate modeling is very promising when
dealing with meta-heuristic algorithms like evolutionary or
swarm-based approaches applied to the jacket optimization
problem because the related numerical expenses are signifi-
cantly lower compared to approaches based on time domain
simulations. This may lead to much more detailed analyses
of the optimization procedure from the mathematical point
of view because approaches known from the literature are fo-
cused on technical aspects. Questions to be answered in this

context are, for instance, how the constraints can be handled
efficiently or which algorithm is most suitable for the jacket
optimization problem.

Code and data availability. The results of training and valida-
tion sets, including fatigue and ultimate limit state code checks,
are provided and available for research purposes. To set up Gaus-
sian process regression models, we use and recommend using
GPML, which can be run with Octave, MATLAB, or Python.
GPML is freely available at http://www.gaussianprocess.org/gpml/
code/matlab/doc/ (GPML, 2018).
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Appendix A: Nomenclature

DLC Design load case
E Expected value
GP(m,k) Gaussian process with mean function m and covariance function k
GPR Gaussian process regression
MSL Mean sea level
N Set of natural numbers
N (µ,σ 2) Normally distributed number with mean µ and variance σ 2

SF Partial safety factor
TI Turbulence intensity
8p Planar (two-dimensional) batter angle
8s Spatial (three-dimensional) batter angle
βb Brace-to-leg diameter ratio at bottom (jacket model parameter)
βi Brace-to-leg diameter ratio in the ith bay
βt Brace-to-leg diameter ratio at top (jacket model parameter)
γb Leg radius-to-thickness ratio at bottom (jacket model parameter)
γi Leg radius-to-thickness ratio in the ith bay
γt Leg radius-to-thickness ratio at top (jacket model parameter)
θwave Wave direction
θwind Wind direction
ξ Head-to-foot radius ratio (jacket model parameter)
ρ Material density (jacket model parameter)
σ 2
n Gaussian input noise variance
ϑ Angle enclosed by two jacket legs
τb Brace-to-leg thickness ratio at bottom (jacket model parameter)
τi Brace-to-leg thickness ratio in the ith bay
τt Brace-to-leg thickness ratio at top (jacket model parameter)
ψ1,i Lower brace-to-leg connection angle in the ith bay
ψ2,i Upper brace-to-leg connection angle in the ith bay
ψ3,i Brace-to-brace connection angle in the ith bay
Cj Expenses related to j th cost factor
Ctotal Total capital expenses
DBb Bottom brace diameter
DBt Top brace diameter
DL Leg diameter (jacket model parameter)
E Material Young’s modulus (jacket model parameter)
G Material shear modulus (jacket model parameter)
Hs Significant wave height
I Identity martrix
K Kernel function matrix
L Overall jacket length (jacket model parameter)
LMSL Transition piece elevation over MSL (jacket model parameter)
LOSG Lowest leg segment height (jacket model parameter)
LTP Transition piece segment height (jacket model parameter)
Li ith jacket bay height
Lm,i Distance between the lower layer of K joints and the layer of X joints of the ith bay
M Size of the cross-validation leftover
N Number of cross-validation bins
NL Number of legs (jacket model parameter)
NX Number of bays (jacket model parameter)
P Probability density function
RFoot Foot radius (jacket model parameter)
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RHead Head radius
Ri ith jacket bay radius at lower K joint layer
Rm,i Radius of the ith X joint layer
TBb Bottom brace thickness
TBt Top brace thickness
TLb Bottom leg thickness
TLt Top leg thickness
Tp Wave peak period
X Matrix of training inputs (one sample per row)
a Kernel weighting parameter
aj j th unit cost
cj j th cost factor
e Noise
ebias Bias error
emse Mean squared error
f Function value
k Kernel function vector
k Covariance (kernel) function
kMa3/2 Matérn 3/2 kernel function
kMa5/2 Matérn 5/2 kernel function
kRQ Rational quadratic kernel function
kSE Squared exponential kernel function
l Kernel length-scale parameter
m Mean function
q Ratio of two consecutive bay heights (jacket model parameter)
uss Subsurface current velocity
uw Near-surface current velocity
vs Mean wind speed
x Array of design variables/vector of training
x∗ Array of prediction inputs
xMB Mud brace flag (jacket model parameter)
y Vector of training outputs (one sample per row)
y General regression output value
y∗ Prediction value
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Abstract. The structural optimization problem of jacket substructures for offshore wind turbines is commonly
regarded as a pure tube dimensioning problem, minimizing the entire mass of the structure. However, this ap-
proach goes along with the assumption that the given topology is fixed in any case. The present work contributes
to the improvement of the state of the art by utilizing more detailed models for geometry, costs, and structural
design code checks. They are assembled in an optimization scheme, in order to consider the jacket optimization
problem from a different point of view that is closer to practical applications. The conventional mass objective
function is replaced by a sum of various terms related to the cost of the structure. To address the issue of high
demand of numerical capacity, a machine learning approach based on Gaussian process regression is applied to
reduce numerical expenses and enhance the number of considered design load cases. The proposed approach is
meant to provide decision guidance in the first phase of wind farm planning. A numerical example for a National
Renewable Energy Laboratory (NREL) 5 MW turbine under FINO3 environmental conditions is computed by
two effective optimization methods (sequential quadratic programming and an interior-point method), allowing
for the estimation of characteristic design variables of a jacket substructure. In order to resolve the mixed-integer
problem formulation, multiple subproblems with fixed-integer design variables are solved. The results show that
three-legged jackets may be preferable to four-legged ones under the boundaries of this study. In addition, it is
shown that mass-dependent cost functions can be easily improved by just considering the number of jacket legs
to yield more reliable results.

1 Introduction

The substructure contributes significantly to the total capital
expenses of offshore wind turbines and thus to the levelized
costs of offshore wind energy, which are still high compared
to the onshore counterpart (Mone et al., 2017). Cost break-
downs show ratios of about 20 % (such as The Crown Es-
tate, 2012; BVGassociates, 2013) depending on rated power,
water depth, and what is regarded as capital expenses. In
the face of wind farms with often more than 100 turbines,
it is easily conceivable that a slight cost reduction can al-
ready render substantial economic advantages to prospective
projects. Structural optimization is paramount because it pro-
vides the great opportunity to tap cost-saving potential with
low economic effort. Technologically, it is expected that the

jacket will supersede the mono-pile when reaching the immi-
nent turbine generation or wind farm locations with interme-
diate water depths from about 40 to 60 m (see, for instance,
Seidel, 2007; Damiani et al., 2016). According to current
studies, there is an increasing market share of jackets (Smith
et al., 2015). As it allows for many variants of structural de-
sign, the jacket structure is therefore a meaningful object of
structural optimization approaches, which benefits massively
from innovative design methods and tools (van Kuik et al.,
2016).

It is state of the art in the field of jacket optimization
to deal with optimal design in terms of a tube dimension-
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ing problem, where the topology is fixed.1 Structural design
codes require the computation of time domain simulations
to perform structural code checks for fatigue and ultimate
limit state. As environmental conditions in offshore wind
farm locations vary strongly, commonly thousands of sim-
ulations are necessary to cover the effect of varying wind
and wave states for verification.2 Therefore, numerical lim-
itations are a great issue in state-of-the-art jacket optimiza-
tion approaches. In the literature, different approaches were
presented to address this issue. Schafhirt et al. (2014) pro-
posed an optimization scheme based on a meta-heuristic ge-
netic algorithm to guarantee global convergence. To increase
the numerical efficiency, a reanalysis technique was applied.
Later, an improved approach was illustrated (Schafhirt et al.,
2016), where the load calculation was decoupled from the
actual tube dimensioning procedure and a simplified fatigue
load set (Zwick and Muskulus, 2016) was applied. Similar
approaches by Chew et al. (2015, 2016) and Oest et al. (2016)
applied sequential quadratic or linear programming methods,
respectively, with analytically derived gradients. Other op-
timization approaches using meta-heuristic algorithms were
reported by AlHamaydeh et al. (2017) and Kaveh and Sa-
beti (2018) but without comprehensive load assumptions.
The problem of discrete design variables was addressed by
Stolpe and Sandal (2018). Oest et al. (2018) presented a
jacket optimization study, where different simulation codes
were deployed to perform structural code checks. All men-
tioned works, except for the last one, represent tube sizing
algorithms applied to the Offshore Code Comparison Col-
laboration Continuation (OC4) jacket substructure (Popko
et al., 2014) for the National Renewable Energy Laboratory
(NREL) 5 MW reference turbine (Jonkman et al., 2009),3

where the initial structural topology is maintained even in
the case of a strong tube diameter and wall thickness varia-
tions. Furthermore, it can be stated that all proposals share
the entire mass of the jacket as an objective function to be
minimized, which is meaningful in terms of tube sizing.
Due to numerical limitations, the utilized load sets are al-
together small, for instance with low numbers of production
load cases or the omission of special extreme load events.
These assumptions constitute drawbacks when considering
jacket optimization as part of a decision process in early de-

1This work focuses on the problem of jacket optimization and
disregards other substructure types. For a comprehensive overview
of the structural optimization of wind turbine support structures,
Muskulus and Schafhirt (2014).

2During conceptual design phases, the number of load cases is
commonly reduced.

3It is worth mentioning that the Offshore Code Comparison Col-
laboration Continuation (OC4) jacket is actually a structurally re-
duced derivation of the so-called UpWind jacket (Vemula et al.,
2010), which was created to ease calculations within the verifica-
tion efforts in the OC4 project. Therefore, it is not guaranteed that
the OC4 jacket is an appropriate comparison object, as it does not
incorporate details of tubular joints.

sign stages, where basic properties like the numbers of legs or
bays are more critical than the exact dimensions of each sin-
gle tube. Therefore, an optimization scheme which addresses
the early design phase is highly desirable to provide decision
guidance for experienced designers. Proposals tackling this
kind of problem were given by Damiani (2016) and Häfele
and Rolfes (2016), where technically oriented jacket models
were proposed but lacking fatigue limit state checks in the
first and detailed load assumptions in the second case. Based
on the latter and with improved load assumptions, a hybrid
jacket for offshore wind turbines with high rated power was
designed (Häfele et al., 2016). Due to innovative materials
(the technology readiness level of such a structure is still
low), this work lacked detailed cost assumptions. Another
proposal for an integrated design approach was made by San-
dal et al. (2018), considering varying bottom widths and soil
properties. This work is meant as an approach for conceptual
design phases. However, our conclusion on the state of the art
is that an optimization approach without massive limitations
is still missing.

This work is intended as a contribution to the improvement
of the state of the art by considering jacket optimization in
a different way. Compared to other works in this field, the
focus is on

1. the incorporation of topological design variables in the
optimization problem, while the dimensioning of tubes
is characterized by global design variables;

2. more detailed cost assumptions;

3. more comprehensive load sets for fatigue and ultimate
limit state structural design code checks;

4. a change in the exploitation of jacket optimization re-
sults. This work intends to consider jacket optimization
as a part of the preliminary design phase because it is as-
sumed that the (economically) most expensive mistakes
in jacket design are made at this stage of the design pro-
cess.

A basis to address these points was given by Häfele et al.
(2018a), where appropriate geometry, cost, and structural
code check models for fatigue and ultimate limit states were
developed. In this study, these models are deployed within an
optimization scheme to obtain optimal design solutions for
jacket substructures. A more efficient or accurate method to
solve the optimization problem is deliberately not provided
in this study. The authors believe that there are numerous
techniques presented in the literature that are able to solve
the jacket optimization problem.

The paper is structured as follows. Sect. 2 describes the
technical and mathematical problem statements. Both the ob-
jective and the constraints are presented and explained in
Sect. 3. The optimization approach and methods to solve the
problem are discussed in Sect. 4. Section 5 illustrates the
application of the approach to a test problem, a comparison
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of jackets with different topologies, performed for an NREL
5 MW turbine under FINO3 environmental conditions. This
section comprises a detailed setup of the problem and a dis-
cussion of the results. The work ends with a consideration of
benefits and limitations (Sect. 6) and conclusions (Sect. 7).

2 Problem statement

This paper presents a study on jacket substructures, based on
optimization. The design of jackets is a complex task that re-
quires profound expertise and experience. Therefore, it has
to be clarified that this work does not provide a method re-
placing established design procedures. It is rather meant as
guidance in early design phases, where it is desirable to de-
fine the basic topology and dimensions of the substructure. In
industrial applications, this step is commonly highly depen-
dent on the knowledge of experienced designers. Along with
this statement, it has to be pointed out that the term “optimal
solution” may indicate a solution that it is indeed optimal
concerning the present problem formulation but not neces-
sarily optimal in terms of a final design due to the following
aspects.

– Although the approach deploys more detailed assump-
tions on the modeling of costs and environmental con-
ditions, compared to optimization approaches known
from the literature, it still incorporates simplifications,
mainly for the sake of numerical efficiency.

– No sizing of each single tube is performed, for the same
reason. This is a matter of subsequent design phases,
and tube dimensioning approaches exist in the literature.
Instead, tube dimensions are derived by global design
variables.

– The design of pile foundation and transition piece is not
performed in this approach. The reason is that both are
considered in models of the structure and the costs but
are not impacted by the selected design variables.

– Only fatigue and ultimate limit state are assumed to
be design-driving constraints. Serviceability limit state,
i.e., eigenfrequency constraints, is not regarded as
design-driving in this work because the modal behav-
ior of a wind turbine with jacket substructure is strongly
dominated by the relatively soft tubular tower. In addi-
tion, a design leading to eigenfrequencies close to 1P
or 3P excitation would probably fail due to high fa-
tigue damage. Although the modal behavior is also im-
pacted by the foundation, this is not significant here, as
no foundation design is performed.

The overall goal of jacket optimization can be interpreted
as a cost minimization problem involving certain design con-
straints. As stated before, it is assumed that the design-
driving constraints of jackets are fatigue and extreme loads.

In other words, a set of design variables for a parameterizable
structure that minimizes its costs, Ctotal, is desirable, while
fatigue and ultimate limit state constraints are satisfied; i.e.,
the maximal normalized tubular joint fatigue damage (among
all tubular joints), hFLS, is less than or equal to 1,4 and the
extreme load utilization ratio (among all tubes), hULS, is less
than or equal to 1.

The total expenses are defined as an objective function
f (x), which depends on an array of design variables, x:

f (x)= log10 (Ctotal(x)) . (1)

In this equation, the cost value is logarithmized to obviate nu-
merical issues. The constraints, h1(x) and h2(x), are formu-
lated so as to match the requirements of mathematical prob-
lem statements; thus

h1(x)= hFLS(x)− 1,
h2(x)= hULS(x)− 1, (2)

depending also on the array of design variables, x.
Based on the technical problem statement, we define the

mathematical problem statement in terms of a nonlinear pro-
gram:

minf (x)
such that xlb ≤ x ≤ xub,
h1(x)≤ 0 and h2(x)≤ 0, (3)

where x is the array or vector of design variables, xlb and
xub are the lower and upper boundaries, respectively, f (x) is
the objective function, covering the costs related only to the
substructure, and h1(x) and h2(x) are nonlinear constraints
representing structural code checks for fatigue and ultimate
limit state that are required to be satisfied for every design.

3 Objective and constraints

This section illustrates the jacket model, which is the basis
for the optimization study. Moreover, the models for costs
and structural design code checks are described, which depict
the objective and constraint functions, respectively. These
models were elaborated on in a previous work (Häfele et al.,
2018a).

3.1 Jacket modeling and design variables

In this work, it is assumed that a jacket substructure can be
described by 20 parameters in total, of which 10 define topol-
ogy, 7 tube dimensions, and 3 material properties. Topologi-
cal parameters are the number of legs, NL, number of bays,
NX (both integer variables), foot radius, Rfoot, head-to-foot
radius ratio, ξ , jacket length, L, elevation of the transition

4All fatigue damage is normalized so that the lifetime fatigue
damage corresponds to a value of 1.
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Figure 1. Jacket geometry model with variables characterizing the
topology of the structure, shown exemplarily for a jacket with four
legs, four bays, and mud braces. The ground layer is illustrated by
the orange surface and the mean sea level and transition piece layers
by the blue and gray surfaces, respectively.

piece over mean sea level, LMSL, lowermost segment height,
LOSG, uppermost segment height, LTP, the ratio of two con-
secutive bay heights, q, and a boolean flag, xMB, determining
whether the jacket has mud braces (horizontal tubes below
the lowermost layer of K joints) or not. The topology of one
example with four legs (NL = 4), four bays (NX = 4), and
mud braces xMB = true is shown in Fig. 1. The tube sizing
parameters are the leg diameter, DL, and six dependent pa-
rameters defining relations between tube diameters and wall
thicknesses at the bottom and top of the structure: γb and
γt are the leg radius to thickness ratios, βb and βt are the
brace-to-leg diameter ratios, and τb and τt are the brace-to-
leg thickness ratios, where the indices b and t indicate values
at the bottom and the top of the jacket, respectively. Using
dependent parameters is beneficial because structural code
checks are valid for certain ranges of these dependent vari-
ables. Furthermore, for structural analysis, the material is as-
sumed to be isotropic and can thus be described by a Young’s
modulus, E, a shear modulus, G, and density, ρ.

To decrease the dimension of the problem, height mea-
sures related to the location of the wind farm (L, LMSL,
LOSG, LTP) and the material parameters (E, G, ρ) are fixed.
In addition, it is supposed that each design has mud braces
(xMB = true). Although designs without mud braces are also
imaginable, fixing this parameter is advantageous, as it is not
continuous. The array of design variables therefore has a di-

mension of 12:

x = (NL NX Rfoot ξ q DL γb γt βb βt τb τt)T . (4)

The number of design variables is not necessarily minimal,
but, on the one hand, mathematically manageable and, on the
other hand, meaningful from the technical point of view.

3.2 Cost function (objective)

The total capital expenses, Ctotal, comprise several terms, Cj ,
expressed as the sum of so-called factors, cj , weighted by
unit costs, aj :5

Ctotal(x)=
∑

Cj (x)=
∑

aj cj (x). (5)

A factor may be any property of the structure describing a
cost contribution that can be expressed in terms of the design
variables. A pure mass-dependent cost modeling approach,
as used in most optimization approaches, would involve only
one factor, while no unit cost value is required for weighting.
However, a realistic cost assessment involves more than only
the structural mass. For example, in the case of a structure
with very lightweight tubes but many bays, it can be imag-
ined that the manufacturing costs tend to be a cost-driving
factor. To consider known, important impacts on jacket cap-
ital expenses, seven factors are incorporated, namely the fol-
lowing:

– expenses for material, C1, depending on the mass, c1:

c1(x)=2ρNLπD
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; (6)

5Unit cost values are given in Sect. 5.3.
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– expenses for fabrication, C2, depending on the entire
volume of welds, c2:
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– coating costs, C3, depending on the outer surface area
of all tubes, c3:

c3(x)=2NLπDL
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– costs for the transition piece, C4, proportional to the
product of head radius and number of jacket legs, c4:

c4(x)=NLRfootξ ; (9)

– expenses for transport, C5, expressed by the mass-
dependent factor, c5:

c5(x)= c1(x); (10)

– and installation costs, C6, modeled by a factor only de-
pending on the number of jacket legs, c6:

c6(x)=NL. (11)

Fixed expenses, C7, are not dependent on any jacket param-
eter at all. Therefore, the factor, c7, simply takes

c7(x)= 1. (12)

In these equations, ϑ is the angle enclosed by two jacket legs:

ϑ =
2π
NL

. (13)

Bay heights, Li , intermediate bay heights, Lm,i , radii, Ri ,
and intermediate radii, Rm,i , are calculated by the following
equations:
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The interconnecting tube angles, ψ1,i , ψ2,i , and ψ3,i , are
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with the planar batter angle, 8p:
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. (22)

γi , βi , and τi represent the ratios of leg radius-to-thickness,
brace-to-leg diameter, and brace-to-leg thickness of the ith
bay, respectively, obtained by linear stepwise interpolation
and counted upwards.

The cost modeling is based on several simplifications and
assumptions. The mass-proportional modeling of material
costs, C1, is straightforward. Fabrication costs, C2, mainly
arise from welding and grinding processes. Although the ac-
tual manufacturing processes are quite complex, the entire
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volume of welds can be regarded as a measure of the ac-
tual costs. Coating costs, C3, are quite easy to determine
by the outer surface area of all tubes, i.e., the area to be
coated. There may be synergy effects when coating larger
areas, but these are neglected. The expenses for the (stellar-
type) transition piece, C4, are assumed to be proportional to
the head radius and the number of legs. There are more de-
tailed approaches for this purpose, but no design of the tran-
sition piece is performed, which requires a simple approach.
The determination of transport costs, C5, is very difficult. In
this work, a mass-dependent approach was selected, which
is, however, a large simplification. The mass dependence re-
flects that barges have a limited transport capacity, which is
at least to some extent mass-dependent or dependent on fac-
tors partially related to mass (like the space on the deck of
the barge covered by the jacket). Installation costs, C6, cover
both the material and the manufacturing of the foundation
and the installation at the wind farm location. In the case of a
pile foundation, these costs are mainly governed by the num-
ber of piles, which is equal to the number of legs. The fixed
expenses, C7, are not vital for the solution of the optimiza-
tion problem but are required to shift the costs to more realis-
tic values by covering expenses for cranes, scaffolds, and so
forth.

3.3 Structural code checks (constraints)

To check jacket designs – i.e., sets of design variables –
for validity concerning fatigue and extreme load resistance,
structural design code checks are performed. The standards
DNV GL RP-C203 (DNV GL AS, 2016) for fatigue and
NORSOK N-004 (NORSOK, 2004) for ultimate limit state
checks are adopted. Both are widely accepted for practical
applications and were used to design the UpWind (Vemula
et al., 2010) and INNWIND.EU (von Borstel, 2013) refer-
ence jackets.

Commonly, the numerical demand of structural code
checks is one of the main problems in jacket optimization. To
cover the characteristics of environmental impacts on wind
turbines, representative loads are to be used for the load as-
sessment. This involves numerous load simulations to con-
sider all load combinations that might occur, particularly in
the fatigue case, where the excitation is extrapolated for the
entire turbine lifetime. As not only the number of load simu-
lations but also the duration (in the case of time domain sim-
ulations) correlates to a high demand in numerical capacity,
most approaches deploy very simple load assumptions like
one design load case per iteration, as already discussed. Al-
together, a high numerical effort is required. Utilizing simpli-
fied load assumptions like equivalent static loads, where the
substructure decoupled from the overlying structure and all
interactions are neglected, depicts, however, a massive sim-
plification in the case of a wide range of design variables. By
contrast, a pure simulation-based optimization is not appli-
cable due to the aforementioned reasons.

To face this issue, a surrogate modeling approach based
on Gaussian process regression (GPR) is deployed. It was
shown previously (Häfele et al., 2018a) that good regression
results can be obtained by GPR for this purpose. In addi-
tion, the regression process relies on a mathematical process
that can be interpreted easily and adapted to prior knowledge
of the underlying physics. In the present case, the procedure
is as follows: a load set with a defined number of design
load cases is the basis for structural code checks. The size
of the load sets and parameters of environmental and oper-
ational conditions are predetermined so as to represent the
loads on the turbine adequately. With these load sets, numer-
ical simulations are performed with the aero–hydro–servo–
elastic simulation code FAST to obtain output data for the
input space of the surrogate model.6 As this procedure re-
quires much computational effort, the input space is limited
to 200 jacket samples (excluding validation samples) in each
case as a basis for both surrogate models (fatigue and ulti-
mate limit state),7 obtained by a Latin hypercube sampling
of the input space. In both cases, the results are vectors of
output variables, where each element corresponds to a row
in the matrix of inputs, comprising parameters of the input
space. Both (input matrix and output vector) build the train-
ing data. For each new sample, the corresponding output (re-
sult of a structural code check) is evaluated by GPR.8 The
specific surrogate models for the considered test problems
were derived in a previous work (Häfele et al., 2018a), which
revealed that a Matérn 5/2 kernel function is well-suited for
the present application.

3.3.1 Fatigue limit state

The evaluation of fatigue limit state code checks requires
many simulations considering design load cases (DLCs) 1.2
and 6.4 production load cases according to IEC 61400-3 (In-
ternational Electrotechnical Commision, 2009). Under de-
fined conditions (5 MW turbine, 50 m water depth, FINO3
environmental conditions), the required number of design
load cases with respect to uncertainty was analyzed in pre-
vious papers (Häfele et al., 2017, 2018b). In these papers, a
load set with 2048 design load cases was gradually reduced
to smaller load sets. A reduced load set with 128 design load
cases turned out to be a good compromise between accuracy,
as the uncertainty arising from the load set reduction is ac-
ceptable in this case, and numerical effort, which is signifi-
cantly smaller compared to the initial load set; i.e., consid-
ering two X-joint positions, the standard deviation of fatigue

6FASTv8 (National Wind Technology Center Information Por-
tal, 2016) was used for this study.

7All parameters of these jacket samples are given in the publica-
tion where the surrogate modeling approach was reported (Häfele
et al., 2018a).

8For the background theory of GPR, the reader is referred to
Rasmussen and Williams (2008), which is the standard reference in
this field.
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damage increases by a factor of approximately 4 in the case
of a 16-fold load set reduction (from 2048 to 128 design load
cases). The actual fatigue assessment involves time domain
simulations, an application of stress concentration factors ac-
cording to Efthymiou (1988) to consider the amplification of
stresses due to the geometry of tubular joints, rain flow cycle
counting, and a lifetime prediction by S-N curves and linear
damage accumulation.9 The output value hFLS is the most
critical fatigue damage among all damage values of the entire
jacket (evaluated in eight circumferential points around each
weld), normalized by the calculated damage at design life-
time. A design lifetime of 30 years is assumed, from which
25 years are the actual lifetime of the turbine and 5 years are
added to consider malicious fatigue damage during the trans-
port and installation process. Moreover, a partial safety factor
of 1.25 is considered in the fatigue assessment.

3.3.2 Ultimate limit state

The standard IEC 61400-3 (International Electrotechnical
Commision, 2009) requires several design load cases to per-
form structural code checks for the ultimate limit state. How-
ever, not every design load case is critical for the design of
a jacket substructure. The relevant ones were analyzed and
found to be DLC 1.3 (extreme turbulence during production),
1.6 (extreme sea state during production), 2.3 (grid loss fault
during production), 6.1 (extreme sea state during idle), and
6.2 (extreme yaw error during idle) for a turbine with a rated
power of 5 MW, under FINO3 environmental conditions and
a water depth of 50 m. Extreme load parameters are derived
by the block maximum method (see Agarwal and Manuel,
2010), where the environmental data are divided into many
segments featuring similarly distributed data. From this data
set, the maximum values are extracted. Based on these max-
ima, return values (as required by IEC 61400-3) of environ-
mental states are computed. To conduct the structural code
checks for the ultimate limit state, time domain simulations
are performed and evaluated with respect to the extreme load
of the member, where the highest utilization ratio occurs. The
result hULS is a value that approaches 0 in the case of infi-
nite extreme load resistance and 1 in the case of equal re-
sistance and loads, implying that values greater than 1 are
related to designs not fulfilling the ultimate limit state code
check. The procedure considers combined loads with axial
tension, axial compression, and bending, with and without
hydrostatic pressure, which may lead to failure modes like
material yielding, overall column buckling, local buckling,
or any combination of these. A global buckling check is not
performed in this study, as it is known to be uncritical for
jacket substructures (Oest et al., 2016).

9It has to be stated that there are several ways to determine stress
concentration factors for tubular joints. This is the approach pro-
posed by the standard DNV GL RP-C203 (DNV GL AS, 2016).

4 Optimization approach and solution methods

The optimization problem incorporates a mixed-integer for-
mulation (due to discrete numbers of legs and bays of the
jacket). In order to address this issue, the mixed-integer prob-
lem is transferred to multiple continuous problems by solv-
ing solutions with a fixed number of legs and bays. As only
a few combinations of these discrete variables are regarded
as realistic solutions for practical applications, this proce-
dure leads to a very limited number of subproblems but eases
the mathematical optimization process significantly. Further-
more, the optimization problem is generally non-convex; i.e.,
a local minimum in the feasible region satisfying the con-
straints is not necessarily a global solution. This is addressed
by repeating the optimization with multiple starting points.

The development of new or improved optimization meth-
ods to solve the numerical optimization problem is not in the
scope of this work because there are methods presented in
the literature that are known to be suitable for this purpose.
Meta-heuristic algorithms like genetic algorithms or particle
swarm optimization are not considered in this work because
they are known to be slow. With regard to efficiency and
accuracy, two methods are regarded as the most powerful
for optimization involving nonlinear constraints: sequential
quadratic programming (SQP) and interior-point (IP) meth-
ods (Nocedal and Wright, 2006). SQP methods are known
to be efficient, when the numbers of constraints and design
variables are of the same order of magnitude. An advantage
is that these methods usually converge better when the prob-
lem is badly scaled. In theory, IP methods have better con-
vergence properties and often outperform SQP methods on
large-scale or sparse problems. In this work, both approaches
are used to solve the jacket optimization problem.10 They are
outlined briefly in the following.

4.1 Sequential quadratic programming method

In principle, SQP can be seen as an adaption of New-
ton’s method to nonlinear constrained optimization prob-
lems, computing the solution of the Karush–Kuhn–Tucker
equations (necessary conditions for constrained problems).
Here, a common approach is deployed, based on the works of
Biggs (1975), Han (1977), and Powell (1978a, b). In the first
step, the Hessian of the so-called Lagrangian (a term incorpo-
rating the objective and the sum of all constraints weighted
by Lagrange multipliers) is approximated by the Broyden–
Fletcher–Goldfarb–Shanno method (Fletcher, 1987). In the
next step, a quadratic programming subproblem is built,
where the Lagrangian is approximated by a quadratic term
and linearized constraints. This subproblem can be solved by
any method able to solve quadratic programs. An active-set

10The function fmincon in MATLAB R2017b was used for this
study.
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method described by Gill et al. (1981) is deployed for this
task. The procedure is repeated until convergence is reached.

4.2 Interior-point method

IP methods are barrier methods; i.e., the objective is approx-
imated by a term that incorporates a barrier term, expressed
by a sum of logarithmized slack variables. The actual prob-
lem itself, just like in SQP, is solved as a sequence of sub-
problems. In this work, an approach is deployed, which may
switch between line search and trust region methods to ap-
proximated problem, depending of the success of each step.
If the line search step fails, i.e., when the projected Hessian
is not definitively positive, the algorithm performs a trusted
region step, where the method of conjugate gradients is de-
ployed. The algorithm is described in detail by Waltz et al.
(2006).

5 Jacket comparison study

In this section, the proposed approach is applied to find and
compare optimal jacket designs for the NREL 5 MW refer-
ence turbine (Jonkman et al., 2009). The environmental con-
ditions are adopted from measurements recorded at the re-
search platform FINO3 in the German North Sea.

5.1 Reference turbine

The NREL 5 MW reference turbine, which was published al-
most 1 decade ago as a proposal to establish a standardized
turbine for scientific purposes, is still an object of many stud-
ies in the literature dealing with intermediate- to high-power
offshore wind applications. In fact, the market already pro-
vides turbines with 8 MW and aims for even higher ratings.
Choosing this reference turbine is motivated by its excellent
documentation and accessibility.

The rotor has a hub height of 90 m, and the rated wind
speed is 11.4 m s−1, where the rotor speed is 12.1 min−1.
This is equal to 1P and 3P excitations of 0.2 and 0.6 Hz, re-
spectively. The critical first fore–aft and side–side bending
eigenfrequencies of the entire structure are about 0.35 Hz and
do not differ very much when considering only reasonable
structural designs for the jacket because the modal behavior
is strongly driven by the relatively soft tubular tower.

5.2 Environmental conditions and design load sets

Due to excellent availability, the environmental data are de-
rived from measurements taken from the offshore research
platform FINO3, located in the German North Sea close to
the wind farm “alpha ventus”. Compared to the environmen-
tal conditions documented in the UpWind design basis (Fis-
cher et al., 2010), the FINO3 measurements are much more
comprehensive and allow for a better estimation of probabil-
ity density functions as inputs for the determination of prob-

abilistic loads (Hübler et al., 2017). The probabilistic load
set, which is based on probability density functions of en-
vironmental state parameters and reduced in size compared
to full load sets used by industrial wind turbine designers,
was described in recent studies (Häfele et al., 2017, 2018b).
However, there are two drawbacks that have to be mentioned
when using this data. First, the FINO3 platform was built at a
location with quite a shallow water depth of 22 m, though the
jacket is supposed to be an adequate substructure for water
depths above 40 m and the design water depth in this study is
50 m. Nevertheless, this procedure was also performed in the
UpWind project for the design of the OC4 jacket, where the
K13 deep-water site was considered. Second, the soil proper-
ties of the Offshore Code Comparison Collaboration (OC3)
(Jonkman and Musial, 2010) are adopted to compute founda-
tion inertias and stiffnesses, as these values are unknown for
the FINO3 location. Moreover, it is assumed that the struc-
tural behavior of the OC4 jacket pile foundation is valid for
all jacket designs, even with varying leg diameters and thick-
nesses.

5.3 Boundaries of design variables and other
parameters

The boundaries are chosen conservatively by means of quite
narrow design variable ranges (see Table 1), i.e., meaning-
ful parameters that do not exhaust the possible range given
by the structural code checks, in a realistic range around the
values of the OC4 jacket (Popko et al., 2014). Only three- or
four-legged structures with three, four, and five bays are re-
garded as valid solutions for this study. The fixed design vari-
ables are, if possible, adopted from the OC4 jacket, which
can be seen as a kind of reference structure in this case. The
material is steel (S355), with a Young’s modulus of 210 GPa,
a shear modulus of 81 GPa, and a density of 7850 kg m−3.
According to DNV GL AS (2016), an S-N curve with an en-
durance stress limit of 52.63×106 N m−2 at×107 cycles and
slopes of 3 and 5 before and after endurance limit (curve T ),
respectively, is applied. The cost model parameters or unit
costs, respectively, are adopted from the mean values given
in Häfele et al. (2018a) and set to a1 = 1.0 kg−1 (material),
a2 = 4.0× 106 m−3 (fabrication), a3 = 1.0× 102 m−2 (coat-
ing), a4 = 2.0× 104 m−1 (transition piece), a5 = 2.0 kg−1

(transport), a6 = 2.0× 105 (installation), and a7 = 1.0× 105

(fixed). With these values, the cost function returns a dimen-
sionless value, also interpretable as capital expenses in EUR.

5.4 Results and discussion

To resolve the mixed-integer formulation of the optimization
problem into continuous problems, six subproblems with
three legs and three bays (NL = 3, NX = 3), three legs and
four bays (NL = 3, NX = 4), three legs and five bays (NL =

3, NX = 5), four legs and three bays (NL = 4, NX = 3), four
legs and four bays (NL = 4, NX = 4), and four legs and
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Table 1. Boundaries of jacket model parameters for design of experiments. Topological, tube sizing, and material parameters are separated
into groups; single values mean that the corresponding value is held constant.

Parameter Description Lower boundary Upper boundary

NL Number of legs 3 4
NX Number of bays 3 5
Rfoot Foot radius 6.792 m 12.735 m
ξ Head-to-foot radius ratio 0.533 0.733
L Entire jacket length 70.0 m
LMSL Transition piece elevation over mean sea level 20.0 m
LOSG Lowest leg segment height 5.0 m
LTP Transition piece segment height 4.0 m
q Ratio of two consecutive bay heights 0.640 1.200
xMB Mud brace flag true (1)

DL Leg diameter 0.960 m 1.440 m
γb Leg radius-to-thickness ratio (bottom) 12.0 18.0
γt Leg radius-to-thickness ratio (top) 12.0 18.0
βb Brace-to-leg diameter ratio (bottom) 0.533 0.800
βt Brace-to-leg diameter ratio (top) 0.533 0.800
τb Brace-to-leg thickness ratio (bottom) 0.350 0.650
τt Brace-to-leg thickness ratio (top) 0.350 0.650

E Material Young’s modulus 2.100× 1011 N m−2

G Material shear modulus 8.077× 1010 N m−2

ρ Material density 7.850× 103 kg m−3

five bays (NL = 4, NX = 5) were solved using the SQP and
IP methods. Therefore, multiple solutions are discussed and
compared in the following. The optimization problem is non-
convex; i.e., a local minimum in the feasible region satisfying
the constraints is not necessarily a global solution. In the-
ory, both algorithms converge from remote starting points.
However, to guarantee global convergence to some extent,
all six combinations of fixed-integer variables were solved
using 100 randomly chosen starting points. Installation costs
and fixed expenses were excluded from the objective func-
tion and included again after the optimization procedure be-
cause these terms do not have an effect on the individual
optimization problems.11 Gradients were computed by fi-
nite differences. The optimization terminated, when the first-
order optimality and feasibility measures were both less than
1× 10−6. There was no limit to the maximum number of it-
erations.

The optimal solutions of all six subproblems do not de-
pend on the starting point when using both optimization
methods because there is only one array of optimal design
variables in each case. The convergence behavior of both op-
timization methods is illustrated in Fig. 2, where the OC4
jacket with varying numbers of legs and bays was assumed
as the starting point. This structure has a foot radius, Rfoot,
of 8.79 m, a head-to-foot radius ratio, ξ , of 0.67, and a ra-
tio of two consecutive bay heights, q, of 0.8. Moreover, it

11The values shown in the following include all cost terms. The
exclusion is only performed during optimization.

has a leg diameter, DL, of 1.2 m, and entirely constant tube
dimensions from bottom to top, i.e., leg radius-to-thickness
ratios, γb and γt, of 15, brace-to-leg diameter ratios, βb and
βt, of 0.5, and brace-to-leg diameter ratios, τb and τt, of 0.5.
The optimization process needed between 30 and 40 itera-
tions using the SQP method and between 50 and 70 itera-
tions using the IP method to converge. It is worth mention-
ing that the maximum constraint violation (feasibility) of the
three-legged designs was higher at the beginning of the opti-
mization process but converges stably. For the same reason,
the four-legged designs have a higher improvement poten-
tial compared to the initial solution. The accuracy obtained
by both methods is similar. The solutions are all feasible be-
cause they fulfill the Karush–Kuhn–Tucker conditions, and
all constraint violations are around zero. Therefore, the op-
tima are probably global optima for the given design variable
boundaries.

The optimal solutions obtained by the sequential quadratic
programming method are illustrated in Table 2.12 Addition-
ally, the topologies of all optimal solutions are shown in
Fig. 3. With respect to the constraints and assumptions of this
study (5 MW turbine, 50 m water depth, given environmen-
tal conditions and cost parameters), jackets with three legs
are beneficial in terms of capital expenses. The three-legged
jacket with three bays (NL = 3, NX = 3) is the best solu-
tion, i.e., is related to the lowest total expenditures, among

12As the accuracy of the SQP and IP methods is similar here, only
results obtained by the SQP method are shown in the following.
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Figure 2. Function and feasibility (maximum constraint violation) values during the optimization procedure of all six subproblems (blue line
with circles: jacket with three legs and three bays; red line with triangles: jacket with three legs and four bays; brown line with diamonds:
jacket with three legs and five bays; black line with pentagons: jacket with four legs and three bays; violet line with half-filled circles: jacket
with four legs and four bays; green line with half-filled diamonds: jacket with four legs and five bays). The starting point (iteration “0”) is
the OC4 jacket with a varying number of legs and bays in all cases. One iteration involves 11 evaluations of the objective function and the
nonlinear constraints.

Table 2. Optimal solutions of design variables x∗ obtained by the sequential quadratic programming method for fixed values of NL and NX .

Optimal solution

x∗

NL 3 3 3 4 4 4
NX 3 4 5 3 4 5
Rfoot in m 12.735 12.735 12.735 10.894 10.459 10.549
ξ 0.533 0.533 0.533 0.533 0.533 0.533
q 0.937 0.941 0.936 0.813 0.809 0.977
DL in m 1.021 1.021 1.023 0.960 0.960 0.960
βb 0.800 0.800 0.800 0.800 0.799 0.787
βt 0.800 0.800 0.800 0.800 0.800 0.800
γb 12.000 12.000 12.000 12.680 12.259 12.000
γt 16.165 16.029 15.928 18.000 18.000 18.000
τb 0.513 0.505 0.493 0.497 0.493 0.478
τt 0.472 0.466 0.454 0.383 0.387 0.383

Overall mass in t 423 444 467 412 426 439

f (x∗)= log10
(
Ctotal(x∗)

)
6.452 6.472 6.493 6.487 6.500 6.514

h1(x∗)= hFLS(x∗)− 1 1.172× 10−10 3.966× 10−11 1.151× 10−10 1.450× 10−10
−1.056× 10−10

−1.721× 10−10

h2(x∗)= hULS(x∗)− 1 7.819× 10−10 2.678× 10−10 1.093× 10−10 3.978× 10−10 3.980× 10−10 5.995× 10−10

Wind Energ. Sci., 4, 23–40, 2019 www.wind-energ-sci.net/4/23/2019/



J. Häfele et al.: A comparison study on jacket substructures 33

Figure 3. Topologies of optimal solutions x∗. All images are displayed at the same scale. Line widths are not correlated to tube dimensions.

the considered jackets. The solutions show some interesting
specialties. The foot radii, Rfoot, are at the upper boundaries
in the case of the three-legged structures, while the head-to-
foot radius ratios, ξ , are at the lower boundaries. Probably
this arises from the combination of cost function and non-
linear constraints, where a large foot radius is quite bene-
ficial because it generally provides a higher load capacity,
while a small head radius is favorable due to lower transi-
tion piece costs. In the four-legged case, the foot radii are
lower but still relatively high. In any case, it seems to be
beneficial, when the ratio of two consecutive bay heights, q,
is slightly below 1 (lower bays are higher than upper bays).
Concerning tube dimensions, the leg diameters,DL, are rela-
tively small, in the case of the four-legged jackets even at the
lower boundary. The structural load capacity is established
by high brace diameters (represented by design variables βb
and βt, values at the bottom and top of the structures both
at upper boundaries). The brace thicknesses, represented by
τb and τt, show intermediate values in the range of design
variables, while the values for τt are higher in the case of
three-legged designs. Moreover, the structural resistance is
strongly driven by the leg thicknesses. While the optimal val-
ues of γb are low in each case, implying high leg thicknesses

at the jacket bottom, the values of γt are much higher. The
impact of all design variables on the objective function is eas-
ier to understand when the sensitivities of cost model terms
to variations in design variables are considered. In Fig. 4,
each subplot shows the variation in the total costs, Ctotal, and
the cost function terms C1 (proportional to C5), C2, C3, and
C4 due to a 1 % one-at-a-time variation in each continuous
design variable in three different phases of the optimization
process (initial, intermediate, and final phase). The terms C6
and C7 are not impacted by any continuous design variable
and therefore not considered. For instance, a 1 % increase
in the foot radius, Rfoot, causes increasing material costs of
1C1 = 0.14 %, evaluated for the initial design, but increas-
ing material costs of 1C1 = 0.26 %, evaluated for the opti-
mal design. Therefore, the sensitivity of this cost term varies
during the optimization process. In contrast, the variation in
transition piece expenses does not change (which is reason-
able because this term only depends linearly on the number
of legs, NL, the foot radius, Rfoot, and the head-to-foot ra-
dius ratio, ξ ). In general, Fig. 4 shows that there is no design
variable with a strongly varying impact on any term of the
cost function. It can also be concluded that tube sizing vari-
ables impact the costs much more strongly than topological
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variables, disregarding the number of legs and bays. Among
the considered design variables, the leg diameter, DL, and
leg radius-to-thickness ratios, γb and γt, are design-driving
(together with the number of legs, NL) due to a significant
impact both on the costs and on the structural code checks.
In addition, an interesting specialty is featured by the cost
term C4, which is only impacted by topological design vari-
ables, more precisely the foot radius, Rfoot, and the head-to-
foot radius ratio, ξ . As a large foot radius, Rfoot, is needed to
establish structural resistance, this cost term penalizes large
head-to-foot radius ratios, ξ . For this reason, this value is at
the lower boundary for all design solutions.

Regarding the costs of the jackets, the best solution with
three legs and three bays is related to capital expenses of
106.452

= 2 831 000. Altogether, this is a meaningful value
and the designs are not far off from structural designs that
are known from practical applications because it has al-
ready been reported in the literature that three-legged de-
signs may be favorable in terms of costs (Chew et al., 2014)
and three-legged structures have already been built. How-
ever, the other solutions are more expensive but not com-
pletely off. As there is some uncertainty in the unit costs, the
other jackets may also be reasonable designs with slightly
different boundaries. A more detailed cost breakdown is
given in Fig. 5, which shows the cost contributions of all
six structures and where the actual cost savings come from.
The lightest structure is the four-legged jacket with three
bays, while the three-legged jacket with five bays is the
heaviest one, which is illustrated by the expenses for mate-
rial and transport according to the cost model used for this
study. Nevertheless, the mass of all structures is quite sim-
ilar. Other than expected, the jacket with the lowest expen-
ditures for manufacturing is also the four-legged one with
three bays and not the three-legged jacket with three bays,
which has the least number of joints. The three-legged struc-
tures benefit – from the economic point of view – mainly
from lower expenses for coating, the transition piece, and,
most distinctly, installation costs. In total, these contribu-
tions add up to lower costs of the three-legged jackets, ex-
cept for the one with five bays (106.493

= 3 112 000), which
is more expensive than the four-legged one with three bays
(106.487

= 3 069 000). The most expensive jackets are the
four-legged ones with four (106.500

= 3 162 000) and five
(106.514

= 3 266 000) bays, where the latter is about 15 %
more expensive than the best solution among the six sub-
solutions. A reasonable option may also be the jacket with
three legs and four bays, which features a total cost value of
106.472

= 2 965 000. In total, there is no jacket that is far too
expensive compared to the others. It is indeed imaginable to
find an appropriate application for each one.

From the computational point of view, the optimization
procedure based on surrogate models is very efficient. The
numbers of iterations needed to find an optimal solution
(from about 30 to 40 using the SQP method and from about
50 to 70 using the IP method) are related to computation

times of about 15 to 30 min on a single core of a work sta-
tion with an Intel Xeon E5-2687W v3 central processing unit
and 64 GB random access memory. Compared to simulation-
based approaches, this can be regarded as very fast. The num-
ber of iterations may be decreased, when using analytical
gradients of the objective function because using finite dif-
ferences is generally more prone to numerical errors but is
not vital at this level of computational expenses. It has to be
pointed out that the training data set of the surrogate mod-
els required 200× 128= 25 600 time domain simulations in
the fatigue and 200× 10= 2000 in the ultimate limit state
case, thus 27 600 simulations in total, excluding validation
samples. However, for the computation of the training data,
a compute cluster was utilized, which allows for the com-
putation of many design load cases in parallel. Therefore,
the presented approach based on GPR allows for outsourcing
computationally expensive simulations on high-performance
clusters, while the closed-loop optimization, which cannot
be parallelized completely, can be run on a workstation with
lower computational capacity.

The question remains what happens when some cost terms
are neglected. An associated question is how the approach
performs compared to a pure mass-dependent one, which
can be regarded as state of the art in jacket optimization.
For this purpose, all unit costs except a1 were set to zero
and the optimization procedure was repeated using the se-
quential quadratic programming method. The results, includ-
ing optimal design variables and resulting values of objective
and constraint functions, are shown in Table 3. Under these
assumptions, the four-legged jackets are better (in terms of
minimal mass) than the three-legged ones. Interestingly, sim-
ilar design variables are obtained when comparing these val-
ues to the ones obtained by the more comprehensive cost
model in Table 2, particularly in the case of the three-legged
jackets. The resulting objective function values are, in com-
parison, similar to the material costs in Fig. 5. In other words,
a pure mass-dependent cost function approach yields approx-
imately proportional costs, when the installation costs (de-
pending on the number of legs) are considered, and similar
designs. The reason for this is that all cost terms C1. . .C5
depend in some way on the tube dimensions and the topol-
ogy does not impact the costs to a great extent, as seen in
Fig. 4. Indeed, the largest proportion of costs is purely mass-
dependent, as the factors c1 and c5 are the mass of the struc-
ture. Therefore, the proposed cost model can lead to more
accurate results, but a mass-dependent approach would be
sufficient to draw the same conclusions.

6 Benefits and limitations of the approach

With respect to the state of the art, the present approach can
be regarded as the first one addressing the jacket optimization
problem holistically, which incorporates four main improve-
ments: a detailed geometry model with both topological and
tube sizing design variables; an analytical cost model based
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Figure 4. Variations in total costs, 1Ctotal, and cost function terms 1C1 (material), 1C2 (manufacturing), 1C3 (coating), and 1C4 (tran-
sition piece) due to 1 % one-at-a-time variations in design variables (subplots) in %. Derivatives were computed for the initial design (red
bars), an intermediate design after 15 iterations (blue bars), and the optimal design (green bars) of the three-legged structure with three bays
(NL = 3, NX = 3).

on the main jacket cost contributions; sophisticated load as-
sumptions and assessments; and a treatment of results that
considers the optimization problem to be a methodology for
early design stages. All these points lead to a better under-
standing how to address the multidisciplinary design opti-
mization problem and to much more reliable results.

However, some drawbacks and limitations remain, which
have to be considered when dealing with the results of this
study. In general, the approach is easy to use, also in in-
dustrial applications, but needs some effort in implementa-
tion. Furthermore, the present study does not incorporate a
completely reliability-based design procedure, which is not
beyond the means when using Gaussian process regression
to perform structural code checks. However, the question of
how safety factors can be replaced by a meaningful prob-

abilistic design is still a matter of research, and it is quite
simple to advance the present approach to a robust one. In
order to reduce the numerical cost (in particular concerning
the number of time domain simulations needed to sample the
input design space for surrogate modeling of structural code
checks), the number of design variables is limited. The ap-
plication of GPR as a machine learning approach to eval-
uate structural code checks performs in a numerically fast
way but requires numerous time domain simulations to gen-
erate training and validation data sets. This is beneficial when
dealing with numerically expensive studies (as in this case)
but might lead to a numerical overhead when only consid-
ering one jacket design. Care has to be taken when transfer-
ring the results to designs with a more sophisticated geom-
etry. Moreover, the parameterization of cost and structural
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Figure 5. Expenses comparison of optimal solutions of three-legged jacket with three bays (blue bars), three-legged jacket with four bays
(red bars), three-legged jacket with five bays (brown bars), four-legged jacket with three bays (gray bars), four-legged jacket with four bays
(violet bars), and four-legged jacket with five bays (green bars).

Table 3. Optimal solutions of design variables x∗ obtained by the sequential quadratic programming method for fixed values of NL and NX
using a pure mass-dependent objective function.

Optimal solution

x∗

NL 3 3 3 4 4 4
NX 3 4 5 3 4 5
Rfoot in m 12.735 12.735 12.735 12.735 12.735 12.735
ξ 0.533 0.533 0.533 0.533 0.533 0.533
q 1.062 0.987 0.936 1.200 1.200 1.178
DL in m 1.025 1.023 1.023 0.960 0.960 0.960
βb 0.800 0.800 0.800 0.730 0.757 0.800
βt 0.800 0.800 0.800 0.800 0.800 0.800
γb 12.000 12.000 12.000 13.194 13.318 12.000
γt 16.459 16.250 15.928 18.000 18.000 18.000
τb 0.509 0.502 0.493 0.510 0.470 0.443
τt 0.472 0.466 0.454 0.386 0.361 0.350

Overall mass in t 423 444 467 404 409 454

f (x∗)= log10
(
Ctotal(x∗)

)
5.627 5.647 5.669 5.606 5.612 5.657

h1(x∗)= hFLS(x∗)− 1 −7.149× 10−12 6.767× 10−12 1.262× 10−12 5.047× 10−13 2.140× 10−12
−1.017× 10−12

h2(x∗)= hULS(x∗)− 1 4.367× 10−11 2.961× 10−11 5.087× 10−12 2.693× 10−12 3.865× 10−12 9.948× 10−13

code check models is site- and turbine-dependent. Therefore,
the outcome of this study might not be directly transferable
to other boundaries but requires recalculations. In particu-
lar, the utilized design standards and structural code checks
are known to be conservative. The cost model also has short-
comings that must be mentioned. Some costs are affected by
uncertain or indeterminable impacts. There is a number of
examples. Transport and installation costs are strongly de-
pendent on the availability of barges or vessels. The uncer-
tainty in weather conditions can affect transport and installa-
tion costs. Furthermore, the design may be directly impacted

if production facilities are not available. All these effects are
not considered in the cost model.

In addition, it is important to highlight again that this study
does not provide a detailed design methodology but an ap-
proach to obtain preliminary decision guidance at the earli-
est wind farm planning stage. This is actually not a limitation
but has to be considered when dealing with the results of this
study. There are indeed many studies known from the liter-
ature that address the tube dimensioning problem in a larger
extension. However, these approaches assume that the struc-
tural topology is always optimal, even in the case of signifi-
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cant variations in tube dimensions. For instance, all optimal
jackets have a larger bottom width than the OC4 jacket, while
the design-driving leg diameters are relatively small. This in-
dicates that topological design variables with minor impact
on costs are useful factors to establish the structural resis-
tance.

7 Conclusions

The present work began by introducing four main points to
be considered in order to improve the state of the art in the
field of jacket optimization. The first one, the treatment of
the jacket design problem in terms of a holistic topology
and tube sizing problem instead of a pure tube dimension-
ing problem, was addressed by a 20-parameter jacket model,
of which 12 parameters are design variables. The second, im-
portant point leads to the utilization of a more complex (com-
pared to mass-dependent) but easy to handle cost model. In
order to face the challenging task of numerically efficient
structural code check evaluations, a machine learning ap-
proach based on Gaussian process regression was applied
as the third point. On this basis, gradient-based optimiza-
tion was deployed to find optimal design solutions. Lastly,
optimization results were considered differently compared to
approaches presented in the literature. It was pointed out that
the solution is not supposed to be the final design but a very
good starting point to find an initial solution for exact tube
dimensioning.

The conclusions of this work are manifold. From the nu-
merical point of view, surrogate modeling seems – as matters
stand today – to be the most promising approach enabling us
to address the computationally very expensive jacket opti-
mization problem efficiently because other approaches in the
literature go along with massive simplifications, mainly in
load assumptions. The optimization methods that were used
to find the optimal solution seem to be appropriate for the
given problem, even in terms of finding a global optimum.
The present paper does not provide improvements of state-
of-the-art gradient-based optimization, but active-set SQP
and IP methods both converge efficiently and accurately for
the given problem.

From the application-oriented point of view, it can be
stated that three-legged jackets with only three bays depict
the best solution (in terms of costs) for offshore turbines with
about 5 MW rated power in 50 m water depth, which con-
firms the results from other studies in the literature. Due to
the cost model, the additional load-bearing capacity gained
by the extra leg of a four-legged structure cannot compensate
for the higher costs arising from several cost factors directly
related to the number of legs. By contrast, it is instead benefi-
cial to increase the tube dimensions and maintain the number
of structural elements at a minimum level. It was shown that
the same results were obtained when using a mass-dependent
cost function, also considering the number of jacket legs.

With regard to turbines with a higher rated power or instal-
lations in deeper waters, the proposed methodology might
lead to the result that the best jacket solution for this case
looks completely different. Before this can be analyzed, sim-
ulation tools need to be improved to enable the consideration
of nonlinear effects for rotors with a very large diameter and
innovative control strategies.

Data availability. This work is based on structural code checks
computed and provided in Häfele et al. (2018a).
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Appendix A: Nomenclature

DLC Design load case
IP Interior-point method
SQP Sequential quadratic programming method
8p Planar (two-dimensional) batter angle
8s Spatial (three-dimensional) batter angle
βb Brace-to-leg diameter ratio at bottom (jacket model parameter)
βi Brace-to-leg diameter ratio in the ith bay
βt Brace-to-leg diameter ratio at top (jacket model parameter)
γb Leg radius-to-thickness ratio at bottom (jacket model parameter)
γi Leg radius-to-thickness ratio in the ith bay
γt Leg radius-to-thickness ratio at top (jacket model parameter)
ξ Head-to-foot radius ratio (jacket model parameter)
ρ Material density (jacket model parameter)
ϑ Angle enclosed by two jacket legs
τb Brace-to-leg thickness ratio at bottom (jacket model parameter)
τi Brace-to-leg thickness ratio in the ith bay
τt Brace-to-leg thickness ratio at top (jacket model parameter)
ψ1,i Lower brace-to-leg connection angle in the ith bay
ψ2,i Upper brace-to-leg connection angle in the ith bay
ψ3,i Brace-to-brace connection angle in the ith bay
Cj Expenses related to j th cost factor
Ctotal Total capital expenses
DL Leg diameter (jacket model parameter)
E Material Young’s modulus (jacket model parameter)
G Material shear modulus (jacket model parameter)
L Overall jacket length (jacket model parameter)
LMSL Transition piece elevation over mean sea level (jacket model parameter)
LOSG Lowest leg segment height (jacket model parameter)
LTP Transition piece segment height (jacket model parameter)
Li ith jacket bay height
Lm,i Distance between the lower layer of K joints and the layer of X joints of the ith bay
NL Number of legs (jacket model parameter)
NX Number of bays (jacket model parameter)
RFoot Foot radius (jacket model parameter)
Ri ith jacket bay radius at lower K joint layer
Rm,i Radius of the ith X joint layer
aj j th unit cost
cj j th cost factor
f Objective function value
h1 First inequality constraint value
h2 Second inequality constraint value
hFLS Maximal normalized tubular joint fatigue damage
hULS Maximal extreme load utilization ratio
q Ratio of two consecutive bay heights (jacket model parameter)
x Array of design variables
xlb Array of lower boundaries
xMB Mud brace flag (jacket model parameter)
xub Array of upper boundaries
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6 Conclusion

6.1 Summary

In the previous chapters, the thesis addressed four objectives for an improvement of state-of-the-art
jacket optimization approaches, which will be summarized in the following.

Improvement of offshore wind turbine time-domain simulation codes

According to the state of the art, an onshore wind turbine, including rotor blades, hub, drivetrain,
tower, and foundation can be modeled by multi-body systems with about 20 to 30 degrees of freedom,
obtaining medium fidelity. As to offshore wind turbines, the structural behavior of the substructure
has to be considered, too. A naive approach would be to use a finite-element discretization, which,
however, results – in the case of jackets – in a structural assembly with hundreds or thousands of
degrees of freedom. It is obvious that the coupling of turbine itself and the substructure would lead
to a massive imbalance in model fidelity. To resolve this issue, reduction methods like the component
mode synthesis are deployed, enabling a representation of the substructure with about ten degrees
of freedom. However, in this case, the structural behavior of the foundation is often neglected and
the substructure is assumed to be clamped at its bottom. To improve the modeling accuracy, a novel
two-step approach was proposed (Häfele et al. 2016) and presented in chapter 2. In the first step, a
structural foundation model was created, yielding lumped mass and stiffness matrices at the interface
between substructure and foundation, obtained by an arbitrary reduction method. In the second step,
the finite-element representation of the substructure was combined with these lumped matrices by
adding the mass and stiffness values to the corresponding degrees of freedom. The modified system
matrices of the substructure were reduced by a component mode synthesis. The great advantage of
this approach is that it usually does not require additional degrees of freedom. Therefore, it increases
the accuracy without harming the numerical efficiency, which is a highly desirable feature. In general,
an operating point has to be defined prior to the derivation of the matrices of soil-structure interaction.
It may be reasonable to consider operating point-dependent soil resistances, which is not part of this
thesis, but was proposed in another work (Hübler et al. 2018b). It is also possible to use different
foundation types like suction caissons. The approach was implemented in the aero-hydro-servo-elastic
simulation code FAST and tested using different design load cases and two substructures, a monopile
and a jacket, for the NREL 5MW reference turbine. The results show that significant shifts in the
spectra of structural responses may occur when considering foundation properties in the simulation
of offshore wind turbines, in particular for the second and higher modes.

Load set reduction for the fatigue assessment of jacket substructure for offshore wind
turbines

Fatigue as a design driver is a particular challenge in the design of offshore wind turbines. Due to the
main excitation by turbulent wind, irregular waves, and the rotor motion, an offshore wind turbine
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is exposed to high fatigue damages. For this reason, the design of a wind turbine requires a detailed
load assessment, which involves the consideration of varying environmental and operational states.
State-of-the-art jacket substructures are designed with load sets for fatigue limit state comprising
thousands of design load cases according to standards and guidelines, mainly to account for varying
combinations of wind and wave states, like wind speeds, wave heights and peak periods, or directional
wind-wave misalignments. In chapter 3, it was analyzed, whether the size of load sets for fatigue
limit state assessments can be reduced (Häfele et al. 2018b). For this purpose, a design basis using
measurement data of the research platforms FINO3 and FINO1 (for validation purposes) was used to
derive distributions of the main parameters characterizing environmental conditions in wind farms.
The first step was to evaluate a three-legged and a four-legged jacket, using a probabilistic load set with
2048 design load cases, sampled by probability density functions of environmental states. It was shown
that fatigue damages, even if evaluated in the same wind speed bins, may vary by several orders of
magnitude. In the next step, it was evaluated, how a load set reduction impacts the fatigue assessment.
In general, the scatter in the results increases with higher reduction. However, the study shows that
it may be reasonable to reduce the number of load cases significantly when accepting a certain degree
of uncertainty. For instance, in case of a sixteen-fold reduction from 2048 to 128 design load cases, the
error due to uncertainty can be maintained (depending on the structure and the position of fatigue
evaluation) at a manageable level. In a third step, load sets with unidirectional loads, representing
the state of the art in some industrial and scientific applications, were analyzed and compared to
stochastical load sets based on probability density functions of environmental parameters. In some
cases, unidirectional loads may also yield reasonable results. However, this assumption does not
generally imply significantly lower numerical costs. Although a simplified load set with unidirectional
loads was defined, it can be summarized that load sets based on stochastical loads are preferable,
provided that the size of the load set is not too small.

Accurate and numerically efficient formulation of the jacket optimization problem

An appropriate problem formulation is the key to reasonable results that may be transferred to prac-
tical applications. This objective involves three aspects: A jacket model along with a representative
set of design variables, a comprehensive objective or cost function, representing the real capital expen-
ditures of the jacket adequately, and efficient but valid structural code checks, serving as nonlinear
constraints of the problem. All three aspects were addressed in a comprehensive research paper
(Häfele et al. 2018c), presented in chapter 4. Basis of this work is a jacket model incorporating both
topological and tube sizing design variables. This is an important property, because state-of-the-art
approaches consider the problem commonly as pure tube sizing problem with fixed topology. There-
fore, this approach is suitable for analyzing different configurations. In order to keep the number of
parameters or design variables constant, tube dimensions are interpolated between values given at
the bottom and top of the structure. The jacket model has 20 parameters, where twelve are design
variables. The proposed cost model addresses another issue in jacket optimization. Commonly, the
mass of the jacket serves as objective function in the formulation of the optimization problem, which
is, however, not fully related to the actual capital expenditures of the structure. Therefore, the cost
function incorporates contributions of material, manufacturing, coating, transition piece, transport,
installation, and fixed expenses. In fact, this is still an approximation implying simplifications, but it
can be considered as a more comprehensive approach. The third aspect is very important concerning
numerical efficiency. The computationally demanding evaluation of structural code checks, which
bases on multiple time-domain simulations, was replaced by a surrogate modeling approach utilizing
Gaussian process regression. To set up these surrogate models, still a high number of time-domain
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simulations had to be performed to obtain training data. However, all time-domain simulations can
easily be outsourced to parallelizable high-performance computers in this open-loop procedure, while
the evaluation of the closed-loop optimization procedure does not require high numerical capacity
and can be performed on local working stations. This is particularly beneficial for scientific applica-
tions, where compute clusters with very high numbers of central processing units are available. The
functionality of all models was shown by a simple example, indicating the potential for optimization
applications.

Evaluation of optimal designs for offshore wind turbine jacket substructures

In the first three parts, models and methods improving state-of-the-art approaches in the field of
jacket optimization were proposed. The fourth part combined the first three ones to a coherent op-
timization approach (Häfele et al. 2018a) as shown in chapter 5. In doing so, the technical problem
was transferred to a nonlinear program with capital expenditures as objective function and structural
code checks for fatigue and ultimate limit state, respectively, as nonlinear constraints. Exemplarily,
the approach was deployed to find the optimal design solution for a jacket substructure for the NREL
5MW reference turbine, 50m water depth, and North Sea environmental conditions. The mixed-
integer problem formulation was addressed by solving subproblems with fixed values of integer design
variables. Two nonlinear programming optimization methods were utilized, a sequential quadratic
programming and an interior-point method. Both converged quickly from remote starting points,
whereby the sequential quadratic programming method required fewer iterations to converge. The
suitability of gradient-based optimization for the present problem formulation can be assumed. Fur-
thermore, it became apparent that surrogate modeling is very promising to improve the performance
of jacket design optimization significantly. From the technical point of view, jackets with three legs
seem economically more favorable compared to four-legged ones. For instance, the cheapest three-
legged jacket substructure features about 8% lower costs than the cheapest four-legged version, under
the assumptions and parameters of this study. In fact, due to limited information on real cost break-
downs, the results of such a study are not easy to validate, but agree with practical experiences. The
comprehensive cost function was also compared to a pure mass-dependent approach. Interestingly, it
became apparent that a mass-dependent approach yields similar results, when installation costs are
considered in the objective function. Other costs are mainly – either directly or partly – proportional
to the mass of the jacket.

6.2 Innovations

In this thesis, a novel scheme for jacket optimization was proposed. Figure 6.1 illustrates the main
aspects of the approach. Compared to the optimization scheme shown in Figure 1.3, which can be
considered as state of the art, the novel approach generally incorporates all elements known from
other works, but additionally features several innovations:

- The application of surrogate modeling allows for a decoupled computation of time-domain sim-
ulations. This is an essential feature to accelerate jacket optimization, because the evaluation
of surrogate models can be performed quickly, while the computationally intensive generation
of training data for surrogate modeling is outsourced to high-performance compute clusters.
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Figure 6.1: Scheme of the proposed approach to time-domain jacket optimization with nonlinear
structural code check constraints evaluated by surrogate models.

- The cost modeling was performed in such a way as to consider realistic cost breakdowns of
jacket substructures adequately, namely by incorporating capital expenditures for material,
manufacturing, coating, transition piece, transport, installation, and fixed costs in a sum cost
function.

- To reduce the demand for numerical capacity of time simulations, a reduced load set for fatigue
limit state was proposed.

- To increase the fidelity of time-domain simulations, a soil-structure interaction approach for
offshore wind turbines was developed without the need for higher numerical capacity.

- It was shown that jacket optimization is not only a tool for final, but also for preliminary design
phases. For this purpose, a jacket model involving both topological and tube dimensioning
design variables was implemented in the optimization scheme.

6.3 Concluding remarks

In the present thesis, four main topics, all with the objective of improving jacket design optimization
in the context of offshore wind turbines, were addressed. These topics are (in the order of appearance
in this work) improvement of time-domain simulations, load set reduction models for geometry, costs,
and structural code checks, and optimal jacket designs. It was shown that each of these topics has
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improvement potential concerning the global problem of optimal jacket design, which was realized to
some extent by the methods proposed in this thesis.

The result of this work is not the ultimate optimal jacket design, which may be the unforeseeable
result of extensive work dealing with jacket optimization. In fact, a large part of this thesis addressed
the problem of optimal jacket design. However, it became apparent that there are too many factors
impacting the actual structural design. In general, the optimal design is dependent on the boundary
conditions of the problem, like reference turbine, environmental states, water depth, and soil proper-
ties, but also on the parameters of the cost model. These parameters are difficult to estimate from the
scientific perspective and also depend on side effects subject to strong uncertainty. When considering
these restrictions, it becomes clear that the result of this work is intended as a general, parameter-
independent approach to the optimal design of jacket substructures for offshore wind turbines. Due
to excellent accessibility and documentation, the functionality of all proposed methods was shown
using the NREL 5MW reference wind turbine. However, it can be assumed that the transfer to a
different wind turbine should be easily possible. The same applies to all other boundary conditions.

When trying to classify the present approach, it is helpful to look back at the state of the art
in the field of jacket optimization. Recent approaches that were reported in literature and yielded
promising results interpreted the problem mainly as a pure tube dimensioning task with fixed topology.
Commonly, gradient-based optimization methods are used to minimize the mass of substructures.
In addition, fatigue and extreme loads are considered as constraints. Structural code checks are
performed using time-domain simulations. This was identified as a main limitation, because the arising
demand of high numerical capacity is usually compensated by simplified loads or incomprehensive
load sets. In other words, an improvement in numerical efficiency may be related to an deterioration in
accuracy. Therefore, the present approach may be classified as a holistic one, because it addresses the
task in a multi-perspective way. On the one hand, the entire mathematical problem formulation was
reconsidered. On the other hand, the optimization procedure was decoupled from the computationally
parallelizable time-domain simulations utilizing machine learning regression methods. This leads to
significant benefits in the whole optimization process, resulting in a potential increase of iterates in
the design process of jacket substructures. As a consequence, costs and, eventually, levelized costs of
energy can be reduced.

6.4 Future work

Further improvements of the approach depend on enhancements in all fields involved in the opti-
mization framework (see Figure 6.1). While it can be assumed that the performance of optimization
methods has been largely exhausted, all other points pose tasks that need to be addressed in the
future. There are two key trends that may impact the results of jacket optimization distinctly in
a positive way. First, it can be supposed that developments in time-domain simulation codes, with
the trend to nonlinear structural analyses, may lead to generally more accurate predictions of the
structural behavior in the midterm. With regard to optimization, it is important to focus on the
numerical efficiency of simulations, too. The question remains, whether other than time-domain sim-
ulation techniques are able to predict structural responses that are suitable as input for appropriate
structural code checks. A second trend involves probabilistic-based structural code checks. Nowadays,
uncertainties are addressed by safety factors. When knowing all uncertainties in the entire design
procedure, these factors can be replaced by probabilistic design assessments (Hübler et al. 2018a,c).
Both factors may lead to more accurate and less conservative designs. In this thesis, possible design
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load set reductions were analyzed. The results were quite promising, but only based on a sampling
method without considering prior knowledge of occurrence of specific load events. Recent research
reveals that there is even more reduction potential that can be exploited (Stieng and Muskulus 2018).
Moreover, it was shown that the consideration of a more comprehensive objective function may lead
to better results. The cost model that was used in this work is still quite simple and largely mass-
dependent. Incorporating a more sophisticated cost model may lead to even better results. It is also
imaginable to extend the jacket model in the way that it considers the topology or tube sizing in
greater detail.

In addition, the approach may be coupled with state-of-the-art tube sizing approaches, too. It was
discussed that the problem formulation rather addresses early design stages, while other approaches
focus on design stages, where decisive topological parameters are fixed. Combining both offers further
potential for cost reduction. In addition, the application of robust design methods is imaginable, in
particular, because the problem involves uncertainties both in the formulations of objectives and
constraints (which is similar to the point of probabilistic-based structural code checks). Future work
in this field should address all these points to make use of further cost reduction potentials.
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Glossary

alpha ventus First German offshore wind farm in the North Sea with 12 wind turbines in the 5MW
class. 2, 3

bracing Structural element in a jacket substructure, intersecting diagonally with other bracings and
connecting the jacket legs. 1, 7

FAST Aero-servo-hydro-elastic simulation code for (offshore) wind turbines with intermediate fi-
delity. FAST is an open-source code and freely available at no charge. 4, 5, 7, 12, 82

FINO1 Offshore research platform, located in the North Sea close to the offshore wind farm alpha
ventus. 3, 9, 83

FINO2 Offshore research platform, located in the Baltic Sea close to the offshore wind farm Baltic
2. 9

FINO3 Offshore research platform, located in the North Sea close to the offshore wind farm DanTysk.
9, 83

INNWIND.EU Research project (duration: 2012–2017), funded by the European Union and the
follow-up project of the research project UpWind, focusing on beyond-state-of-the-art turbines
in the range of about 10 to 20MW rated power. 2, 8

jacket Truss-like, bottom-fixed offshore substructure, known from petrol industry for large offshore
platforms. Commonly installed on pile foundations. 1, 2, 3, 6, 7, 8, 10, 11, 12, 13, 14, 15, 82,
83, 84, 85, 86, 87

leg Almost (when installed) vertical tubes building the corset of a jacket substructure. Nn case of a
pile foundation, the number of legs is equal to the number of piles. 1, 6, 12

levelized costs of energy Normalized measure determining energy costs. 1, 2, 86

monopile Large, hollow steel pile, combining the functions of foundation and substructure for off-
shore wind turbines. To date, the substructure type with the most installations world-wide. 1,
2, 6, 7, 8, 11, 12, 13, 82

OC3 Offshore Code Comparison Collaboration, a project under the International Energy Agency task
23, which aimed at code-to-code verifications of multiple aero-servo-hydro-elastic frameworks
for simulating responses of offshore wind turbines. 5, 7, 8

OC4 Offshore Code Comparison Collaboration Continuation, formed under the International Energy
Agency task 30, considering simulations of offshore wind turbines with—compared to OC3—
more complex substructures. 5, 7, 8, 12
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OC5 Offshore Code Comparison Collaboration Continuation, with Correlation, project analyzing
the accuracy of different frameworks for the simulation of offshore wind turbines. Initiated
under the International Energy Agency task 30, where the focus was on validations by physical
measurements. 5

substructure Part of the support structure of an offshore wind turbine that bridges the gap between
ground and tower foot. The largest part of the substructure is commonly under water. 1, 2, 3,
5, 6, 7, 8, 10, 11, 12, 13, 14, 15, 82, 83, 84, 85, 86

support structure Structure carrying the rotor and nacelle. Includes foundation, substructure, and
tower in case of a state-of-the-art bottom-fixed offshore wind turbine. 3, 4, 8, 9, 10, 11, 12

transition piece Structural element connecting substructure and tower. 8, 12, 83, 85

UpWind Research project (duration: 2006–2011), funded by the European Union, with 40 partners
and aiming to develop and verify models for components of wind turbines of about 5 to 10MW
rated power. 2, 7, 8, 9
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