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The renormalization group via statistical inference
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Abstract
In physics, one attempts to infer the rules governing a system given only the results of imperfect
measurements. Hence,microscopic theoriesmay be effectively indistinguishable experimentally.We
develop an operationallymotivated procedure to identify the corresponding equivalence classes of
states, and argue that the renormalization group (RG) arises from the inherent ambiguities associated
with the classes: one encounters flowparameters as, e.g., a regulator, a scale, or ameasure of precision,
which specify representatives in a given equivalence class. This provides a unifying framework and
reveals the role played by information in renormalization.We validate this idea by showing that it
justifies the use of low-momenta n-point functions as statistically relevant observables around a
Gaussian hypothesis. These results enable the calculation of distinguishability in quantumfield theory.
Ourmethods also provide away to extend renormalization techniques to effectivemodels which are
not based on the usual quantum-field formalism, and elucidates the relationships between various
type of RG.

The renormalization group (RG), as conceived byWilson [1, 2], relies on the idea that it is possible to describe
long-distance physics while essentially ignoring short-distance phenomena;Wilson argued that, if we are
content with predictions to some specified accuracy, the effects of physics at smaller lengthscales can be
absorbed into the values of a few parameters of some effective theory for the long-distance degrees of freedom.
TheRGnowunderpinsmuch of our understanding ofmodern theoretical physics and provides the
interpretational framework for quantum field theories. It has been applied in a dazzling array of incarnations to
study systems from statistical physics [3] to appliedmathematics [4].

The general applicability of RG techniques strongly suggests the existence of a deep unifying principle which
wouldmake it possible to directly compare differentmanifestations of the RG and to unlock its full potential. It
has been suggested that such a general implementation-independent formulation of the RG is to be found in an
information-theoretic approach [5] because the RGworks by ignoring certain aspects of the system. Although
the information-theoretic flavour of the RG ismanifest in the case of block-decimation [6–8], it is far less
obvious in the context of particle physics fromwhere the terminology of renormalization originates [9].
Previous attempts at tackling this problem (see, e.g., [10–14] for a selection) depend on details of the chosen
model or formalism and do not yet offer the truly general unification that onemight hope for.

The objective of this paper is to propose an operationallymotivated,model-independent, and hence
information-theoretic framework for the RG.Ourmain result is a demonstration that this framework
encompasses, as a particular case, the RG implementedwith respect to a regulator (as found inQFT).

Our approach is related to that of a recent paper ofMachta et al [15], who observed that the relevant
parameters selected by the RGhave the property that they generate perturbations of a statistical statewhich are
distinguishable (in information-theoretic terms) evenwhen the system is coarse-grained. This is why these
parameters can be inferred experimentally and are useful for predictions.

Wefirst step back, and phrase the inference task as a game played between two players: a passive one, Alice,
who simply possesses a quantumor classical system, andBob, who perceives the system via a knownnoisy
quantum channel  . (That is, anymap linearly taking densitymatrices to densitymatrices, even as part of a
larger system.Classically, it is any stochasticmap.) The channelmay for instance represent a coarse-graining.
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We think of Alice as possessing the true state of a physical system,while Bob is an experimentalist whose
practical limitations are formalised by the channel.WhenBob tries to infer the state of Alice’s system, he is faced
with the ill-posed inverse problem of inverting a quantum channel tofind the input from the output.

Let us consider first a situationwhere the channel has a non-trivial kernel. For instance,  could be the
partial trace over all high-momentummodes of a theory. If two states ρ and ρ′ are such that ( ) ( ) ρ ρ= ′ then
they cannot be distinguished byBob and hence are both just as good as hypotheses for Alice’s state. This
indistinguishability results in equivalence classes of states: all that Bob can hope to do is to determine inwhich
class the true state is. The classes can be parameterized by a smoothmanifold of unique representatives
(figure 1(a)). For instance, if  traces out high-momentummodes, the equivalence classes can be labelled by
states whose highmomentummodes are in some fiducial product state.

Once the classes of experimentally indistinguishable states are identified, we propose that the various
existing types of RG result from an exploration of the freedomavailable in choosing the representative within a
class. For example, whenmodifying a regularization parameter, as occurs in high-energy physics, or when
simplifying the description of the state and isolating the relevant degrees of freedom, as commonly practised in
condensedmatter theory. Before we describe these two cases inmore depth, we need to considermore general,
andmore realistic experimental limitations. This requires taking approximate indistinguishability into account.

1.General framework

A reasonablemeasure of distinguishability between two states ρ and ρ′ to be used in this situation is the relative
entropy

( )( ) ( )S Tr log log , (1)ρ ρ ρ ρ ρ′ ∥ = − ′

whichmeasures the optimal exponential rate of decrease of the probability ofmistaking ρ′ for ρ as a function of
the number of copies available, while still letting the probability ofmistaking ρ for ρ′ go to zero [16]. This
asymmetric scenario is relevant to the situationwhere one attempts to prove the newhypothesis ρ′ against awell
established one: ρ. Our framework can also be adapted to differentmeasures, butwe use this one here for
concreteness. The above interpretation is for an observer able tomeasure any observable onAlice’s system. Bob,
however, has a limited access to Alice’s state. Since he can onlymake directmeasurements on the states ( ) ρ and

( ) ρ′ , his optimal ability to distinguish between ρ′ and ρ according to the above scenario is instead given by the
rate S ( ( ) ( )) ρ ρ′ ∥ .

The effect of  can also be thought of as limiting the type of observable that Bob canmeasure directly on
Alice’s system, through theHeisenberg picture defined via the adjointness relation tr A A( ( )) tr( ( ) )† ρ ρ= :

Bob can effectively onlymeasure POVMs on ρwith elements A( )i
† , where A 10 i⩽ ⩽ and A 1

i
i∑ = . His

effective distinguishability rate S ( ( ) ( )) ρ ρ′ ∥ is hence smaller than that of an all powerful experimentalist,
namely S ( )ρ ρ′∥ , because he has access to fewer observables.

Figure 1.The shaded planes represent equivalence classes of states which cannot be distinguished experimentally. They are intersected
by themanifold of effective theories, parametrized in example (a) by a sole parameter α, and, in example (b), additionally by a
regularization parameterΛ. The intersection lines are renormalization trajectories ( )α Λ .
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Consequently, we could attempt to deem two states ρ and ρ′ experimentally equivalent if
S ( ( ) ( )) ρ ρ δ′ ∥ < for some desiredmaximal rate δ. However, this does not define an equivalence relation
(this relation is not transitive, nor even symmetric). Nevertheless, if δ is sufficiently small, we still expect that the
set of states ρ′ close to ρ form an approximately linear subspace ofmatrices, as occurs in the exact case 0δ = .
Thismotivates us to linearize the relation around a starting hypothesis ρ.

Let us consider the state Xρ ρ ϵ′ = + , where ϵmay be arbitrarily small.Wewill call the operatorX, which
must be hermitian and traceless, a feature. In terms of themanifold of densitymatrices,X represents a tangent
vector to the point ρ. (It is related to the tangent vector represented as differential operator X̂ on scalar functions
f X f Xf( ) ( ) ( ˆ )( ) ( )2ρ ϵ ρ ϵ ρ ϵ+ = + + ). Then, to lowest order in ϵ, we have

( )S X X X X X( ) tr ( ) , , (2)2 1 2ρ ϵ ρ ϵ Ω ϵ+ ∥ ≈ ≡ 〈 〉ρ ρ
−

where Y tY( ) log( )
t t

1 d

d 0Ω ρ= + ∣ρ
−

= is a non-commutative version of the operation ‘division by ρ’. The

quantity X Y X Y, tr( ( ))1Ω〈 〉 ≡ρ ρ
− is an inner product on operators. Since it is defined at every point of the

manifold of states, it is ametric in the sense of differential geometry and is one of themany quantum
generalizations of the Fisher informationmetric [17].

In this linear approximation, a state Xρ + is approximately indistinguishable from Yρ + by Bob if

)X Y X Y( ), ( . (3)( )   δ〈 − − 〉 <ρ

The set of states Xρ + satisfying this condition is an ellipsoidwithinAlice’s state space. If  is not invertible,
the ellipsoid is infinitely wide in the null directionsZwith Z( ) 0 = . Consequently, in the generic case, we use
the following idealized relation: we say that the two states Xρ + and Yρ + are equivalent if X Y− lies in
the span of the ‘largest’ principal directions of the ellipsoid (those that contract ‘themost’).

This idealization removes any trace of the desired precision δ, as we are only talking of the direction of
X Y− independently of itsmagnitude. Instead, Bobmust choose the number n of features he deems sufficiently
distinguishable. A pertinent way of doing this is to consider the casewhere the channel  depends on a
parameter σ parameterizing the precision of Bob’s instruments, and toworry about the asymptotic behaviour of
the norm Z Z( ), ( ) ( )  〈 〉 ρ in the limit of large imprecision σ. The choice of threshold n then amounts to
choosing the type of asymptotic behaviour thatwe deemnegligible. This is what happens in the examples
presented below.

The principal directions of the ellipsoid are obtained by a singular value decomposition of  with respect to
the scalar product defined by themetric. Let ρ be the adjoint of  defined by X Y X Y, ( ) ( ), ( )  〈 〉 = 〈 〉ρ ρ ρ for
all features X Y, . Explicitly

. (4)†
( )
1  Ω Ω=ρ ρ ρ

−

Thismap generalizes the transpose channel [18]. Classically, if p y x( )∣ are the components of  , then ρ has for
components the conditional probabilities p x y( )∣ derived fromBayes’ rulewith prior ρ. The principal features Xj

are the solution of

( )X X . (5)j j j  η=ρ

The eigenvalues jη are also the singular values of  , and satisfy 1 ... 01 2η η⩾ ⩾ ⩾ ⩾ .We call jη the relevance of
Xj. The linear operator  ρ is self adjoint in the scalar product · , ·〈 〉ρ. Therefore, the principal features form
an orthogonal basis of the tangent space at ρ.

This concept of relevance is a genuinely coordinate independent version of the stiffness defined in [15]. It
equals stiffness computedwith respect to the special parametrization inwhich the originalmetric is given by the
identitymatrix.

We call a featureX relevant if it is in the span of X X,..., n1 , and irrelevant if it is orthogonal to those. Our
idealized equivalence classesmake Xρ + and Yρ + equivalent from the point of view of Bob if and only if
X Y− is irrelevant, or, equivalently, if X Y Z, 0〈 − 〉 =ρ for all relevant featureZ.

In order to obtain a physicallymore intuitive condition, let us define the principal observables to be the
operators A X( )j j

1Ω= ρ
− , solutions of the dualHeisenberg-picture eigenvalue equation

( )A A . (6)j j j
† †  η=ρ

Analogously, we say thatA is a relevant observable if it is in the span of A A,..., n1 .With this definition, our
equivalence condition amounts to considering two effective states ρ′ and ρ′′ to be equivalent (in the
neighbourhood of ρ) when they yield the same expectation values for all relevant observables:

( ) ( )A A j niff tr tr for . (7)j jρ ρ ρ ρ′ ∼ ″ ′ = ″ ⩽ρ

For instance, consider the strictest possible relevance thresholdwhere only features with exactly zero
relevance are deemed to be irrelevant. These are the operatorsX in the kernel of  . In this casewe recover the
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exact state-independent equivalence relationwhich identifies ρ ρ′ ∼ ′′ if ( ) ( ) ρ ρ′ = ″ . The corresponding
relevant observables are the self-adjoint operatorsA satisfying AXtr( ) 0= for allX in the kernel of  , which are
precisely those of the form B( )† for someB. In addition, these are all the observables that Bob can ever hope to
measure expectation values of, since for allB, B Btr( ( )) tr( ( ) )† ρ ρ= .

2.One classicalmode

For a simple but nontrivial example suppose that Alice has a stochastic classical system consisting of a single real
variable, e.g., the position x of a particle. The true state to be discovered by Bob is a probability distribution x( )ρ .
Bob’s experimental limitation consists of a finite precision σ at which he can resolve x. This can bemodelled by a
stochasticmap  whose effect is a convolution of Alice’s probability distributionwith aGaussian of width σ:

x y N x y y( )( ) ( ) ( )d (8) ∫ρ ρ= −σ

here Nσ is the normal distributionwith variance σ. Suppose, further, that Bob’s initial hypothesis is a simple

Gaussian distribution, whichwe think of as a thermal state x( ) e H x( )ρ ∝ − for the ‘hamiltonian’ H x( ) x

2

2

2=
τ
.

The action of the operator †ρ can bewritten explicitly:

f x
yf x x N x y y

y x N x y y
( )( )

d ( ) ( ) ( )d

d ( ) ( )d
. (9)† ∫

∫
ρ

ρ
=

−

−ρ
σ

σ

Noting also that † = , one can check by explicit calculation of theGaussian integrals that if G x( ) et
tx t 22= τ− ,

then

( )G G (10)t t
† †  =ρ η

with .
2

2 2η = τ
σ τ+

Hence, the eigenvalue problemdefined in equation (6) is solved by differentiating equation (10)
n timeswith respect to t, evaluated at t=0.Observe thatGt(x) is the generating function for theHermite
polynomials, hence the principal observables are the hermite polynomials xHe ( )n τ , with respective eigenvalues

n
nη η= , or ( )n

n2η τ σ≈ for σ τ≫ . Following our criterion thismeans that, since the first nhermite
polynomials span all polynomials of degree n, that for a threshold n, two nearby states are equivalent exactly
when they share the samefirst nmoments.

For instance, up to distinguishability of order 4σ− n( 2)= , the effective hamiltonian H x x( ) x
0 2

4
2

0
2 λ= +

τ
is

equivalent to H x( ) x
1 2

2

1
2=

τ
provided that 1τ is ‘renormalized’ so as to yield the same secondmoment asH0. This

simplification fromH0 topH1morally corresponds to a step of the type of RG employed in condensedmatter
theory, where a hamiltonian is simplified in away that only affects some ‘unobservable’ small scale features of the
systems.

The situation in particle physics is a priori quite different. Quantum field theories typically comewith an
unwanted parameter, a regulatorΛ, which has no true physical significance, although it oftenmimics a lattice
spacing. Its presence, however, is not a problem if the observable predictions of the theory do not depend on it.
This is possible if we assume some reasonable limitation onBob’smeasurement abilities, so that any change inΛ
can be compensated by a change in the state’s other parameters so as to staywithin a given equivalence class
(figure 1(b)). This dependance of the state’s parameters onΛ is the type of RGflowwhich naturally occurs
inQFT.

Using the above toy example, a similar problem could occur for the hamiltonianH0 if λwere to be
experimentally determined to be negative (using afirst order approximation in λ for the state). Indeed, the
resulting distribution x( )ρ would diverge if calculated non-perturbatively. This can befixedmathematically by
adding a sixth order term x6 Λ to the effective hamiltonian, which, to distinguihsability of order 4σ− , can be
made to be equivalent toH0 by adjusting the parameters τ and λ as function ofΛ so as to preserve up to the fourth
moment.

Those two concepts of renormalization can bemade tomatch inQFTbecause divergences can be identified
as contributions from an infinite number of irrelevant features. Hence, the simplificationwhich consists in
subtracting them from the state also regularizes the theory.

3. Classical Gaussian states

We solve equation (6) forGaussian states over arbitrarilymanymodes, and for a channel  which is any
Gaussian stochasticmap.We consider n real randomvariables iϕ .Wewrite f f( )

i i i∑ϕ ϕ≔ for any vector f,

which corresponds to a ‘smeared’ field in the continuum limit. A general Gaussian stochasticmap  is defined

4
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by the effect of its transpose to themoment-generating functions:

( )e e , (11)f Xf f Yf† ( ) ( )
1
2

( , ) =ϕ ϕ +

where f g f g( , )
i i i∑= ,Y andX are realmatrices andY is positive (we give a concrete example in the quantum

case). Similarly, an arbitrary (but centred) Gaussian state ρ is defined by

e e , (12)f f Af( )
1
2

( , )〈 〉 =ϕ
ρ

whereA is real and symmetric. Using the definition of †ρ as adjoint of
† in the dualmetric, applied to the

generating functions e f( )ϕ , one can show that the randomvariables

G f( ): e (13)f Af f1
2

( , ) ( )= ϕ− +

satisfy

G f G Hf( ( )) ( ) (14)† †  =ρ

with

( )H A X YX1 . (15)1 1 1 1
= + − − − −

(See appendix A.)Note thatH is symmetric with respect to the scalar product A( · , · ), hence it has a complete
orthonormal family of eigenfunctions fkwith eigenvalues kη .We obtain the eigen-variables of † † ρ (namely the
principal observables) explicitly by differentiating the generating functionalG in the directions of the functions
fk any number of times, and evaluating the result at f=0.

4. Interactions

The previous result can be used to perturbatively calculate the principal observables around nonGaussian states.
In order to do this, we need toworkwithin a representation of the realHilbert space formed by the principal
observables of theGaussian state, together with the scalar product defined by themetric evaluated at the
Gaussian state. This is always a symmetric Fock space, where the vacuum 0∣ 〉 corresponds to the constant
randomvariable G (0) 1= (with relevance 1), and the creation operator ak

† associatedwith vector fk, acting on a
principal observable, leads to a newprincipal observable with relevancemultiplied by kη . The perturbed
eigenvalue problem can then be expressed to any order using standard Feynman diagrams. An example is
detailed in the appendix B.We showbelow, however, that the standard RG conditions inQFT can be recovered
from theGaussian results alone.

5.QuantumGaussian states

AquantumGaussian state is defined by quantization of a classical phase space. Let f, g denote classical
observables which are linear functions in the canonical variables, with some scalar product (f, g) and the
symplectic formΔ. Let f( )Φ denote the quantization of f, such that

f g f g 1[ ( ), ( )] i( , ) . (16)Φ Φ Δ=

Any quantum state is uniquely specified by its characteristic function f e fi ( )↦ 〈 〉Φ
ρ. For a quantum

Gaussian state ρ, this is e f Af1
2 ( , )− , whereA is a real symmetricmatrix satisfying A 0i

2
Δ+ ⩾ . A general Gaussian

channel is characterized by its effect on theWeyl operators:

( )e e e , (17)f Xf f Yf† i ( ) i ( )
1
2

( , ) =Φ Φ −

whereX andY are realmatrices such that

Y X X
i

2

i

2
0. (18)†Δ Δ− + ⩾

One can then verify that the principal observables are polynomials generated by

G f( ) e . (19)A
f Af f( , ) i ( )1

2= Φ+

This is done by first noting their orthogonality, and applying the definition of ρ with respect to the generating
function as in the classical case (see appendix C).

As an example, we consider a gibbs state of a Klein–Gordon field ofmassm at inverse temperature β, with
canonical conjugate coordinates x( )ϕ and x( )π .Wewill need the real fourier components

5
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x kx x kx xd cos( ) ( ) sin( ) ( ) , (20)k k
1⎡⎣ ⎤⎦∫ϕ ϕ ω π= − −

x kx x kx xd sin( ) ( ) cos( ) ( ) , (21)k k
⎡⎣ ⎤⎦∫π ω ϕ π= +

which are decoupled under the classical dynamics. Because the phase space is infinite-dimensional, the concept
of Gaussian state introduced above has to be generalizedwith some care. Alternatively, onemay choose
boundary conditions and amomentum cutoff so as to render itfinite-dimensional. For our purpose, we define
theGaussian state through the bilinear form that it defines on the space of linear classical observables. In terms of
the observables

( )f k f f( , ) d , (22)k k k k∫ϕ π ϕ π= + ′

( )g k g g( , ) d , (23)k k k k∫ϕ π ϕ π= + ′

the quadratic form is

( )f Ag k f g f g( , )
1

2
d coth 2

1
. (24)k k k k

k
k k

⎛
⎝⎜

⎞
⎠⎟∫ βω ω

ω
= + ′ ′

Wealso consider aGaussian channel  . In the continuum, thematricesX andY become linear functions.
We use

( )Xf f N N( )( , ) , , (25)ϕ π ϕ π= ⋆ ⋆σ σ

where N ·⋆σ denotes convolution by aGaussian of variance σ, and

( )Yf f y y( )( , ) , . (26)ϕ π ϕ π= ϕ π

The parameter σ characterizes spatial resolution, and yϕ and yπ field value resolutions. The condition expressed
in equation (18) reduces in this case to the uncertainty relation y y 1⩾ϕ π .

For y y 1≫ϕ π , we find that the quantizedfield observables ˆ ( )k kϕ Φ ϕ= and ˆ ( )k kπ Φ π= are principal
observables, with respective relevance

y

1

2
coth

2
e

(27)k
k k

k
k2 2 2 2

η βω βω βω
≃

+

ϕ

ϕ
σ

and

y

1

2
coth

2
e

. (28)k
k k k2 2 2

η βω βω β
≃

+

π

π
σ

Since the channel acts independently on eachmode, the products of n copies of such operators with distincts
momenta are also eigenvectors with relevance equal to the product of the corresponding values kη ϕ or kη π . For

instance, the n-point functions ˆ ˆ
k kn1

ϕ ϕ⋯ have relevance k kn1
η η⋯ϕ ϕ , provided that themomenta k k,..., n1 are all

distinct.

6. Renormalization

If wewant to recover a RG,we have to pick a threshold on the asymptotic decay of relevance in terms of the three
noise parameters σ, yπ and yϕ. Since the relevance decays exponentially in the totalmomentum, the product of

field operators can always be considered irrelevant as soon as they involve operators withmode k 1 σ≫ . At
temperatures large compared tom, the relevance of the n-point functions also decays to order n2 in yπ and yϕ.
Hence, in this approximation two states are effectively equivalent if they have the same n-point functions at
momenta smaller than 1 σ .Without restriction on n, this is precisely the conditions used inQFT for the RG as
function of a regulatorΛ (needed asmomentum cutoff on divergent integrals resulting fromperturbation
theory aroundGaussians). Instead of viewing the cutoff as an explicit parameter of the state, a change of cutoff
fromΛ to Λ′ can also be absorbed into a rescaling of space by a factor s Λ Λ= ′ . The condition that the state stays
in the same equivalence class independantly of s yields theCallan–Symanzik equations.

From the condensedmatter point of view, a cutoffΛ is fixed and given by the lattice spacing. The description
of the state can be simplified by exploiting the freedomwe have in choosing a representative of an equivalence
class.Wemay chose the one closest to ρ in relative entropy: this optimization is well known and yields the gibbs
states with only relevant observables in the hamiltonian perturbations, namely termswithfieldmodes
k 1 σ∣ ∣ < . The requirement that visible predictions be invariant from σ leads to anRG. Thismatches the
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previous RG in the sense that the procedure is technically equivalent to lowering the cutoffΛ to1 σ in
perturbative expansions.

But our calculation also tells us thatwemay neglect features whose distinguishability scales poorly with the
field-value precisions yϕ and yπ , hence justifying the use of effective hamiltonians with low degree polynomials
in thefields. For instance, choosing n=2 selects only quadratic terms as relevant observables, and theGaussians
states as a natural family of effective states (this is a very different argument than the one based on
renormalizibility).We note that here yϕ, yπ play very different roles than σ because of the differences in
asymptotic relevance behaviour, butwe could imagine a different type of experimental limitationswheremore
parameters govern theRGbesides σ.

7.Distinguishability inQFT

Wecan use the solution of equation (6) to compute the effective distinguishability D(A) of any perturbation
generated by aHamiltonian termA, defined as the lowest-order approximation of the relative entropy
S D A( ( ) ( )) ( ) ( )0

2 3  ρ ρ ϵ ϵ∥ = +ϵ , where e H Aρ ∝ϵ
ϵ− + are normalized states. Indeed, we have

D A A A( ) , ( )† † = 〈 〉ρ ρ, which can be computed by expressingA in the basis of principal observables around ρ.

For instance, in the scalar field example, D ( ˆ ) ˆ , ˆ
k k k kϕ η ϕ ϕ= 〈 〉ϕ

ρ, where kη ϕ is given above, and
ˆ , ˆ 1k k k

2ϕ ϕ βω〈 〉 =ρ .With the standard tools of perturbativeQFT, this can be generalized to higher-order
expansions of the exponential (while keepingwith the lowest order approximation of the relative entropy).

For non-local terms,D has to bemade into a density. Itmay be argued that the unit of volume used to define
the density ought to explicitely scalewith σ, leading to the distinguishability density
d A D A( ) lim ( )dσ Σ= ∣ ∣σ Σ σ Σ , where d is the dimension of space and AΣ a restriction ofA to a regionΣ of volume
Σ∣ ∣. AHamiltonian termmay then be said to be relevant in information-theoretic terms if dσ scales as a positive
power of σ (for afixed state). Preliminary calculations indicate that the result is compatible with theWilsonian
analysis classically, butmay differ in important ways in the genuinely quantumanalysis. This will be analysed in
furtherwork.

8. Concluding remarks

We introduced a frameworkwhich allows for the definition of effective theories in very general terms, taking
into account anymeasure of distinguishability and anymodel of experimental limitations.We demonstrated the
pertinence of this approach by showing that it naturally contains, as a particular case, the concept of effective
theory as defined by the RGof quantumfield theory. Further workwill explore how varying the assumptions
lead to effective theories which differ from the standardQFT framework. For instance, taking thefield-value
resolutions into account in the interacting context leads to a concept of dressed effective fieldwhich depends in
principle on the detail of the coarse-graining channel and distinguishabilitymetric.

Most interestingly, the fact that this approach is not at all tied to the standardQFT formalismmeans that it
can in principle be applied to completely different types of theories, as well as very differentmodels of
experimental limitation (not necessarily related to scale). For instance, the case of loop quantumgravity [19],
which proposes a class of background-free quantum field theories, could provide interesting applications.

This approach can also be naturally applied to spin lattice systems, so as to derive effective field theories
describing their large scale properties. In standard approaches, a spins system is connected to an effectiveQFT
through symmetry arguments (observables in the discrete and continuous descriptions are paired by identifying
the group transformations they generate). Our approach provides amore bottom-up approach, where the
effectiveQFT can in principle be derived through themechanism bywhich it emerges, i.e., through the
identification of the degrees of freedomwhich are effectively ignored. This can be performed numerically by
solving equation (6) using techniques such asmatrix product states.

Finally, the framing of effectiveQFT in this fundamentally information-theoretical approach elucidates
precisely what information is being destroyedwhen the theory is renormalized. A concrete way of quantifying
this is proposed in the last section. Thismay provide afirst step towards generalizing Zamolodchikov’s ctheorem
[9, 20], which could in turn provide new techniques for the general classification of effectiveQFTs.
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AppendixA. Classical Gaussian states

Wewant tofind the action of †ρ′ onG(f). By directly using its definition as adjoint of
† , wefind that for any

linear classical observables f and g

( ) ( )( )

) f Xg A f Xg

e , e e , e

e e

e ( , ( ))

e .

f g f g

g Yg f Xg

g Yg

f Af g XAX Y g g XAf

† ( ) ( ) ( ) † ( )

( , ) ( )

( , ) 1

2

( , ) ( ,( ) ) ( , )

1
2

1
2

1
2

1
2

 〈 〉 = 〈 〉

= 〈 〉

= + + +

=

ρ
ϕ ϕ

ρ
ϕ ϕ

ρ

ϕ
ρ

′ ′ ′

+ ′

+ + +

But note that, using

j XAX Y XAf( ) , (29)1≔ + −

wehave

e , e e

e .

j g j Yj g XAX Y g g XAf

j XAXj

( ) ( )
( )

( , ) ( ,( ) ) ( , )

( , )

1
2

1
2

1
2

〈 〉 =

×

ϕ ϕ
ρ

+ + +

By comparing the two expressions, we obtain

( )e , e e

e , e .

f g f Af j Yj j XAXj

j g

† ( ) ( )
( )

( , ) ( , ) ( , )

( ) ( )
( )

1
2

1
2

1
2 



〈 〉 =

× 〈 〉
ρ

ϕ ϕ
ρ

ϕ ϕ
ρ

− −

Since this is true for all g, then

( )e e ef f Af j XAX Y j j† ( ) ( , ) ( ,( ) ) ( )1
2

1
2 =ρ

ϕ ϕ− +

or

( )e e e e (30)f Af f j XAX Y j j( , ) † ( ) ( ,( ) ) ( )1
2

1
2 =ρ

ϕ ϕ− − +

and hence

( )e e e . (31)f Af f Xj AXj Xj† † ( , ) ( ) ( , ) ( )1
2

1
2  =ρ

ϕ ϕ− + −

Note that

( )Xj A X YX f1 . (32)1 1 1 1
= + − − − −

Hence, defining H A X YX(1 )1 1 1 1= + − − − − , we conclude that

G f G Hf( ( )) ( ). (33)† †  =ρ

Observe that AH H AT= . HenceH is symmetric in the scalar product A( · , · ). Let fk be amorthonormal
basis of eigenfunction ofH:

( ) ( )H f f f Afand , . (34)k k k k l klη δ= =

(Note that itmay be convenient to consider a complex eigenbasis. Hencewe complexify this realHilbert space in
the obviousway.)

We obtain the eigenfunctions of † † ρ by differentiatingG(f) with respect to the basis functions fk. Indeed,
let kδ denote the functional derivative in the direction of fk, i.e., for any functionalZ(f),

( )Z f
t

Z f tf( ) , (35)k k t 0δ ≔ ∂
∂

+ ∣ =

thenwe obtain

( )( ) ( )G G(0) (0). (36)k k k k k k
† †

n n n1 1 1  δ δ η η δ δ⋯ = ⋯ ⋯ρ
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Wehave

( )( ) ( )G G(0), 0

e .

k k k k

k k k k
f Af

f f
( , )

0

n m

n m

1 1

1 1

δ δ δ δ

δ δ δ δ

⋯ ⋯

= ⋯ ′ ⋯ ′ ∣
ρ

′
= ′=

where the primed derivatives are relative to f′.
The functions G( )(0)k kn1

δ δ⋯ form an orthogonal basis of a representation of the symmetric Fock space 
built from the test functions, with scalar product · , ·〈 〉ρ. One can think of G (0) 1 0= ≡ ∣ 〉 as the vacuum. The

other eigenfunctions are obtain by acting on it with the creation operators ak
† for the ‘mode’ fk. The

commutation relations are

a a 1, . (37)k l kl
†⎡⎣ ⎤⎦ δ=

Explicitly

a a G f0 ( ) . (38)k k k k f
† †

0n n1 1δ δ⋯ ∣ 〉 = ⋯ ∣ =

Appendix B. Perturbation theory

This pictures allows one tofind the principal observables around non-Gaussian states by using perturbation
theory. The trick is to express the informationmetric with respect to the perturbed state through its kernelK
expressed in that Fock space. This allows one towrite also themap †ρ′, for the perturbed state ρ′, also
perturbatively as an operator in Fock space. The eigenvalue problem can then be formulated and computed to
any degree using standard Feynman diagram techniques.

Let us defined the generating functions

)K f g G f G g( , ) ( ), ( . (39)= 〈 〉ρ′

Differentiating this functional yields the components in the Fock basis of an operatorK that is the kernel of the
metric defined by ρ′with respect to the unperturbedmetric ρ:

a a Ka a

K f f

0 0

( , ) ,

k k l l

k k l l f f

† †

0

n m

n m

1 1

1 1
δ δ δ δ

〈 ∣ ⋯ ⋯ ∣ 〉
= ⋯ ′⋯ ′ ′ ∣ = ′=

where kδ ′denotes derivationwith respect to f′ in the direction fk. Similarly,

)I f g G f G g( , ) ( ), ( e (40)f Ag( , )= 〈 〉 =ρ

is the generating function of the identity operator.
It will be convenient also to consider the Fock space defined from themetric at point ( ) ρ , with the same

vacuum; butwith creation operators bk
† defined by

b b Q f... 0 ... ( ) , (41)k k k k f
† †

0n n1 1δ δ∣ 〉 ≡ ∣ =

where

( )( )Q f G H f( ) . (42)† 1
2= ρ

−

These are indeed orthogonal since

( )Q f Q g( ), ( ) e e , (43)H f AH g f Ag
( )

, ( , )
1
2

1
2〈 〉 = =ρ

−

wherewe used the fact thatH is positive in terms of the scalar product A( · , · ).
In this basis we express

( )L f g Q f Q g( , ) ( ), ( ) . (44)= 〈 〉 ρ′

Wecan compute fromour previous results that

( ) ( )G f G g G Hf G Hg( ( )), ( ( )) ( ), ( ) e . (45)h Hf X Hg† † ,2 2  〈 〉 = 〈 〉ρ ρ ρ ρ′ ′
−

Hencewefind thatK and J are related by

( ) ( )L f g K H f H g( , ) , e . (46)h H f X H g,1
2

1
2

2 1
2 2 1

2=
−
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Also, the channel † naturallymaps between the two Fock spaces, represented as the operator E generated by

( ) ( )
)E f g G f Q g G f G Hg( , ) ( ), ( ( )) ( ), (

e e .f AH g H f Ag

†

, ,
1
2

1
2

= 〈 〉 = 〈 〉

= =

ρ ρ

Finally, the unknown is the operatorR representing †ρ′ as

R f g Q f G g( , ) ( ), ( ( )) . (47)†
( ) = 〈 〉ρ ρ′

It is defined by the relation

( )G f Q g G f Q g( ( )), ( ) ( ), ( ( )) (48)† † 〈 〉 = 〈 〉ρ ρ ρ′ ′ ′

for all f and g. Expanding this relation in the respective Fock basis, we obtain

R L KE (49)T =

or

R L EK . (50)1= −

If we expand

( )( )X1 , (51)1
2ρ ρ λ λ′ = + +

wehave

( )K K1 , (52)1
2λ λ= + +

and

( )L L1 . (53)1
2λ λ= + +

Expanding ER, we obtain

( ) ( )
( )

ER E I L E I K

E E K EL E

... ...

.....

1
1

1

2 2
1 1

λ λ

λ

= + + + +

= + − +

−

In order to compute thefirst order corrections to the unperturbed eigenvalue problem,we need the generating
function of the perturbation

V E K EL E. (54)1
2

1 1= −
Since E is diagonal in the Fock basis, we only need toworry aboutK1 and L1 directly.

The generating function K f f( , )1 ′ of the operatorK1 is

K f f X G f G f( , ) ( ) ( ) . (55)1 1′ = ′
ρ

Wewill consider an interaction of the form

( )H f
1

4!

1

4!
e , (56)I

x
x

x f

f
f

4 4

4
( )

0

x

∑ ∑ϕ δ
δ

= = ∣ϕ
=

where the functions fx possibly form a different basis than fk. This generates the state X1( ...)1ρ ρ λ′ = + +
where

X H H 1. (57)I I1 = − 〈 〉ρ

Wehave

K f f Z f f f H I f f( , )
1

4!
( , , ) ( , ), (58)

x f
f I1

4

4 0

x

∑ δ
δ

′ = ′ ″ ∣ ″ − 〈 〉 ′ρ
″

=

where

( )

( )

( )

( )

Z f f f G f G f( , , ) e ( ) ( )

e e

e .

f

f f f f Af f Af

f f f A f f f f Af f Af

( , ) ( , )

, ( , ) ( , )

1
2

1
2

1
2

1
2

1
2

′ ″ = ′

=

=

ϕ
ρ

ϕ
ρ

″

″+ ′+ − − ′ ′

″+ ′+ ″+ ′+ − − ′ ′

Whendifferentiated, this free partition function yields Feynman diagramswith no propagation between the
vertices associatedwith f or f′ respectively.
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As an example, we performed this calculation for the state corresponding to the euclidean formof theKlein–
Gordon scalarfield theory with 4ϕ interaction (in an arbitray number of spatial dimensions). The channel
defined an operatorXwhich performs aGaussian convolution over scale σ as in the quantum example in the
article.We also use Y y 12= .

The free theory yields theGaussian state defined by the operatorA, inverse of
A f x m f x( )( ) [ ] ( )

i i
1 2 2∑β= ∂ +− . Given that it commutes with the operatorX defined by

( )
Xf x f y y( )( )

1

2
e ( )d , (59)

2
d

x y

2

( )2

2 2∫
πσ

= −
σ

−

with d the number of dimensions,H is codiagonal withX andHwhich are all self-adjoint in the L ( )2  scalar
product.

Using the eigenfunctions ofA:

f x( ) e (60)k k
kxiω=

with

k m , (61)k
2 2 2ω = +

we obtain the eigenvalues ofH:

y

1

1 e
. (62)k

k
k2 2 2 2η

ω
=

+ σ

The normalized unperturbed ‘one-particle’ principal observables are a f0 ( )k k
† ϕ∣ 〉 ≡ . Note thatwe used complex

eigenfunctions because itmakes the calculationsmuch simpler. The degeneracy between the k and k−
eigenfunctions allows one to recover the real eigenfunctions by linear composition of the complex ones.

The interaction is defined as above using the improper basis

f y x y( ) ( ). (63)x δ= −

Hence, besides A k l( )kl δ= − , we find

( )A f Af k, d
e

(64)xy x y

k y x

k

i ( )

2∫ ω
≔ =

−

and

( )A f Af
f x

,
( )

. (65)kx k y
k

k
2ω

≔ =

The principal observables around ρ′, obtained by perturbation from the one-particle observables for the
Gaussian state ρ, are a 0 ( )k k k

† 1 2ψ λ ψ λ∣ 〉 = ∣ 〉 + ∣ 〉 + where the only non-zero components of thefirst order

correction k
1ψ∣ 〉 are

( ) ( )

( ) ( )
( )

a a a
k l l l

k l l l
k

0
1

1
d

1

...,

l l l k
k l l l

k l l l

k l l l

l l

l l

l l k

1
1 2 3

1 2 3

2

1 2 3

1 2 3

1 2 3

1 2 3

2 3

2 3

2 3

∫

ψ
δ

ω ω ω ω

η η η η

η η η η

δ δ

ω ω
η η

η η ω

〈 ∣ ∣ 〉 =
− − − +

−

+
− +

−
′

+
′

wherewe omitted the next two termswhich are obtained by rotating l1, l2 and l3.

AppendixC.QuantumGaussian states

Weuse the notation introduced in the paper. In order to compute themetric explicitly, we need the
commutation relation

( ) ( )e e e e , (66)f g f g g fi i ( ) ( , ) ii
2=Φ Φ Δ Φ− −

wherewe are nowworking in a complexified phase-space so as to accommodate imaginary time evolutions.
Indeed, we need the group of complexmatrices s Rs

A↦ associatedwith theGaussian state ρ such that

( )f R f( ) . (67)s s
s
Aρ Φ ρ Φ=−
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Themetric (in theHeisenberg picture) is A B A B, s s

0

1

∫ ρ ρ〈 〉 = 〈 〉ρ ρ
− . This group is symplectic: R Rs

T
sΔ Δ= and

leaves the state ρ invariant: R ARs
T

s Δ= .

Using these properties, wefind that the polynomials generated by G f( ) eA
f Af f( , ) i ( )1

2= Φ+ are orthogonal with
respect to themetric when they are of different degrees in the canonical observables. This follows from the fact

that G f G g s( ), ( ) e dA A
f K g

0

1
( , )s∫〈 〉 =ρ where K R A R(

i

2
)s

†
s s
2 2

Δ= + . Indeed, the derivatives of the integrand

evaluates to zero at f g 0= = whenever the number of differentiations with respect to f is not equal to the
number of differentiations with respect to g.

Moreover, since the channelmaps ρ to aGaussian state defined by the newmatrix B X AX YT= + , we
find that G f G Xf( ( )) ( )B A

† = . Finally, using the definition of †ρ as adjoint of
† , we obtain

( )G f G g G f G Xg( ) , ( ) ( ), ( ) . (68)A B A A
†

( ) 〈 〉 = 〈 〉ρ ρ ρ

This imply that a polynomial of order n generated byGA ismapped by †ρ to a polynomial of order n generated
byGB, which is thenmapped back to a polynomial of order n generated byGA.

Therefore, we conclude that the principal observables are polynomials generated byGA. Finding the exact
polynomials of a given degree can be done for each order independently, which is afinite-dimensional problem.

This statement is in fact true for all quantumgeneralizations of the Fisher informationmetric. Classically,
the Fisher informationmetric is characterized as the onlymetric on themanifold of probability distributions
which contracts under the action of any stochasticmap. In the quantum case, Petz and Sudár [21] characterized
all contractivemetrics. They are defined by an operatormonotone function :θ →+ +  such that

t t t( ) ( )1θ θ= − for all t 0> . An operatormonotone function has the property that, when applied to operators
via functional calculus, A B( ) ( )θ θ⩽ whenever A B< (i.e., B A− is positive). The function θ defines the
kernel 1Ωρ

− via its inverse Ωρ as follows:

( )R L R R , (69)11
2

1
2Ω θ=ρ ρ ρ ρ ρ

−

where R A A( ) ρ≔ρ and L A A( ) ρ≔ρ for anymatrixA. It is straightforward to adapt the above argument to this
general form.
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