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Abstract
We provide state-dependent error bounds for strongly continuous unitary rep-
resentations of connected Lie groups. That is, we bound the difference of
two unitaries applied to a state in terms of the energy with respect to a refer-
ence Hamiltonian associated with the representation and a left-invariant metric
distance on the group. Our method works for any connected Lie group, and
the metric is independent of the chosen representation. The approach also
applies to projective representations and allows us to provide bounds on the
energy-constrained diamond norm distance of any suitably continuous channel
representation of the group.
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1. Introduction

By providing a framework to describe continuous symmetries in physics, Lie groups are
assigned an important role in theoretical and mathematical physics. These symmetries are
implemented on a physical system in terms of a representation of the group. The representa-
tion theory of Lie groups plays a major role in many areas of physics: For instance, in classical
mechanics, it appears in the study of orbital angular momentum [1] and of the symplectic
structure of the phase space [2]. In quantum theory, prominent examples are quantum control
theory [3] or quantum field theory [4]. Finally, in special and general relativity, it is essential to
study the representation theory of the Lorentz group and the Poincaré group as the symmetry
groups of Minkowski spacetime [5].

A symmetry of a quantum mechanical system is an invertible transformation of the state
space that does not lead to observable differences in the statistics. By Wigner’s theorem [6],
such symmetries are implemented by unitary (or anti-unitary) operators. Due to this, continu-
ous quantum mechanical symmetries are described by projective unitary representations of
connected Lie groups. These are unitary operatorsUg, whose multiplication recovers the group
operation up to a phase. If the phase is trivial, one simply speaks of a unitary representation or
of a proper unitary representation to emphasize. In practice, projective unitary representations
often occur if one exponentiates a representation of a Lie algebra: A Lie algebra represent-
ation might not exponentiate to the group of interest, but rather a covering group [7]. Take
for example the spin- 12 representation of so(3). Conceptually, it often makes more sense to
view such a representation as a projective representation, i.e. a ‘representation up to phase’,
of the group at hand, instead of viewing it as a (proper) unitary representation of its cover. In
any case, the issue of additional phases only arises on the Hilbert space level. For the induced
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unitary quantum channels Ug = Ug( ·)U∗
g , the phases from Ug and U∗

g cancel each other (U∗
g

denoting the adjoint of Ug).
In practice, (projective) unitary representations of Lie groupsmight act on high-dimensional

or even infinite-dimensional Hilbert spaces. This can be unfavorable, in particular when per-
forming numerical simulations. Therefore, a common practice is to instead study the (matrix)
Lie group itself. For example, an alternative for the infinite-dimensional time-evolution under
a quadratic bosonic Hamiltonian (metaplectic group) can be achieved by exponentiating a cor-
responding finite-dimensional matrix, see section 4.4. However, a priori, the distance between
two unitaries cannot directly be inferred through this procedure. Yet, this quantity is of partic-
ular interest with applications including quantum speed limits [8, 9], quantification of Trotter
errors [10], and quantum channel capacities [11]. Hence, the objective is to relate the distance
between two unitary transformations to a suitable notion of distance on the underlying group.
In this paper, we do this by providing explicit error bounds on the distance between two unit-
aries Ug and Uh in terms of a metric d(g,h) on the Lie group G.

In the generic case of a unitary representation acting on a potentially infinite-dimensional
Hilbert spaceH, the operator norm distance between two unitaries might attain its maximum of
2, even if the unitaries are—intuitively speaking – ‘close’ to each other, i.e. the representation is
not uniformly continuous. See [12, section 3] for an example. For this reason, it is necessary to
quantify the distance in a ‘weaker’ way. This can be achieved by state-dependent error bounds.
These are continuity bounds on the representation w.r.t. the strong operator topology, which
is a weaker topology than the uniform (or operator norm) topology. In the picture of quantum
channels, these strong error bounds translate to bounds on the energy-constrained diamond
norm [13], where only input states up to a certain energy E with respect to a suitable reference
Hamiltonian are considered. It will turn out that a natural and useful reference Hamiltonian is
the Nelson Laplacian∆. This is a well-studied operator which plays a central role in infinite-
dimensional representations of Lie algebras [14]. Using the state-dependent error measures,
we find bounds for the unitary representations Ug and Uh

‖(Ug−Uh)ψ‖⩽
√
〈ψ ,∆ψ 〉d(g,h) for all ψ ∈H and g,h ∈ G

with metric d(g,h) defined in equation (1) below and

‖Ug (ρ)−Uh (ρ)‖1 ⩽ 2
√

tr [ρ∆]d(g,h)

for the unitary channels Ug and Uh. The result in the channel case can be stated in terms of
bounds on the energy-constrained diamond norm distance:

‖Ug−Uh‖∆,E⋄ ⩽ 2
√
Ed(g,h) .

Our method is general, so that these bounds hold for all (connected) Lie groups. Therefore, the
bounds can be used directly for any computation involving unitary or unitary channel repres-
entations of Lie groups. Furthermore, we extend our result to projective unitary representations
at the end of section 3.2. To emphasize the difference, we will sometimes use the term proper
unitary representations if a unitary representation is explicitly not a projective one. For defin-
itions of the different types of representations, see section 3.

The remaining paper is structured as follows. Section 2 collects some preliminaries and
useful results. In particular, section 2.1 introduces a metric with which we endow the Lie
group. It is followed by a discussion about Ad-invariant inner products in section 2.2. The
actual strong error bounds are presented in section 3. Here, section 3.1 deals with proper unit-
ary representations. These bounds are extended in section 3.2 to representations by unitary
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channels. However, we are also able to give an error bound for the projective unitary repres-
entation implementing the channels if the group elements are sufficiently close to each other.
The abstract theory from sections 2 and 3 is complemented by a case study of six physically
relevant examples in section 4. Specifically, we consider the special unitary group, whose rep-
resentations describe quantum spin systems in section 4.1, the special orthogonal group which
plays a role for free fermion models in section 4.2, displacement operators in section 4.3, the
metaplectic group with applications in quantum optics in section 4.4, the group SU(1,1) for
interferometry in section 4.5 and the Lorentz group with its application to spinless particles
in relativistic quantum mechanics in section 4.6. The proofs of our results are presented in
section 5. Finally, we conclude in section 6. In the appendix, we explicitly present the calcula-
tion of the Nelson Laplacian for the metaplectic representation (appendix A) and the fermionic
linear optics (FLOs) representation (appendix B).

2. Preliminaries

In this section, we define some basic notions that we will use throughout the paper. In par-
ticular, we introduce a left-invariant metric on the Lie group and discuss some of its proper-
ties. Furthermore, we discuss the special case when the Lie algebra has an Ad-invariant inner
product.

Throughout the paper, the complex conjugate of a number z ∈ C will be denoted z.
Furthermore, the hermitian adjoint of a complex matrix A and the adjoint operator of an oper-
ator on an abstract Hilbert space will be denoted A∗.

2.1. The metric

Let G be a connected Lie group and let g be its Lie algebra. We will always assume g to be
equipped with an inner product 〈 · , · 〉g, i.e. 〈 · , · 〉g : g× g→ R is a positive definitive bilin-
ear form. While the specific choice of the inner product does not matter for the abstract the-
ory, it is important for the interpretation of the bounds and can even be used to account for
cases where some of the generators are harder to implement than others. This makes the free-
dom of choice of the metric a feature of our results (also see lemma 4(3)). In cases of matrix
groupsG⊂ Gl(n,R) (orG⊂ Gl(n,C)) we will typically use the inner product (X,Y) 7→ trX⊤Y
(respectively, (X,Y) 7→ trX∗Y). Notice that the Cartan–Killing form could, in principle, also
be used if it is positive definite (or negative definite, depending on the convention). However,
this requires compactness and a semisimple Lie algebra, which is not always the case.

Definition 1 (left-invariant metric). We define a left-invariant metric d : G×G→ R+

as follows,

d(g,h) = inf


n∑

j=1

‖Yj‖g
∣∣∣∣n ∈ N, Y1, . . . ,Yn ∈ g : g= heY1 · · ·eYn

 . (1)

Left-invariance of the metric d means that

d(gh1,gh2) = d(h1,h2) , g,h1,h2 ∈ G. (2)

Since any element of a connected Lie group is a finite product of exponentials [15, the-
orem IV.1], the metric d(g,h) is always finite. In order to demonstrate that our definition of
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d(g,h) is indeed reasonable, we prove the following lemma. All proofs of the subsequent res-
ults are presented in section 5.

Lemma 2. d is a left-invariant metric on G and the induced metric topology agrees with the
topology of G.

Notice that lemma 2 holds for compact and non-compact Lie groups, and we will see
examples for both cases in section 4. For a discussion on the topology of group manifolds,
see, for instance, [16, chapters 2.2 and 11]. If g and h are close enough for g−1h to have a
logarithm in g, the metric is always bounded by

d(g,h)⩽ ‖log
(
g−1h

)
‖g. (3)

To be precise, the estimate d(g,h)⩽ ‖X‖g holds for all X ∈ g such that eX = g−1h. If the inner
product 〈 · , · 〉g is Ad-invariant, then we even have equality in (3), and the metric d is equal to
the Riemannian distance with respect to the corresponding bi-invariant Riemannian geometry.
Here, Ad-invariance means that 〈AdgX,AdgY〉g = 〈X,Y〉g for all g ∈ G. Notice that if G is a
compact Lie group, then its Lie algebra g always admits an Ad-invariant inner product as a
real vector space [17, proposition 4.24].

2.2. Lie algebras with Ad-invariant inner product

An inner product on the Lie algebra induces a left-invariant Riemannian geometry on the
Lie group. If the inner product is Ad-invariant (see below), then this geometry is also right-
invariant, and its geodesics are exponentials.

Using the differential of the left translation ℓg : G→ G, h 7→ gh, the inner product 〈 · , · 〉g
on the Lie algebra g can be extended to a left-invariant Riemannian metric on G. For this, note
that the Lie algebra g is isomorphic to the tangent space T1G at the neutral element 1 ∈ G. We
can now use that the differential dℓg|1 : T1G→ TgG is an isomorphism between the tangent
space at the neutral element and the tangent space at g ∈ G. We abuse notation by writing gX
for dℓg(X). Xg is defined analogously and we have Adg(X) = gXg−1. The Riemannian metric
at g ∈ G is then simply defined by

〈X,Y〉g =
〈
g−1X,g−1Y

〉
g
, X,Y ∈ TgG. (4)

We assume throughout this section that 〈 · , · 〉g is Ad-invariant, i.e.
〈
gXg−1,gYg−1

〉
g
= 〈X,Y〉g

for all g ∈ G, X,Y ∈ g. An Ad-invariant inner-product exists always on compact as well as
abelian Lie groups [18]. The Riemannian geometry on G induced by an Ad-invariant inner-
product on g is bi-invariant. That is, the differentials of left and right translations are isometric.

Recall that the Riemannian length of a curve γ : [0,T]→ G is defined as

L [γ] =
ˆ T

0
‖γ̇ (t)‖γ(t) dt (5)

and the Riemannian distance of two elements g,h ∈ G is

dRiem (g,h) = inf
γ
L [γ], (6)

where the infimum is over all curves γ connecting g and h.
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Proposition 3. Assume that 〈 · , · 〉g is an Ad-invariant inner product on g and equip G with
the induced bi-invariant Riemannian geometry. Then the metric d, defined in equation (1), is
equal to the Riemannian distance, i.e.

d(g,h) = dRiem (g,h) . (7)

In this case, let V⊂ G be a neighborhood of the identity, such that log= (exp)−1 : V→ g is
well-defined, then

g−1h ∈ V =⇒ d(g,h) = ‖log
(
g−1h

)
‖g. (8)

3. Main results

After establishing the basic concepts, we are now ready to state the main results, i.e. we present
a strong error bound on unitary representations of Lie groups. Afterwards, this bound is exten-
ded to unitary channels as well as projective unitary representations.

3.1. Proper unitary representations

Here, we consider the case of a proper unitary representation. As in section 2, consider a Lie
group G and an inner product 〈 · , · 〉g on its Lie algebra g. Let (U,H) be a strongly continuous
unitary representation of G. That is, H is a separable Hilbert space and

U : G→ U(H) (9)

is a continuous group homomorphism, where U(H) is the group of unitary operators on H
endowed with the strong operator topology. In particular,UgUh = Ugh for any g,h ∈ G. In fact,
this is what we mean by a proper unitary representation if we want to emphasize that the group
multiplication is respected exactly by the unitary representation without an additional phase
factor. We denote by A the induced representation of the Lie algebra in terms of self-adjoint
operators, i.e.

U
(
eX
)
= e−iA(X), for all X ∈ g. (10)

There is a common invariant domain D ⊂H for all A(X), on which they satisfy [14]

[A(X) ,A(Y)] = iA([X,Y]) for all X,Y ∈ g. (11)

Notice that A(X) is self-adjoint while the infinitesimal generator X typically is a (real) skew-
symmetric matrix. This is also the reason for the appearance of the imaginary unit on the
right-hand side of equation (11). The Nelson Laplacian of the representation (U,H) is the
self-adjoint unbounded operator

∆=
∑
j

[A(Xj)]
2
, (12)

where {Xj} is any orthonormal basis with respect to the inner product 〈 · , · 〉g [14]. All gen-
erators A(X) are relatively bounded with respect to the Nelson Laplacian and have relative
bound 0. In particular, dom∆⊂ domA(X). The Nelson Laplacian only depends on the inner
product but not on the choice of orthonormal basis, see lemma 4. By construction, the Nelson
Laplacian is always positive definite,∆⩾ 0.
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Lemma 4. (1) The Nelson Laplacian ∆ is independent of the chosen orthonormal basis.
(2) For all X ∈ g and ψ ∈ dom

√
∆, one has ψ ∈ domA(X) and

‖A(X)ψ‖⩽ ‖X‖g
√
〈ψ ,∆ψ 〉. (13)

(3) If 〈 · , · 〉 ′g is another inner product on g and if∆ ′ is the associated Nelson Laplacian then

c∆ ′ ⩽∆⩽ C∆ ′, (14)

or, equivalently, C−1∆⩽∆ ′ ⩽ c−1∆, where c,C> 0 are constants such that c〈X,X〉g ⩽
〈X,X〉 ′g ⩽ C〈X,X〉g for all X ∈ g.

For projective unitary representations, the Nelson Laplacian can be defined in a similar
way as in equation (12). In this case, all its relevant properties from lemma 4 still hold true,
see section 3.2. As a simple example for equation (13), consider the case G= R with the
representation U(t) = e−itH for some Hamiltonian H. For the inner product on the Lie algebra
g= R we choose the ordinary multiplication of real numbers, so ‖ · ‖g is just the absolute
value. Then the bound in equation (13) trivially is an equality ‖tHψ‖= |t|

√
〈ψ ,H2ψ 〉. Note

that ∆= H2 in this case.
In concrete examples, the inner product can be adjusted so that either one obtains a specific

Nelson Laplacian (like the harmonic oscillator) or to account for situations where different
directions in g are ‘more expensive’ than others. We use the Nelson Laplacian in order to find
a bound for the distance between two elements from a proper unitary representation.

Theorem 5. Let G be a connected Lie group and let 〈 · , · 〉g be an inner product on its Lie
algebra g. Then for any strongly continuous unitary representation (U,H) with associated
Nelson Laplacian ∆ one has

‖(Ug−Uh)ψ‖⩽
√
〈ψ ,∆ψ 〉d(g,h) for all ψ ∈H and g,h ∈ G, (15)

where d is the metric defined by equation (1).

In equation (15), we use the convention that 〈ψ ,∆ψ 〉 := ‖
√
∆ψ‖2 if ψ ∈ dom

√
∆ and

〈ψ ,∆ψ 〉=∞ else. Note that this bound is universal in the sense that the metric is independent
of the chosen representation U and that the metric itself only depends on the inner product on
g and, of course, the group G.

Proposition 6. Under the assumptions of theorem 5, let K be a positive operator such that for
all X ∈ g dom

√
K⊂ domA(X) and

‖A(X)ψ‖⩽ ‖X‖g
√
〈ψ ,Kψ 〉 for all ψ ∈ dom

√
K. (16)

Then the bound equation (15) also holds for K, i.e.

‖(Ug−Uh)ψ‖⩽
√
〈ψ ,Kψ 〉d(g,h) for all ψ ∈H and g,h ∈ G. (17)

This is, of course, only advantageous if the operatorK is smaller than the Nelson Laplacian.
Note that condition (16) can be written as the operator inequality [A(X)]2 ⩽ ‖X‖2gK for all
X ∈ g.

7
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3.2. Projective representations and estimates on unitary channels

In many cases, describing symmetries of quantum systems by proper unitary representations is
too restrictive. Since the measurement statistics are insensitive to global phases, two unitaries,
which differ only by a phase, cannot be distinguished by measuring the isolated system. More
concretely, what really matters is the implemented unitary channel U : ρ 7→ UρU∗ with ρ ∈
S(H), where S(H) denotes the set of density operators on H. Recall that a density operator
is a positive operator with unit trace. U is an example of a quantum channel [19]. Quantum
channels are completely positive trace preserving (CPTP) maps on the Banach space T (H) of
trace class operators onH. It is noteworthy that every quantum channel, which has an inverse
channel, is already a unitary channel. This follows fromWigner’s theorem [6] and the fact that
conjugation by anti-unitary operators is not completely positive.

Definition 7. A strongly continuous unitary channel representation of a connected Lie group
G is a tuple (U ,H) where H is a Hilbert space and g 7→ Ug assigns a unitary channel to each
group element such that

(1) U1 = id where 1 ∈ G is the neutral element ofG and id is the identity channel, i.e. id(ρ) = ρ
for all ρ ∈ T (H).

(2) For all g,h ∈ G we have that UgUh = Ugh.
(3) For every ρ ∈ T (H) the map g 7→ Ug(ρ) is continuous with respect to the trace norm

‖ρ‖1 = tr
√
ρ∗ρ.

Henceforth, (U ,H) denotes a strongly continuous unitary channel representation. We will
now investigate the relationship between strongly continuous unitary channel representations
and projective unitary representations. This allows us to define the Nelson Laplacian for a
general strongly continuous unitary channel representation.

It is clear that every strongly continuous unitary representation (U,H) defines a strongly
continuous unitary channel representation (U ,H), but the converse is not true. In fact, a
strongly continuous unitary channel representation (U ,H) only gives rise to a projective unit-
ary representation in general.

This projective representation is obtained from (U ,H) by any choice of implementing unit-
aries Ug, i.e. unitaries such that Ug(ρ) = UgρU∗

g for all g ∈ G. These unitaries automatically
satisfy

UgUh = ζ (g,h)Ugh for all g,h ∈ G (18)

for some phase factors ζ(g,h) ∈ U(1). These phase factors distinguish a projective from a
proper unitary representation. According to [20, theorem 1.1], it is always possible to find
implementing unitaries such that there is a neighborhood U of 1 ∈ G, within which the fol-
lowing equivalent conditions hold

(a) g 7→ Ugψ is continuous on U for each ψ ∈H,
(b) ζ is continuous on U ×U .

A detailed treatment of projective unitary representations of topological groups is given
in [20]. For our purposes, we can summarise as follows: For any strongly continuous unitary
channel representation (U ,H) of G, there is a projective unitary representation (U,H), which
implements (U ,H) and is strongly continuous in a neighborhood of the neutral element 1 ∈ G.
Conversely, any projective unitary representation (U,H), which is strongly continuous near

8
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the neutral element 1 ∈ G, determines a strongly continuous unitary channel representation
(U ,H) by Ug(ρ) = UgρU∗

g . We will use such a projective representation to define the Nelson
Laplacian of (U ,H).

We start with one-parameter groups: Let τ > 0 and let U : (−τ,τ)→B(H) be a map with
the following properties

(i) U(t) is a unitary for each −τ < t< τ ,
(ii) U(0) = 1 and U is strongly continuous in 0, and
(iii) for all −τ < t,s< τ such that −τ < t+ s< τ it holds that U(t+ s) = U(t)U(s).

Then we can extend U to be a strongly continuous one-parameter unitary group by set-
ting U(s) = U(t1) · · ·U(tN) for R 3 s= t1 + · · ·+ tN, with tk ∈ (−τ,τ). It is straightforward
to check that this does not depend on the chosen decomposition. By the Stone-von Neumann
theorem [21, theoremVIII.12], there exists a generatorA such thatU(t) = e−itA for t ∈ (−τ,τ).

Now, let U be a projective unitary representation of G, which is strongly continuous in a
neighborhood of the neutral element 1 ∈ G. By [20, lemma 4.4], t 7→ UetX may be restricted
to a suitable interval, such that it fulfills the above properties. Hence, there exists a generator
A(X) such that UetX = e−itA(X) for t small enough.

Remark 8. Consider a strongly continuous unitary channel representation. The results [20,
theorems 3.3 and 5.1] tell us that there exists a strongly continuous projective unitary repres-
entation (V,H) of the universal covering group G̃ (see below or [20, section 3e]) of G such
that VẽtX = UetX for all X ∈ g and t small enough. Here, ẽtX = expG̃(tX) denotes the exponential
map of G̃. The corresponding central extension G (see [20, section 5]) of G̃, whose Lie algebra
is R⊕ g as a vector space, then admits a strongly continuous unitary representation W with
Wet(0⊕X) = VẽtX = UetX , again for t small enough. IfH is finite-dimensional then V can even be
chosen to be a proper unitary representation of G̃ [20, section 3b] (and there is no need for a
central extension).

Combining the above one gets the following characterization of the Lie algebra ‘represent-
ation’ induced by unitary channel representation:

Lemma 9. If (U,H) is a projective unitary representation, which is continuous near 1 ∈ G,
then there exists a corresponding representation A of g by self-adjoint operators such that for
t small enough

e−itA(X) = UetX , if t≈ 0. (19)

The generators A(X) have a common invariant domain on which they satisfy

[A(X) ,A(Y)] = iA([X,Y])+ iλ(X,Y)1, (20)

where λ : g× g→ R is an infinitesimal version of the map ζ, see [20, section 4f].

Note that equation (20) is the analog of equation (11) for projective representations. We can
now define the Nelson Laplacian ∆ for any strongly continuous unitary channel representa-
tion (U ,H) of a Lie group G in terms of an implementing projective representation, which is
strongly continuous near 1 ∈ G as before: We pick an ONB {Xj} of g and set∆=

∑
jA(Xj)

2.
Remark 8 makes sure that the functional analytical properties of∆ and its relation to the gen-
erators A(X) are as before. The formula ‖A(X)ψ‖⩽ ‖X‖g

√
〈ψ ,∆ψ 〉 also generalises for all

ψ ∈ dom
√
∆ (see proof of theorem 12).

9
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Remark 10. In fact, we can choose the inner product onR⊕ g such that any orthonormal basis
of g can be completed to one of the extended Lie algebra. The remaining basis vector will be
represented by a multiple of the identity operator. Hence, the complete Nelson Laplacian of G
differs from∆ only by amultiple of the identity. Lastly,∆ is again independent of the choice of
orthonormal basis. This is because orthogonal transformations of (g,〈 · , · 〉g) can be extended
to orthogonal transformations of R⊕ g.

This can be used to bound the distance of the unitary channels Ug in the energy-constrained
diamond norm (ECD norm) [11, 13].

Definition 11. The ECD norm (with respect to ∆) of a linear map Φ on T (H) is defined for
any E> inf spec(∆) as

‖Φ‖∆,E⋄ = sup
ρ∈S(H⊗H ′)
trρ∆⊗1⩽E

‖Φ⊗ idT(H ′) (ρ)‖1, (21)

where the supremum is over all auxiliary systems H ′.

We are now ready to state an analogous result as the bound in theorem 5 for strongly con-
tinuous unitary channel representations.

Theorem 12. Let (U ,H) be a strongly continuous unitary channel representation of a con-
nected Lie group G. Then it holds that

‖Ug−Uh‖∆,E⋄ ⩽ 2
√
Ed(g,h) , (22)

where ∆ is the Nelson Laplacian of (U ,H) and E> inf Spec(∆).

In particular, this result implies

‖Ug (ρ)−Uh (ρ)‖1 ⩽ 2
√
trρ∆d(g,h) , (23)

for all density operators ρ ∈S(H). Analogously to proposition 6, it is possible to obtain better
bounds if one finds a positive operator K⩽∆ such that equation (16) holds.

The proof of theorem 12 relies on [9, theorem 1] stating that the ECD norm distance of
two unitary channels can be computed by only considering pure states on H. However, the
mentioned result restricts the dimension of H to be strictly greater than 2. This is due to the
geometry of the (pure) state space of a qubit, which prevents the proof of [9, theorem 1] to
work for dim(H) = 2. Nevertheless, the following result shows that the assertion is still true
in this case. We thank A. Winter for suggesting the main idea of the proof.

Lemma 13. Let U ,V be unitary channels implemented by unitaries U,V, respectively. Let H
be a Hamiltonian and E> inf Spec(H). Then

‖U −V‖H,E⋄ = sup
∥ψ∥=1

⟨ψ ,Hψ ⟩⩽E

‖(U −V)(|ψ〉〈ψ|)‖1.

In particular, this holds for dim(H) = 2.

10
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A common situation in quantum mechanics is that a symmetry group G is represented on
a quantum system by a unitary channel (or projective unitary) representation, which comes
from a proper unitary representation (Ũ,H) of a covering group G̃. Examples of this situation
include the half-integer representations of SU(2), which is the double cover of SO(3), the
metaplectic representation, and the half-integer representations of the Lorentz group.

We briefly recall the definition of covering groups for the reader’s convenience: A Lie group
G̃ together with a smooth homomorphism π : G̃→ G is a covering group ofG if the differential
dπ : g̃→ g is an isomorphism. This is equivalent to the existence of a neighborhoodV of 1 ∈ G
whose pre-image π−1(V ) is a disjoint union of open sets, each of which is diffeomorphic onto
V via the restriction of π. There always exists a unique (up to isomorphism) simply connected
covering group G̃ [22]. This covering group is called the universal covering group of G.

In the situation described above, where a projective representation comes from a proper
representation of a covering group, one could apply the bounds on the unitary channels in
theorem 12. In particular, this is always the case if theHilbert spaceH is finite-dimensional (see
remark 8). However, sometimes it is actually useful to have strong error bounds on the unitaries
themselves. A simple workaround would be to apply theorem 5 to the representation (Ũ,H)
of the covering group G̃. Unfortunately, this approach is usually not applicable in practice
because the covering group is often an abstract object and might not have a realization in
terms of matrices. For instance, this is the case for the metaplectic group and the double cover
of the Lorentz group. Nevertheless, we can still obtain direct bounds for sufficiently close
group elements in G̃ in terms of the metric on G. This is due to the fact that G̃ and G are
isomorphic locally.

Proposition 14. Let G̃ be a covering group of G and let 〈 · , · 〉g be an inner-product on g≡ g̃.
Consider the left-invariant metrics d and d̃ on G and G̃, respectively, defined as in equation (1).
Then the metrics d and d̃ are equal locally, in the sense that d̃(g̃, h̃) = d(g,h) whenever g̃ and h̃
as well as g= π(g̃) and h= π(h̃) are sufficiently close to each other. Here, π : G̃→ G denotes
the covering homomorphism.

As an immediate application of this result, we get strong error bounds on the Hilbert space
level for strongly continuous unitary representations of covering groups:

Let (Ũ,H) be an irreducible strongly continuous unitary representation of a covering group
G̃ of G. By choosing some arbitrary section s : G→ G̃, i.e. a map with π ◦ s= idG, which is
continuous near the neutral element, one can view (Ũ,H) as a strongly continuous projective
unitary representation of G. We now get the following bounds:

‖Ugψ −Uhψ‖⩽
√
〈ψ ,∆ψ 〉d(g,h) if g≈ h. (24)

Note that by our assumptions, the Nelson Laplacian does not depend on whether we view
(Ũ,H) as a proper representation of G̃ or as a projective representation of G. The irreducib-
ility is not essential, we only need to guarantee that the representation of G̃ maps π−1(1) to
multiples of the identity 1.

In summary, equation (24) establishes a way to obtain error bounds even if we only have a
projective unitary representation (Ũ,H) ofG and not a proper unitary representation. The idea
is to shift to the universal covering group G̃, on which (Ũ,H) is a proper unitary representation.
This works if the compared group elements g and h are sufficiently close to each other since
G and G̃ are locally isomorphic. In this case, we can apply theorem 5 to obtain error bounds

11
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in G̃. Reverting the local isomorphism allows us to shift these bounds back to G and finally
yields equation (24).

4. Examples and applications

In this section, we apply our bounds from section 3 to some examples of physically important
Lie groups. In particular, we study

1. spin-j systems: SU(2) in the spin representation (section 4.1),
2. free fermion models: SO(2m) in the fermionic linear optics (FLO) representation

(section 4.2),
3. displacement operators: R2m in the Schrödinger representation (section 4.3),
4. quasi-free bosonic transformations: Sp(2m,R) in the metaplectic representation

(section 4.4),
5. SU(1,1) interferometry: SU(1,1) in the two-mode bosonic representation (section 4.5) and
6. relativistic quantum mechanics: the scalar representation of the Lorentz group SO+(1,3)

(section 4.6).

We compare our bounds to bounds in the literature, if there exist any. Apart from providing
a framework that is valid for all connected Lie groups, we also find that our result yields tighter
bounds in some cases. Thus, we will use the convention that generators on the level of the Lie
algebra are skew-symmetric, whereas generators on the Hilbert space level are self-adjoint.

4.1. Spin representations of SU(2)

Weconsider the Lie groupG= SU(2), i.e. the group of 2× 2 unitarymatrices with determinant
1. The Lie algebra su(2) of trace-less skew-hermitian 2× 2 matrices will be equipped with the
Frobenius inner product 〈X,Y〉= tr[X∗Y], which is Ad-invariant. Then, an orthonormal basis is
given by Xj = i

2σj, j = 1,2,3, where σj are the Pauli matrices. The well-known commutation
relations are [Xi,Xj] = εijkXk. Topologically, SU(2) is the 3-sphere S3. Since the inner product
above is Ad-invariant, we know that the metric on SU(2) is just the Riemannian distance on S3.
The Riemannian distance dRiem(e−iαX,1) is ‖loge−iαX‖2 = |α| if α ∈ [−π,π] and ‖X‖2 = 1.
More generally, we have dRiem(g,1) = ‖log(g)‖2.

We consider the spin-j representation U( j) : SU(2)→ U(Hj) onHj = C2j+1. This is gener-
ated by hermitian operators S1,S2,S3 on Hj with [Si,Sj] = iεijkSk. The full Lie algebra repres-
entation is of course A( j)(X) =

∑
k 〈X,Xk〉Sk. As usual, we denote the eigenbasis of Sz by |m〉

with m=−j, . . . , j in unit steps. Here, m is the eigenvalue, i.e. Sz|m〉= m|m〉.
Since the group SU(2) is compact, the Nelson Laplacian is the quadratic Casimir operator,

see, for instance, [7, chapter 10]. By irreducibility (due to Schur’s lemma), it is a multiple
of the identity, namely∆≡ S⃗2 = j( j+ 1)1. Therefore using the Nelson Laplacian, theorem 5
gives the bound

‖U( j)
g −U( j)

h ‖⩽ j( j+ 1) ‖log
(
g−1h

)
‖2. (25)

However, it is possible to find a tighter bound through proposition 6. For any unit vector
X ∈ su(2), there is some g ∈ SU(2) such that gXg−1 = X3. Therefore, all A( j)(X) are unitarily
equivalent to ‖X‖2Sz. In particular, we have ‖A( j)(X)‖= j‖X‖2. Thus, by proposition 6,

‖U( j)
g −U( j)

h ‖⩽ j2 ‖log
(
g−1h

)
‖2. (26)

12
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From the above discussion, it is evident that this bound is tight in first order. Notice that the
relative difference between the bounds obtained from using the Nelson Laplacian∆ and from
using the alternative operator K= j21 only grows linearly in j.

4.2. Special orthogonal group and FLO representation

Let us study the Lie group

SO(2m) =

{
Q ∈ R2m×2m

∣∣∣∣Q⊤Q= 1, det(Q) = 1

}
. (27)

We will need to look at the universal cover of SO(2m), which is known as the spin group and
will be denoted by Spin(2m). Its Lie-algebra so(2m) = {X ∈ R2m×2m|X=−X⊤} is formed by
real anti-symmetric 2m× 2mmatrices. AnAd-invariant inner product is given by the Frobenius
inner product 〈X,Y〉= tr[X⊤Y]. Note that SO(2)∼= U(1), the circle group.

In order to construct the free-fermion representation of SO(2m), consider the fermionic
Fock space

H= F− (Cm) :=
m⊕
j=0

(Cm)
∧j
, (28)

where ∧j denotes the j-fold anti-symmetric tensor product of Cm and (Cm)
∧0

= C. Note, that
dim(H) = 2m. In particular, all appearing operators are bounded. We denote the fermionic
annihilation and creation operators by b1, . . . ,bm and b∗1 , . . . ,b

∗
m, respectively. They satisfy the

canonical anti-commutation-relations

{bj,b∗k}= δjk1, {bj,bk}= 0. (29)

Here, {X,Y}= XY+YX is the anti-commutator, and δjk is the Kronecker delta. From those
operators, we define an equivalent set of 2mMajorana operators

c2j−1 = b∗j + bj and c2j =−i
(
b∗j − bj

)
. (30)

A quick calculation shows that the inverse relations read

bj =
1
2
(c2j−1 − ic2j) and b∗j =

1
2
(c2j−1 + ic2j) . (31)

The Majorana operators satisfy the Clifford algebra relations

{cj,ck}= 2δjk1. (32)

Now, let c= (c1, . . . ,c2m) be the vector of all Majorana operators and define

A(X) =
i
4
c ·Xc (33)

for X ∈ so(2m). One has A(X)∗ = A(X) and [A(X),A(Y)] = iA([X,Y]). Therefore, A is a faithful
representation of so(2m) by self-adjoint generators on H. The Lie algebra −iA(so(2m))⊂

13
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u(H) generates a connected subgroup of the unitary group U(H), which is isomorphic to
Spin(2m) [23] and this isomorphism can be viewed as a representation

U : Spin(2m)→ U(H) . (34)

Since Spin(2m) is a covering group of SO(2m), one can view equation (34) as a projective
representation of SO(2m) as explained in section 3.2. Herewewill consider the induced unitary
channel representation (U ,H) of SO(2m), i.e. Ug(ρ) = Ug̃ρU∗

g̃ for some g̃ ∈ π−1({g}) where
π : Spin(2m)→ SO(2m) is the covering map. The Nelson Laplacian is (see appendix B)

∆=
m(2m− 1)

8
1, (35)

and we obtain

‖(Ug−Uh)ψ‖⩽
√
m(2m− 1)/8‖ψ‖ d(g,h) , (36)

for g,h ∈ SO(2m), which are close to each other (cf proposition 14). If log(g−1h) exists,
d(g,h)⩽ ‖ log(g−1h)‖2, where ‖B‖2 =

√
tr[B⊤B] is the Frobenius norm. By proposition 3,

one even has d(g,h) = ‖log(g−1h)‖2 if g and h are sufficiently close. In any case, we have for
the unitary channels associated to g,h ∈ SO(2m)

‖Ug−Uh‖⋄ ⩽
√
m(2m− 1)/2 d(g,h) . (37)

Again, we have d(g,h)⩽ ‖ log(g−1h)‖2 if log(g−1h) exists. In this case, equation (37) can be
further manipulated by using the fact that for any orthogonal matrix Q, we have the relation
[24, exercise B.5]

‖log(Q)‖2 ⩽
π

2
‖Q−1‖2. (38)

Therefore, we find

‖Ug−Uh‖⋄ ⩽
√
m(2m− 1)/2 ‖ log

(
g−1h

)
‖2 (39)

⩽ π

2
√
2

√
m(2m− 1) ‖g− h‖2, (40)

where we have used that ‖QB‖2 =
√
tr[B⊤Q⊤QB] =

√
tr[B⊤B] = ‖B‖2 holds for all Q ∈

SO(2m) and for all B ∈ R2m×2m. A similar bound has been found in [23, equation (F1)], which
states that

‖Ug−Uh‖⋄ ⩽ 2m‖g− h‖∞, (41)

where ‖B‖∞ = sup|v|=1 |Bv| is the operator norm and |·| is the Euclidean length on R2m. We
compare the bound in [23, equation (F1)] with ours from equation (39) numerically in figure 1.
Our bound (red) seems to be better than the result in [23, equation (F1)] (blue).

14
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Figure 1. Comparison of our bound for SO(2m) in equation (39) (red) with the bound
in [23, equation (F1)] (blue) for two particular channels. In this numerical simula-
tion, we consider m= 2, g= exp(B21) and h= exp(B21 + aB31) with Bjk defined in
equation (109). We find that our bound is tighter (red vs. blue) in this case.

4.3. Displacement operators

For pedagogical reasons, we consider a quantum system of m canonical degrees of freedom in
the Schrödinger representationH= L2(Rm) and denote byQi andPi the canonical position and
momentum operators. The Lie groupG in this example is the group of phase space translations,
which is naturally isomorphic to (R2m,+). Efficient bounds for this example have been found
in [9]. For ξ ∈ R2m consider D(ξ) = e−iξ ·ΩR, where R= (Q1, . . . ,Qm,P1, . . . ,Pm) and where
Ω is the symplectic matrix

Ω=

(
0 1m

−1m 0

)
. (42)

The D(ξ) are called displacement operators (or Weyl operators) and implement phase space
translations. They form a strongly continuous projective unitary representation of the connec-
ted and simply connected group G= R2m with

D(ξ)D(η) = e−
i
2 ξ·ΩηD(ξ + η) . (43)

Equation (43) is known as the Weyl relations. We write ξ ·R=
∑

j ξjRj, which is simply the
Lie algebra representation A(ξ) = ξ ·R. The Weyl relations are an integrated version of the
canonical commutation relations that can be expressed as [ξ ·R,η ·R] = iξ ·Ωη1.

Another way to view the Weyl relations is that the displacement operators are a (proper)
unitary representation of the Heisenberg group Hm, which is the central extension of R2m

corresponding to the projective representation discussed above. The Heisenberg group is the
set Hm = R2m+1 = R2m×R with the non-commutative group operation

15
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(
ξ
t

)
∗
(
η
s

)
=

(
ξ+ η

t+ s− 1
2ξ ·Ωη

)
.

Its Lie algebra is the vector spaceR2m+1 with the Lie bracket [(ξ,x),(η,y)] = (0, ξ ·Ωη), which
we equip with the Euclidean inner product. As we want to give a bound on the quantity
‖D(ξ)ψ−D(η)ψ‖, we are interested in the corresponding metric distance

d

((
ξ
0

)
,

(
η
0

))
= d

((
−η
0

)
∗
(
ξ
0

)
,

(
0
0

))
= d

((
ξ− η
1
2η ·Ωξ

)
,

(
0
0

))
. (44)

From the fact that the Lie-theoretic exponential map is just the identity, we get that

d

((
ξ
0

)
,

(
η
0

))
=

√
|ξ− η|2 + 1

4 (ξ ·Ωη)
2
. (45)

In order to get a concrete bound, we also need to know the Nelson Laplacian. For this, we
pick the standard basis of R2m+1 and obtain ∆= 1+

∑m
i=1(P

2
i +Q2

i ), which is precisely the
identity plus twice the quantum harmonic oscillatorH. It can, however, be readily checked that
one may drop the ‘+1’ without violating equation (13). As explained in proposition 6, we may
thus use N= 2H=∆−1 instead of the Nelson Laplacian. Inserting this into equation (15)
gives the following estimate

‖D(ξ)ψ−D(η)ψ‖2 ⩽ 2
(
|ξ− η|2 + 1

4 (ξ ·Ωη)
2
)
〈ψ ,Hψ 〉 , (46)

valid for all ψ ∈H.

4.4. Quasi-free bosonic transformations

We again consider a quantum system of m canonical degrees of freedom but this time the
symmetry group is the symplectic group

Sp(2m,R) =
{
M ∈ R2m×2m

∣∣∣∣M⊤ΩM=Ω

}
, (47)

where Ω denotes the symplectic matrix as in equation (42). The symplectic group is a non-
compact connected simple Lie group. An important role in this example is played by the double
cover of the symplectic group, known as the metaplectic group Mp(2m,R) [25]. We denote
the covering homomorphism by π :Mp(2m,R)→ Sp(2m,R). The natural representation of
the symplectic group in quantum mechanics is a projective representation, which comes from
a proper representation of the metaplectic group. It is widely used in quantum optics, where it
corresponds to passive and active bosonic transformations. The Lie algebra of the symplectic
group—and hence also of the metaplectic group—is

sp(2m,R) =
{
X ∈ R2m×2m

∣∣∣∣ΩX+X⊤Ω= 0

}
. (48)

We equip sp(2m,R) with the Frobenius inner product 〈X,Y〉= tr[X⊤Y], which is not Ad-
invariant. In fact, there is no Ad-invariant inner product on sp(2m,R) [18]. As a vector space,
sp(2m,R) is isomorphic to the space of symmetric matrices Sym(2m,R) = {X ∈ R2m×2m|X=
X⊤} via the map X 7→ S=ΩX and its inverse S 7→ X=−ΩS. In fact, this isomorphism is iso-
metric w.r.t. the Frobenius inner product.
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For quantum optics, the subgroup USp(2m,R)⊂ Sp(2m,R) plays an important role. It is
isomorphic to the unitary group U(m) under the standard identification R2m ∼= Cm and corres-
ponds exactly to the passive bosonic transformations. The generators of USp(2m,R) are the
skew-symmetric elements X ∈ sp(2m,R) [26, chapter 4]. Generators X ∈ sp(2m,R) that are
not skew-symmetric—such as e.g. X= diag(1,−1) for m= 1—correspond to active bosonic
transformations, i.e. squeezing.

We are going to look at the metaplectic representation, which is a strongly continuous pro-
jective representation of Sp(2m,R) onH= L2(Rm). Wewill continue to use the notation intro-
duced in section 4.3, e.g. the canonical operators are denoted R= (Q1, . . . ,Qm,P1, . . . ,Pm).
Furthermore, let

A(X) =
1
2
R ·ΩXR (49)

with X ∈ sp(2m,R).4 A common invariant domain for all A(X) is given by the Schwartz func-
tions S (Rm)⊂H [21, chapter V.3].

It is straightforward to see that one has [A(X),A(Y)] = iA([X,Y]) on the Schwartz space
S (Rm). Exponentiation of A(sp(2m,R)) yields a subgroup of the unitary group onH, which
happens to be isomorphic to the metaplectic group. This isomorphism, which is a homeo-
morphism with respect to the strong topology, is known as the metaplectic representation [26,
chapter 4]. We denote it by

U :Mp(2m,R)→ U(H) . (50)

The double cover π :Mp(2m,R)→ Sp(2m,R) does not admit a global continuous section,
i.e. there is no continuous map s : Sp(2m,R)→Mp(2m,R) such that π ◦ s= id. It is, however,
possible to find a section swhich is continuous near the identity. The (arbitrary) choice of such
a section turns the representation U into a projective unitary representation of the symplectic
group, which is strongly continuous near the identity.

An easy example illustrating the fact that of equation (49) does not define a proper repres-
entation of the symplectic group is the following: For m= 1 consider the generator h=−Ω ∈
sp(2,R) of the subgroup

eαh =

(
cos(α) −sin(α)
sin(α) cos(α)

)
. (51)

It is clearly the case that e2π h = 12 ∈ Sp(2,R). However, the Hamiltonian assigned to h is the
harmonic oscillator

A(h) =−1
2
R ·Ω2R=

1
2

(
Q2 +P2

)
(52)

which exponentiates to e−2πiA(h) =−1. This is easily seen from the fact that the spectrum
of the harmonic oscillator is 1

2 +N0 because e−i2π (n+1/2) =−1. Therefore, the Lie algebra
representation A cannot give rise to a proper unitary representation of the symplectic group
but only to a projective representation.

4 In some parts of the literature, equation (49) is written in terms of bosonic creation and annihilation operators instead
of canonical position and momentum operators. This is also known as the as the operator representation of sp(2m,R)
[16, chapter 6.1].
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The Nelson Laplacian of the metaplectic representations is

∆= H2 +
3m
8
1, (53)

whereH= 1
2

∑m
k=1(Q

2
k +P2

k) denotes them-mode harmonic oscillator. See appendix A for the
derivation. Therefore, for g,h ∈ Sp(2m,R), which are close enough to each other, we obtain
(cf proposition 14) the bound

‖(Ug−Uh)ψ‖⩽
√
〈ψ ,H2ψ 〉+ 3m

8
d(g,h) , (54)

where ‖ψ‖= 1. Consider ψ to be a Fock state |nnn〉 with nnn ∈ Nm
0 being a multi-index. That is,

|nnn〉 is an eigenstate of the number operator N= H− m
2 1 according to the eigenvalue equation

N|nnn〉= |nnn| |nnn〉. Then equation (54) becomes

‖(Ug−Uh) |nnn〉‖⩽
√(

|nnn|+ m
2

)2
+

3m
8
d(g,h) . (55)

For the energy-constrained diamond norm, we obtain

‖Ug−Uh‖H
2,E

⋄ ⩽ 2

√
E+

3m
8
d(g,h) . (56)

A similar bound is presented in the supplementary material of [9, theorem S12],

‖Ug−Uh‖N,E⋄ ⩽ 2

√(√
6+

√
10+ 5

√
2m
)
(E+ 1)× ·· ·

· · · ×
(√

π

‖g−1h‖∞ + 1
+
√

2‖g−1h‖∞
)√

‖g−1h− 1‖2. (57)

Here, ‖A‖∞ = sup∥ψ∥=1 ‖Aψ‖ is the operator norm while ‖A‖2 =
√
trA∗A is the Frobenious

norm. Let us compare this bound with equation (56). By following the steps in the proof of [9,
theorem S12], we can further bound equation (56) by

‖Ug−Uh‖H
2,E

⋄ ⩽ 2

√
E+

3m
8

(
π

‖g−1h‖∞ + 1
+ 2‖g−1h‖∞

)
‖g−1h− 1‖2. (58)

Both bounds have a term that depends only on the energy (first term), which is multiplied
with a term measuring the distance between g−1h and the identity. Notice, that our bound in
equation (58) involves ‖g−1h‖∞ and ‖g−1h− 1‖2 in the second term, whereas the bound from
[9, theorem S12] depends on the square root of these quantities. In most cases, one is particu-
larly interested in the tightness of the second term. As an example where the second term plays
a crucial role, let us consider the study of Trotter errors [10]. In this context, g= e−t(X+Y) with
t ∈ R and X,Y ∈ sp(2m,R) is some target dynamics, which should be approximated through
the Trotter product formula given by h= (e−ΩXt/Le−ΩYt/L)L. Here, ‖g−1h− 1‖2 determines
the asymptotic scaling of the Trotter product formula with the number of Trotter steps L. It
is well-known that the Trotter error asymptotically scales as O(1/L) [10, 27]. This scaling
is correctly captured by our bound in equation (58), whereas the bound in [9, theorem S12]
leads to a O(1/

√
L) behavior. We compare the two bounds explicitly for an example of such

a Trotter problem in figure 2.
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Figure 2. Comparison of our bound for the symplectic group in equation (58) with the
bound in [9, theorem S12] for a particular Trotter problem on a log-log axis. That is,
g= e−t(X+Y) and h= (e−tX/Le−Yt/L)L for t ∈ R and X,Y ∈ sp(2m,R). In this particular
simulation, we chosem= 1, t= 1, X=Ω (harmonic oscillator) and Y=Ωσx (generator
of the squeezing transformation), where σx denotes the first Pauli matrix. We compute
the bounds for the energy-constrained diamond norm of the associated unitary chan-
nels up to the second Fock state, i.e. ⟨ψ,Nψ⟩⩽ 2. The energy is taken with respect to
the number operator N. Our bound correctly covers the O(1/L) scaling of the Trotter
product formula.

4.5. Two-mode bosonic representation of SU(1,1)

The idea of SU(1,1) interferometry was first proposed in [28] and has been a major topic in
quantum optics since then. By incorporating squeezing, SU(1,1) interferometry acquires sig-
nificant advantages over conventional interferometry [29]. Here conventional interferometry
means a Mach–Zehnder-type setup with beam splitters and relative phase shifts. In such a
setup, the implementable transformations are parameterized by SU(2), and one sometimes
refers to this setup as SU(2)-interferometry [28]. The setup of SU(1,1) interferometry is sim-
ilar: one replaces the two beam splitters of the Mach Zehnder interferometer by two paramet-
ric amplifiers [29]. In this case, the implementable transformations correspond to elements
of SU(1,1). The Hilbert space for both of these setups is the two-mode bosonic Fock space
H= F+(C2).

Of course, all transformations that can be implemented in both of these interferometry
setups are just special cases of the two-mode quasi-free bosonic transformations for which we
obtained bounds in section 4.4, but the error estimates that we obtain in this way are unneces-
sarily large. The reason for this is that the Nelson Laplacian of the metaplectic representation is
built so that equation (16) holds for all X ∈ sp(4,R) even though we only need this assumption
on a Lie subalgebra, namely su(1,1).

To avoid confusion, we briefly recall the definition of the Lie group SU(1,1): It is the matrix
group of complex 2× 2-matrices of the form(

α β
β̄ ᾱ

)
with |α|2 − |β|2 = 1. (59)
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Its Lie algebra su(1,1) consists of trace-less matrices X such that Xσz+σzX∗ = 0, where σz =
diag(1,−1) is the third Pauli matrix. A basis of su(1,1) is

X0 =
i
2

(
1 0
0 −1

)
, X1 =

i
2

(
0 −1
1 0

)
and X2 =

1
2

(
0 1
1 0

)
. (60)

We equip the Lie algebra with the Hilbert–Schmidt inner product 〈X,Y〉= 2tr[X∗Y] for X,Y ∈
su(1,1) so that {X0,X1,X2} indeed is an orthonormal basis. The norm on the Lie algebra is
thus ‖X‖su(1,1) =

√
2‖X‖2 =

√
2
√
tr[X∗X]. The Xi satisfy the commutation relations

[X0,X1] = X2, [X0,X2] =−X1 and [X1,X2] =−X0. (61)

It is a mathematical fact that the Lie groups SU(1,1) and Sp(2,R) (and SL(2,R) for that
matter) are isomorphic. We can, however, regard this as a mathematical curiosity.

To define the representation we consider the two-mode bosonic Fock space H= F+(C2).
We denote the creation, annihilation and number operators by a∗i , ai and Ni, i = 1,2, respect-
ively. Consider the difference of number operators

D= N1 −N2. (62)

The bosonic Fock space decomposes into a direct sum of its eigenspaces

H=
⊕
n∈Z

Dn with Dn = span
{
|n1,n2〉

∣∣n1,n2 ∈ N0 s.t. n1 − n2 = n
}
, (63)

where |n1,n2〉 denote the two-mode Fock states. Consider the following bosonic operators

K0 =
1
2
(N1 +N2 +1) , K1 =

1
2
(a∗1a

∗
2 + a1a2) and K2 =− i

2
(a∗1a

∗
2 − a1a2) . (64)

Note that K0 is just the two-mode Harmonic oscillator. The map A : X 7→
∑

i 〈X,Xi 〉Ki is a
representation of su(1,1) since

[K0,K1] = iK2, [K0,K2] =−iK1 and [K1,K2] =−iK0. (65)

Each of the Ki commutes with D so that we may restrict them to the subspaces Dn. These
restrictions exponentiate to strongly continuous irreducible representations (U(n),Dn) of
SU(1,1)which are labelled by n ∈ Z [30]. It follows from the canonical commutation relations
thatK2

1 +K2
2 = K2

0 − 1
4D

2 + 1
41. For the full bosonic representation (U,H) =

⊕
n∈Z(U

(n),Dn),
we get ∆= 2K2

0 − 1
4 (D

2 −1). Combining this with D= n on Dn, proves that the Nelson
Laplacian∆(n) of (U(n),Dn) takes the form

∆(n) = K2
0 +K2

1 +K2
2 = 2K2

0 +
1− n2

4
1. (66)

Note that the operators only act on Dn, which actually allows the above equation to define a
positive operator for all n ∈ Z. Theorem 5 applies and shows that

‖U(n)
g ψ −U(n)

h ψ‖⩽ 1
2

√
8
〈
ψ ,K2

0ψ
〉
− n2 + 1 d(g,h) . (67)
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Recall that K0 is just the two-mode Harmonic oscillator restricted to Dn. Note that one can
always use d(g,h)⩽

√
2‖log(g−1h)‖2 for sufficiently close g,h to obtain practical bounds.

Consider, for example, a Fock state ψ = |n1,n2〉. Then we get the following

‖Ug|n1,n2〉−Uh|n1,n2〉‖⩽
1√
2

√
8(n1 + n2 + 1)2 − (n1 − n2)

2
+ 1 ‖log

(
g−1h

)
‖2. (68)

For the corresponding unitary channels, one obtains the following bounds on the energy-
constrained diamond norm with respect to K2

0, the square of the harmonic oscillator,

‖U (n)
g −U (n)

h ‖K
2
0,E

⋄ ⩽
√
8E− n2 + 1 d(g,h) . (69)

4.6. Representation of the Lorentz group

Consider the Minowksi space R1,3 equipped with the scalar product

(p,q) 7→ η (p,q) = p⃗ · q⃗− p0q0, (70)

where p⃗= (p1,p1,p2) are the entries of a four vector p= (p0,p1,p2,p3) ∈ R1,3. We do not use
the Einstein summation convention, and we only use lower indices to avoid confusion as we
have to use both Euclidean and Lorentzian geometry. The scalar product corresponds to the
matrix diag(−1,1,1,1) which we also denote by η, i.e. η(p,q) = p · ηq, where we use ‘ · ’ to
denote the Euclidean inner product. The Lorentz group G= O(1,3) is the set of (real) 4× 4
matrices Λ ∈ R4×4, which leave the scalar product invariant, i.e. an invertible matrix Λ is in
O(1,3) if and only if

Λ⊤ηΛ = η. (71)

We restrict our attention here to the connected component, G= SO+(1,3), called the proper
orthochronous Lorentz group (or the restricted Lorentz group). The Lie algebra g= so(1,3)
consists of trace-less matrices X ∈ R4×4 such that X⊤η+ ηX= 0. We equip it with half the
Frobenius inner product 〈X,Y〉= 1

2 tr[X
⊤Y], so that the norm becomes ‖·‖so(1,3) = 2−1/2‖·‖2.

The strongly continuous irreducible representations of the Lorentz group have been classi-
fied by Wigner [31]. Up to unitary equivalence, they depend on a ‘mass’ m⩾ 0 and a ‘spin’
s ∈ 1

2N0 [32, chapter I.3]. Here, we consider the scalar, i.e. s= 0, case only. Error bounds
for the representations with spin can be obtained similarly. Consider the positive-energy (or
‘future directed’) mass hyperboloid Mm = {p ∈ R1,3|η(p,p) =−m2, p0 ⩾ 0} corresponding
tomassm> 0. Equivalently,Mm consists of those p such that p0 =

√
p⃗2 +m2 and this gives us

a coordinatization ofMm in terms ofR3. Hence, wemay view p0 as a function of p⃗ for p ∈Mm.
In momentum space, the scalar representation of the Lorentz group acts on the Hilbert space
H of square-integrable functions ψ :Mm → C, i.e.H= L2(Mm) with respect to the measure
d3p/(2p0). A Lorentz transformations Λ acts on a wavefunction ψ ∈H in the natural way

UΛψ (p) = ψ
(
Λ−1p

)
. (72)

The irreducibility of the representation expresses itself by the Fourier transformed wave func-
tions ψ̃ in position space satisfying the Klein–Gordon equation (∂2t −∆)ψ̃ =−m2ψ̃. We now
compute the induced representation of the Lie algebra

A(X)ψ (p) = i
d
dt
ψ
(
e−tXp

)∣∣
t=0

=−i∇Xpψ (p) , X ∈ so(1,3) , (73)
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where∇v denotes the directional derivative (in a direction v tangent toMm) and ψ is suitably
differentiable. Indeed, Xp is always tangent to the (positive-energy) mass hyperboloid Mm at
the point p ∈Mm if X ∈ so(1,3).

To state our bounds, we need to compute the expectation values of the Nelson Laplacian
for arbitrary ψ ∈H. We will do this directly without first computing the action of the Nelson
Laplacian on wavefunctions. To this end, we will need an orthonormal basis

{
X(n)

}
n
of

so(1,3). To obtain a useful expression for the expectation values 〈ψ ,∆ψ 〉 for differentiable ψ,
we do the following: We extend the wavefunction ψ to a differentiable function (also denoted
byψ) on the full Minkowski space, and we extend the generators A(X) to first-order differential
operators on the full Minkowski space by setting A(X)ψ(p) =−i

∑
ijXijpj∂iψ. Subject to the

condition that |∇ψ | should still be square-integrable on Mm, this extension may be chosen
arbitrarily. We may now use the flat coordinates of the Minkowski space for our computation
instead of having to compute derivatives in the coordinates of the curved 3-manifold Mm.
Since we will integrate only over the sub-manifold Mm to compute the expectation value, it
is guaranteed that the result will be independent of the arbitrary choice we made when we
extended ψ. We define the shorthand notation Tijkl =

∑
nX

(n)
ij X

(n)
kl . With this, we compute

〈ψ ,∆ψ 〉=
∑
n

〈
A
(
X(n)

)
ψ ,A

(
X(n)

)
ψ
〉

=−
∑
ijkln

〈
X(n)
ij pj∂iψ ,X

(n)
kl pl∂kψ

〉
=−

∑
ijkl

Tijkl 〈∂iψ ,pjpl∂kψ 〉 . (74)

Note that the partial derivatives ∂iψ are inH because the extension is such that |∇ψ | is square-
integrable on Mm. To compute further, we need to compute the numbers T ijkl. To do this, we
choose the standard basis of so(1,3):

J1 =


0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0

 ,

J2 =


0 0 0 0
0 0 0 1
0 0 0 0
0 −1 0 0

 ,

J3 =


0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0

 ,

K1 =


0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

 ,

K2 =


0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0

 ,

K3 =


0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0

 .

(75)

The Ji generate the subgroup SO(3) of spatial rotationswhile theKi generate boosts.We use the
standard notation Mij =

∑
k εijkJk and M0i =−Mi0 = Ki for i, j,k ∈ {1,2,3}. These matrices

satisfyMmn =−Mnm with m,n= 0, . . . ,3, and we have the following formula for their matrix
entries

(Mmn)ij = ηniδmj− ηmiδnj. (76)
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This gives

Tijkl =
1
2

∑
mn

(Mmn)ij (Mmn)kl

=
1
2

∑
mn

(ηmiδnj− ηniδmj)(ηmkδnl− ηnkδml)

=
1
2

(∑
m

ηmiηmkδjl− ηliηjk− ηliηjk+
∑
n

ηniηnkδjl

)
= δikδjl− ηliηjk. (77)

Inserting this into (74) leads to

〈ψ ,∆ψ 〉=−
∑
ijkl

Tijkl 〈∂iψ ,pjpl∂kψ 〉

=−
∑
ij

〈
∂iψ ,p

2
j ∂iψ

〉
+

〈∑
ij

pjηij∂iψ ,
∑
kl

plηkl∂kψ

〉
= ‖η (p,∇ψ)‖2 −‖|p|∇ψ‖2, (78)

where we restricted ψ again toH. Notice that∇ψ in the second term is a C4-valued function.
Thus, the second norm is taken in L2(Mm,C4) =H⊗C4. We stress again that even though
equation (78) only makes sense if ψ is extended to a differentiable function on R1,3 (or at least
some open subset containing Mm), the value is independent of this extension. By theorem 5,
we obtain the following error bounds for Lorentz transformations in the scalar representation

‖(UΛ −UΛ̃)ψ‖⩽
1√
2

√
‖η (p,∇ψ)‖2 −‖|p|∇ψ‖2 ‖log

(
Λ̃−1Λ

)
‖2. (79)

5. Proofs

In this section, we present the proofs of all the previous results. We will do this in the chro-
nological order of how they appear in the preceding sections. Notice, however, that this order
differs from the logical one as we might use later results in order to prove earlier ones. The
logical order of the proofs is lemma 4, theorem 5, lemma 2, proposition 3, lemma 13, theorem
12, proposition 14. Also, we will not explicitly prove proposition 6 since the proof coincides
with that of theorem 5.

Proof of lemma 2. It is straightforward to see that d is left-invariant, positive, symmetric
(in the sense that d(g,h) = d(h,g)) and that d satisfies the triangle inequality. Consider the
left-regular representation (U,H) which is defined on H= L2(G,dµ), where µ is the left
Haar measure of G, via Ugψ(h) = ψ(g−1h). It is well-known that the left-regular represent-
ation is faithful and strongly continuous. Strong continuity follows, for example, from [33,
lemma 3.3.7] (faithfulness also follows from what is shown below). Suppose that d(g,h) = 0,
then our bound equation (15) implies thatUg = Uh in the left-regular representation, which by
faithfulness yields g= h. This concludes the proof for d being a metric.

To show that the metric topology induced by d is the Lie group topology of G, we have to
show that gn → 1 is equivalent to d(gn,1)→ 0 for any sequence gn in G. If gn → 1, then for
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large enough n we have log(gn)→ 0 in g. One also has the estimate ‖loggn‖g ⩾ d(gn,1) since
gn = eloggn for large enough n. Combining these two shows that gn → 1 implies d(gn,1)→ 0.

For the converse, consider again the left regular representation.Wewill prove the contrapos-
ition, i.e. that if gn is a sequence that does not converge to 1, then alsoUgn does not converge to
1. Due to equation (15), this will show that d(gn,1) does not converge to 0. To this end, we first
observe that if V is a neighborhood of 1, then there exists a neighborhoodW⊂ V of 1 such that
for each g 6∈ V it holds that gW∩W=∅. This follows from existence of a symmetric neigh-
borhoodW⊂ V of 1 such thatW2 = {gh|g,h ∈W} ⊂ V [33]: If gW∩W 6=∅ then there exists a
h ∈W such that gh ∈W. But sinceW is symmetric, it then follows that g= (gh)h−1 ∈W2 ⊂ V.
Thus g 6∈ V implies gW∩W=∅. Let ψ = χW be the characteristic function ofW. By the con-
struction of W, we then have that ‖Ugψ −ψ‖22 = 2‖ψ‖2 = 2µ(W)> 0 for each g 6∈ V, where
µ is the Haar measure on G. In particular, since for each 1 6= g ∈ G, there exists a neighbor-
hood V of 1 that does not contain g, faithfulness follows. Now, let gn be a sequence in G, not
converging to 1. By passing to a subsequence we can assume that there exists a neighborhood
V of 1 ∈ G such that gn 6∈ V for all n. From what we have seen before, it follows that Ugn does
not converge strongly to 1.

Proof of proposition 3. It is known that exponential curves are geodesics with respect to a bi-
invariant metric and that conversely, any geodesic is of the form t 7→ getX for someX ∈ g, g ∈ G
[34, proposition 4.3]. This proves equation (8) since on a neighborhoodV of 0 ∈ g, such that the
restriction of exp to V becomes a diffeomorphism, the shortest path is always the exponential
one. We only have to prove that d(g,h) is the Riemannian distance for h= 1. For n large

enough, let
(
Y(n)1 , . . . ,Y(n)kn

)
be a sequence of families of generators such that g= eY

(n)
1 · · ·eY

(n)
kn

and such that dn ≡
∑

j‖Y
(n)
j ‖g → d(g,1). Without loss of generality, we set kn = n. Then the

curve γn(t) : [0,n]→ G with

t 7→ eτY
(n)
k eY

(n)
k−1 · · ·eY

(n)
1 with (k, τ) ∈ {1, · · · ,n}× [0,1),s.t. k− 1+ τ = t, (80)

joins the neutral element 1 and g and has Riemannian length equal to dj. Therefore the defini-
tion of d(g,1) equals that of the Riemannian distance except for the fact that one allows only for
piecewise geodesic curves. In particular, this shows the ‘⩾’ part of equation (7). For the con-
verse, let γn be a minimizing sequence of curves for equation (7). Without loss of generality,
we can let all γn be defined on the unit interval [0,1]. Put gn,j = γn( j/n). For sufficiently large

K, there are Y(n)j = log(gn,j) for all j⩽ n and n⩾ K. We now consider the curves γ̃n defined as
in equation (80). It is clear that L[γ̃n]⩽ L[γn] because we only replaced parts of the curve with
geodesic, hence shorter, parts. Therefore, also γ̃n is a minimizing sequence, which, however,
is already taken into account in the definition of d in equation (1).

Proof of lemma 4. (1): If {Yj}j is another orthonormal basis, then there is an orthogonal mat-
rix J ∈ O(m,R), where m is the dimension of g, such that Yj =

∑
k JjkXk. It follows that∑

j

A(Yj)
2
=
∑
jkl

JjkJjlA(Xk)A(Xl) =
∑
kl

δklA(Xk)A(Xl) = ∆. (81)

(2): Given an X ∈ g, we can always find an orthonormal basis, such that X is a multiple
of, say, the first basis vector. Since both sides of equation (13) are homogeneous w.r.t. scalar
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multiplication of X, we may assume that X= X1 is the first basis vector of an orthonormal
basis. This implies that A(X)2 ⩽∆ which gives

‖A(X)ψ‖2 =
〈
ψ ,A(X)2ψ

〉
⩽ 〈ψ ,∆ψ 〉 . (82)

Since ‖X‖g = 1 in the case of a basis vector, the assertion is proved.
(3): Let P : g→ g be a linear map, such that 〈X,PY〉g = 〈X,Y〉 ′g. When written in a basis,

P is just the Gram matrix of 〈 · , · 〉 ′g expressed in the chosen basis and is necessarily posit-
ive semidefinite. Assume that {Xk}k is a 〈 · , · 〉g-orthonormal basis diagonalizing P, i.e PXk =

pkXk. Then {X ′
k}k = {p−1/2

k Xk}k is a 〈 · , · 〉 ′g-orthonormal basis. Therefore, the 〈 · , · 〉g-Nelson
Laplacian reads ∆=

∑
kA(X

2
k), and the 〈 · , · 〉 ′g-Nelson Laplacian is ∆ ′ =

∑
k p

−1
k A(Xk)2.

From this, it follows that p−1
max∆⩽∆ ′ ⩽ p−1

min∆ with pmin,pmax denoting smallest and largest
eigenvalues of P, respectively. Indeed, c= pmin and C= pmax are also the optimal constants
for the estimates c〈X,X〉g ⩽ 〈X,X〉 ′g ⩽ C〈X,X〉g for all X ∈ g.

Proof of theorem 5. Let (U,H) be a strongly continuous unitary representation of a connec-
ted Lie group whose Lie algebra g is equipped with an Ad-invariant inner product 〈 · , · 〉g. By
left-invariance of the metric d, equation (15) is equivalent to ‖Ugψ −ψ‖⩽

√
〈ψ ,∆ψ 〉

d(g,1) for allψ and all g.We start with the following bound, which follows from equation (13)

∥∥∥e−iA(X)ψ −ψ
∥∥∥= ∥∥∥ˆ 1

0
e−isA(X)A(X)ψ ds

∥∥∥⩽ ‖A(X)ψ‖⩽ ‖X‖g
√

〈ψ ,∆ψ 〉. (83)

Assume that Y1, . . . ,Yn ∈ g are such that g= eY1 · · ·eYn . Then we can write Ug−1 as the tele-
scoping sum

Ug−1=
(
e−iA(Y1) −1

)
+

n−1∑
k=2

e−iA(Y1) · · ·e−iA(Yk−1)
(
e−iA(Yk) −1

)
.

Applying the triangle inequality and using the bound above shows

‖Ugψ−ψ‖=
n∑

k=1

‖e−iA(Yn−k+1)ψ−ψ‖⩽
√
〈ψ ,∆ψ 〉

n∑
k=1

‖Yk‖g. (84)

We may now take the infimum over all finite collections {Yj} such that g= eY1 · · ·eYn . This
proves the claim as taking an infimum preserves the inequality.

Proof of theorem 12. Let (U,H) be a projective representation, continuous on a neighbor-
hood U of 1 ∈ G, implementing (U ,H). That is for all g ∈ G, Ug(ρ) = UgρU∗

g . We will show

that for ψ ∈ dom
√
∆ with ‖ψ‖= 1 it holds that

‖Ug (ρψ)−Uh (ρψ)‖1 ⩽ 2
√
〈ψ ,∆ψ 〉d(g,h) , (85)

where ρψ = |ψ〉〈ψ|. The bound for the ECD norm then follows from [9, theorem 1], resp.
lemma 13.
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First, note that for any g,h ∈ G

1
2‖Ug (ρψ)−Uh (ρψ)‖1 =

√
1− |〈Ugψ ,Uhψ 〉 |2

⩽
√
2
√
1− |〈Ugψ ,Uhψ 〉 |

= inf
ω∈U(1)

‖Ugψ −ωUhψ‖

⩽ ‖Ugψ −Uhψ‖. (86)

Because of left invariance, we can assume h= 1. We roughly follow the idea of the proof of
theorem 5. We start by showing the following bound for group elements of the form g= eX:

‖UeX (ρψ)− ρψ ‖1 ⩽ 2
√

〈ψ ,∆ψ 〉‖X‖g.

For n ∈ N, a telescoping sum argument shows

‖UeX (ρψ)− ρψ ‖1 ⩽ n‖UeX/n (ρψ)− ρψ ‖1.

By choosing n large enough and by homogeneity of ‖ · ‖g, we can thus assume eX ∈ U . The
generator A(X) from lemma 9 then satisfies

(UeX −1)ψ =−i
ˆ 1

0
UesXA(X)ψ ds (87)

for ψ ∈ domA(X). We can use equation (87) to find

‖UeXψ −ψ‖⩽
ˆ 1

0
‖UesXA(X)ψ‖ ds= ‖A(X)ψ‖⩽ ‖X‖g

√
〈ψ ,∆ψ 〉.

Together with equation (86), this gives the desired bound. We can now proceed precisely as
in the proof of theorem 5. For any family (Y1, . . . ,Yn) such that g= eY1 · · ·eYn one can use a
telescoping sum to obtain

‖Ug (ρψ)− ρψ ‖1 ⩽
n∑

k=1

‖UeYk (ρψ)− ρψ ‖1. (88)

The right hand side is bounded by 2
√
〈ψ ,∆ψ 〉

∑n
k=1‖Yk‖g. Taking the infimum over all fam-

ilies of generators proves the bound

‖Ug (ρψ)− ρψ ‖1 ⩽ 2
√

〈ψ ,∆ψ 〉. (89)

Proof of lemma 13. As mentioned in section 3.2, lemma 13 the case of dim(H)⩾ 3 is the
content of [9, theorem 1], while the 1-dimensional case is trivial. This proof will deduce the
result for dim(H) = 2 from the 3-dimensional case. Since the proof does not depend on the
specific dimensions, we show a slightly more abstract statement in hope of achieving a clearer
presentation of the techniques.

To do so, let H be of arbitrary dimension and consider the direct sum Hilbert space K =
H⊕C.Wewill extendU ,V , andH in a suitable sense that allows us to relate the corresponding
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ECD norm distance to that of U and V . That dim(K) = dim(H)+ 1 will allow us to apply [9,
theorem 1] to K (except for the trivial case dim(H) = 1).

Every density operator ω ∈S(K) has the form

ω ≡ ω (ρ,ψ,p) =

(
(1− p)ρ |ψ〉

〈ψ| p

)
(90)

for some ρ ∈S(H), ψ ∈H and p ∈ [0,1]. We will employ the notation also for operators of
this form that are not necessarily density operators. By choosing an ONB |k〉 of H, positivity
of ω implies that

ω(k) =

(
(1− p)〈k|ρ|k〉 〈k|ψ〉

〈ψ|k〉 p

)
⩾ 0. (91)

Therefore, 0⩽ det(ω(k)) = p(1− p)〈k|ρ|k〉− |〈k|ψ〉|2, so, by summing over k, we find ‖ψ‖⩽√
p(1− p)⩽√

p.
We denote the unitary channel on S(K) corresponding to U⊕ 1 as UK (VK is defined

analogously). It acts as ω(ρ,ψ,p) 7→ ω(U(ρ),Uψ,p). Let P be the pinching channel P :
ω(ρ,ψ,p) 7→ ω(ρ,0,p) associated to the direct sum decomposition of K. By contractivity of
quantum channels with respect to the trace norm, it then holds that

‖(UK −VK)(ω)‖1 ⩾ ‖P ◦ (UK −VK)(ω)‖1, (92)

where the right-hand side computes to

‖P ◦ (UK −VK)(ω)‖1 = (1− p)‖(U −V)(ρ)‖1. (93)

However, on the other hand, due to ω = ω(ρ,0,p)+ω(0,ψ,0), the triangle inequality implies

‖(UK −VK)(ω)‖1 ⩽ (1− p)‖(U −V)(ρ)‖1 + ‖ω (0,(U−V)ψ,0)‖1. (94)

By exploiting the fact that ‖ω(0,(U−V)ψ,0)‖1 = 2‖(U−V)ψ‖⩽ 4‖ψ‖, we obtain

(1− p)‖(U −V)(ρ)‖1 ⩽ ‖(UK −VK)(ω)‖1 ⩽ (1− p)‖(U −V)(ρ)‖1 + 4
√
p. (95)

Here, the first inequality follows from equation (93).
Let H be a Hamiltonian on H as in the statement of the theorem and extend it to the block

diagonal HamiltonianHλ := H⊕λ onK. Note,that Spec(Hλ) = Spec(H)∪{λ}. We have that
tr[ωHλ] = (1− p) tr[ρH] + pλ, thus restricting to ω with energy at most E implies that ‖ψ‖2 ⩽
p⩽ E/λ. Therefore,

(
1− E

λ

)
‖U −V‖H,E⋄ ⩽ ‖UK −VK‖Hλ,E

⋄ ⩽ ‖U −V‖H,E⋄ + 4
√

E
λ , (96)

so ‖UK −VK‖Hλ,E
⋄ −→ ‖U −V‖H,E⋄ as λ→∞. It also follows that for E fixed and ψ 6= 0

or p 6= 0 there exists a λ∗, such that tr[ωHλ]> E for all λ⩾ λ∗. Hence, the limit of ‖UK −
VK‖Hλ,E

⋄ only depends on states ω(ρ,0,0) with tr[ρH]⩽ E. However, for computing ‖UK −
VK‖Hλ,E

⋄ we only need to consider pure states on K due to [9, theorem 1]. But on ω(ρ,0,0),
(95) is an equality, so the same holds for ‖U −V‖H,E⋄ .
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Proof of proposition 14. Note that we may assume h= 1G and h̃= 1G̃ because of left-
invariance. Since we identify the Lie algebras of G and G̃ via dπ, it holds that π(ẽY) = eY.
Therefore, if g̃= ẽY1 · · · ẽYn then g= π(g̃) = eY1 · · ·eYn . In other words, every family Yi con-
tributing to the infimum for d̃ also contributes to d, so d̃(g̃,1G̃)⩾ d(g,1G).

For ε> 0 we denote by Bε the open ball of d-radius ε around 1G in G. To show the opposite
inequality, we first show that if g ∈ Bε, then the infimum in equation (1) can be computed
by only considering decompositions g= eY1 · · ·eYn , such that the corresponding piece-wise
exponential curve γ = γ(Y1,...,Yn) : [0,n]→ G as defined in equation (80) never leaves Bε. That
is, we only need to consider curves with γ(t) ∈ Bε for all t ∈ [0,n]. In order to show this,
suppose there are (Y1, . . . ,Yn), such that the endpoint g= γ(n) is in Bε, even though the curve
is outside of Bε at some time t= k+ τ ∈ (0,n) with k ∈ N, τ ∈ [0,1). Then one finds

n∑
j=1

‖Yj‖>
k∑

j=1

‖Yj‖g + τ‖Yk+1‖g ⩾ d(γ (t) ,1)⩾ ε > d(g,1) . (97)

Therefore, families (Y1, . . . ,Yn), such that the curve γ leaves Bε at some point do not contribute
to the infimum in equation (1) defining d(g,1) if g ∈ Bε.

We now choose ε> 0 sufficiently small so that π−1(Bε) is a disjoint union of open sets,
each diffeomorphic to Bε via π. Exactly one of them contains 1G̃, which we will denote by V.
Let g̃ ∈ V and let g= π(g̃) ∈ Bε with g= eY1 · · ·eYn , such that the corresponding curve γ lies
entirely in Bε as shown before. Since π preserves exponentials and is diffeomorphic between
V and Bε we obtain a piece-wise exponential curve γ̃ = π−1 ◦ γ, such that γ̃(0) = 1G̃ and
γ̃(n) = g̃. In particular, γ̃ gives a decomposition of g̃ into exponentials with the same sum of
norms. As we have seen before, such sequences (Y1, . . . ,Yn) suffice for computing d(g,1). We
thus find that d̃(g̃,1)⩽ d(g,1).

6. Conclusion

In this paper, we presented a general method to obtain strong error bounds for unitary repres-
entations of any connected Lie group. Our method extends to unitary channel representations
by means of the implementing projective unitary representations. Due to their generality, our
bounds are directly applicable to practical calculations: By computing the Nelson Laplacian of
the respective representation, strong error bounds immediately follow.We demonstrate this for
six relevant examples in physics, namely spin-j systems, free fermion models, displacement
operators, quadratic bosonic Hamiltonians, SU(1,1) interferometry and spinless particles in
relativistic quantum mechanics. For spin-j systems, we are able to obtain bounds that are tight
in first order. In case of free fermion models and quadratic bosonic Hamiltonians, our bounds
show an improvement over the best-known bounds in the literature. Furthermore, the bounds
for SU(1,1) interferometry and the error bounds for displacement operators in their unitary
(not channel) representations as well as the result for spinless particles in relativistic quantum
mechanics, even constitute novel bounds.
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Appendix A. Nelson Laplacian for the metaplectic representation

Notice that a choice of an orthonormal basis on Sym(2m,R) induces an orthonormal basis on
sp(2m,R) via the isometric isomorphism X 7→ ΩX. We denote the standard matrix units by
Ejk, i.e. Ejk is the matrix with a one in the jth row and kth column and all other entries equal
to zero. Then, we define an orthonormal basis of Sym(2m,R) as

Mk,ℓ = (Ekℓ+Eℓk)/
√
2, (ℓ= 2, . . . ,2m;k< ℓ) , (98)

Dk = Ekk, (k= 1, . . . ,2m) . (99)

Let us start the derivation of the Nelson Laplacian with a simple auxiliary lemma, which we
will use throughout our computation.

Lemma 15. Let Hk = Q2
k +P2

k . Then the following identities hold

(PkQk+QkPk)
2
= 4Q2

kP
2
k − 8iQkPk−1, (100)

P2
kQ

2
k = Q2

kP
2
k − 4iQkPk− 21, (101)(

m∑
k=1

Hk

)2

=

(
m∑
k=1

Q2
k

)2

+

(
m∑
k=1

P2
k

)2

+ 2
m∑

k,ℓ=1

Q2
kP

2
ℓ− 4i

m∑
k=1

QkPk− 2m1. (102)

Proof. All identities follow by bringing the respective quantities into a canonical order,
where first all Qk’s are collected and then all Pk’s using the canonical commutation relation
[Qk,Pk] = i1.
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Equation (100):

(PkQk+QkPk)
2
= PkQkPkQk+PkQkQkPk+QkPkPkQk+QkPkQkPk
= 4QkPkQkPk− 3iQkPk− iPkQk

= 4Q2
kP

2
k − 8iQkPk−1. (103)

Equation (101):

PkPkQkQk = QkPkPkQk− 2iPkQk

= Q2
kP

2
k − 2iPkQk− 2iQkPk

= Q2
kP

2
k − 4iQkPk− 21. (104)

Equation (102):

(
m∑
k=1

Hk

)2

=
m∑

k,ℓ=1

Q2
kQ

2
ℓ+Q2

kP
2
ℓ+P2

kQ
2
ℓ+P2

kP
2
ℓ

=
m∑

k,ℓ=1

(
Q2
kQ

2
ℓ+P2

kP
2
ℓ+Q2

kP
2
ℓ

)
+

m∑
k ̸=ℓ

Q2
kP

2
ℓ+

m∑
k=1

(
Q2
kP

2
k − 4iQkPk− 21

)
=

(
m∑
k=1

Q2
k

)2

+

(
m∑
k=1

P2
k

)2

+ 2
m∑

k,ℓ=1

Q2
kP

2
ℓ− 4i

m∑
k=1

QkPk− 2m1, (105)

where the second step follows from equation (101).

Let us sum up the squares of the Hamiltonians corresponding to the non-diagonal symmetric
matrices Mk,ℓ first. That is, we compute ∆M =

∑
k,ℓA(Mk,ℓ)

2. For this purpose, define Hk =

(Q2
k +P2

k) as before. Then

∆M =
1
4

 m∑
k⩽ℓ

(QkPℓ+PℓQk)
2

2
+

m∑
k<ℓ

(2QkQℓ)
2

2
+

m∑
k<ℓ

(2PkPℓ)
2

2


=

1
4

(
m∑
k<ℓ

2Q2
kP

2
ℓ+

m∑
k=1

4Q2
kP

2
k − 8iQkPk−1

2
+

m∑
k<ℓ

2Q2
kQ

2
ℓ+

m∑
k<ℓ

2P2
kP

2
ℓ

)

=
1
4

2
m∑

k,ℓ=1

Q2
kP

2
ℓ− 4i

m∑
k=1

QkPk−
m
2
1+

(
m∑
k=1

Q2
k

)2

+ . . .

. . .+

(
m∑
k=1

P2
k

)2

−
m∑
k=1

Q4
k −

m∑
k=1

P4
k


=

1
4

( m∑
k=1

Hk

)2

−
m∑
k=1

Q4
k −

m∑
k=1

P4
k +

3m
2
1

 , (106)
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where we used equation (100) in the first step and equation (102) in the last step. For the
diagonal matrices Dk, we have for ∆D =

∑
kA(Dk)

2

∆D =
1
4

(
m∑
k=1

Q4
k +

m∑
k=1

P4
k

)
. (107)

Thus, the Nelson Laplacian ∆=∆M+∆D becomes

∆=
1
4

(
m∑
k=1

Hk

)2

+
3m
8
1. (108)

Appendix B. Nelson Laplacian for the FLO representation

Recall that we equipped so(2m,R) = {B ∈ R2m×2m|B⊤ =−B} with the Frobenius inner
product. We choose the following orthonormal basis

Bjk = (Ejk−Ekj)/
√
2, j = 1, . . . ,2m, k< j, (109)

where the Ejk are defined as in appendix A. Inserting this back to equation (33) gives

A(Bjk) =
i

4
√
2
[cj,ck] , j = 1, . . . ,2m, k< j. (110)

Equation (110) can be further simplified by using the fact that [cj,ck] = 2(δjk1+ ckcj)

A(Bjk) =
i

2
√
2
ckcj, j = 1, . . . ,2m, k< j. (111)

From equation (32), we infer for j 6= k that cjck =−ckcj and it follows

A(Bjk)
2
=

1
8
ckckcjcj =

1
8
1, (112)

where we have used cjcj = 1, ∀j. Since dim(so(2m)) = m(2m− 1), the Nelson Laplacian
reads

∆=
m(2m− 1)

8
1. (113)
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