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#### Abstract

We provide state-dependent error bounds for strongly continuous unitary representations of connected Lie groups. That is, we bound the difference of two unitaries applied to a state in terms of the energy with respect to a reference Hamiltonian associated with the representation and a left-invariant metric distance on the group. Our method works for any connected Lie group, and the metric is independent of the chosen representation. The approach also applies to projective representations and allows us to provide bounds on the energy-constrained diamond norm distance of any suitably continuous channel representation of the group.
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## 1. Introduction

By providing a framework to describe continuous symmetries in physics, Lie groups are assigned an important role in theoretical and mathematical physics. These symmetries are implemented on a physical system in terms of a representation of the group. The representation theory of Lie groups plays a major role in many areas of physics: For instance, in classical mechanics, it appears in the study of orbital angular momentum [1] and of the symplectic structure of the phase space [2]. In quantum theory, prominent examples are quantum control theory [3] or quantum field theory [4]. Finally, in special and general relativity, it is essential to study the representation theory of the Lorentz group and the Poincaré group as the symmetry groups of Minkowski spacetime [5].

A symmetry of a quantum mechanical system is an invertible transformation of the state space that does not lead to observable differences in the statistics. By Wigner's theorem [6], such symmetries are implemented by unitary (or anti-unitary) operators. Due to this, continuous quantum mechanical symmetries are described by projective unitary representations of connected Lie groups. These are unitary operators $U_{g}$, whose multiplication recovers the group operation up to a phase. If the phase is trivial, one simply speaks of a unitary representation or of a proper unitary representation to emphasize. In practice, projective unitary representations often occur if one exponentiates a representation of a Lie algebra: A Lie algebra representation might not exponentiate to the group of interest, but rather a covering group [7]. Take for example the spin- $\frac{1}{2}$ representation of $\mathfrak{s o}(3)$. Conceptually, it often makes more sense to view such a representation as a projective representation, i.e. a 'representation up to phase', of the group at hand, instead of viewing it as a (proper) unitary representation of its cover. In any case, the issue of additional phases only arises on the Hilbert space level. For the induced
unitary quantum channels $\mathcal{U}_{g}=U_{g}(\cdot) U_{g}^{*}$, the phases from $U_{g}$ and $U_{g}^{*}$ cancel each other $\left(U_{g}^{*}\right.$ denoting the adjoint of $U_{g}$ ).

In practice, (projective) unitary representations of Lie groups might act on high-dimensional or even infinite-dimensional Hilbert spaces. This can be unfavorable, in particular when performing numerical simulations. Therefore, a common practice is to instead study the (matrix) Lie group itself. For example, an alternative for the infinite-dimensional time-evolution under a quadratic bosonic Hamiltonian (metaplectic group) can be achieved by exponentiating a corresponding finite-dimensional matrix, see section 4.4. However, a priori, the distance between two unitaries cannot directly be inferred through this procedure. Yet, this quantity is of particular interest with applications including quantum speed limits [8, 9], quantification of Trotter errors [10], and quantum channel capacities [11]. Hence, the objective is to relate the distance between two unitary transformations to a suitable notion of distance on the underlying group. In this paper, we do this by providing explicit error bounds on the distance between two unitaries $U_{g}$ and $U_{h}$ in terms of a metric $d(g, h)$ on the Lie group $G$.

In the generic case of a unitary representation acting on a potentially infinite-dimensional Hilbert space $\mathcal{H}$, the operator norm distance between two unitaries might attain its maximum of 2 , even if the unitaries are-intuitively speaking - 'close' to each other, i.e. the representation is not uniformly continuous. See [12, section 3] for an example. For this reason, it is necessary to quantify the distance in a 'weaker' way. This can be achieved by state-dependent error bounds. These are continuity bounds on the representation w.r.t. the strong operator topology, which is a weaker topology than the uniform (or operator norm) topology. In the picture of quantum channels, these strong error bounds translate to bounds on the energy-constrained diamond norm [13], where only input states up to a certain energy $E$ with respect to a suitable reference Hamiltonian are considered. It will turn out that a natural and useful reference Hamiltonian is the Nelson Laplacian $\Delta$. This is a well-studied operator which plays a central role in infinitedimensional representations of Lie algebras [14]. Using the state-dependent error measures, we find bounds for the unitary representations $U_{g}$ and $U_{h}$

$$
\left\|\left(U_{g}-U_{h}\right) \psi\right\| \leqslant \sqrt{\langle\psi, \Delta \psi\rangle} d(g, h) \quad \text { for all } \psi \in \mathcal{H} \text { and } g, h \in G
$$

with metric $d(g, h)$ defined in equation (1) below and

$$
\left\|\mathcal{U}_{g}(\rho)-\mathcal{U}_{h}(\rho)\right\|_{1} \leqslant 2 \sqrt{\operatorname{tr}[\rho \Delta]} d(g, h)
$$

for the unitary channels $\mathcal{U}_{g}$ and $\mathcal{U}_{h}$. The result in the channel case can be stated in terms of bounds on the energy-constrained diamond norm distance:

$$
\left\|\mathcal{U}_{g}-\mathcal{U}_{h}\right\|_{\diamond}^{\Delta, E} \leqslant 2 \sqrt{E} d(g, h) .
$$

Our method is general, so that these bounds hold for all (connected) Lie groups. Therefore, the bounds can be used directly for any computation involving unitary or unitary channel representations of Lie groups. Furthermore, we extend our result to projective unitary representations at the end of section 3.2. To emphasize the difference, we will sometimes use the term proper unitary representations if a unitary representation is explicitly not a projective one. For definitions of the different types of representations, see section 3.

The remaining paper is structured as follows. Section 2 collects some preliminaries and useful results. In particular, section 2.1 introduces a metric with which we endow the Lie group. It is followed by a discussion about Ad-invariant inner products in section 2.2. The actual strong error bounds are presented in section 3 . Here, section 3.1 deals with proper unitary representations. These bounds are extended in section 3.2 to representations by unitary
channels. However, we are also able to give an error bound for the projective unitary representation implementing the channels if the group elements are sufficiently close to each other. The abstract theory from sections 2 and 3 is complemented by a case study of six physically relevant examples in section 4 . Specifically, we consider the special unitary group, whose representations describe quantum spin systems in section 4.1 , the special orthogonal group which plays a role for free fermion models in section 4.2, displacement operators in section 4.3 , the metaplectic group with applications in quantum optics in section 4.4, the group $\operatorname{SU}(1,1)$ for interferometry in section 4.5 and the Lorentz group with its application to spinless particles in relativistic quantum mechanics in section 4.6. The proofs of our results are presented in section 5 . Finally, we conclude in section 6 . In the appendix, we explicitly present the calculation of the Nelson Laplacian for the metaplectic representation (appendix A) and the fermionic linear optics (FLOs) representation (appendix B).

## 2. Preliminaries

In this section, we define some basic notions that we will use throughout the paper. In particular, we introduce a left-invariant metric on the Lie group and discuss some of its properties. Furthermore, we discuss the special case when the Lie algebra has an Ad-invariant inner product.

Throughout the paper, the complex conjugate of a number $z \in \mathbb{C}$ will be denoted $\bar{z}$. Furthermore, the hermitian adjoint of a complex matrix $A$ and the adjoint operator of an operator on an abstract Hilbert space will be denoted $A^{*}$.

### 2.1. The metric

Let $G$ be a connected Lie group and let $\mathfrak{g}$ be its Lie algebra. We will always assume $\mathfrak{g}$ to be equipped with an inner product $\langle\cdot, \cdot\rangle_{\mathfrak{g}}$, i.e. $\langle\cdot, \cdot\rangle_{\mathfrak{g}}: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathbb{R}$ is a positive definitive bilinear form. While the specific choice of the inner product does not matter for the abstract theory, it is important for the interpretation of the bounds and can even be used to account for cases where some of the generators are harder to implement than others. This makes the freedom of choice of the metric a feature of our results (also see lemma 4(3)). In cases of matrix groups $G \subset \mathrm{Gl}(n, \mathbb{R})$ (or $G \subset \mathrm{Gl}(n, \mathbb{C})$ ) we will typically use the inner product $(X, Y) \mapsto \operatorname{tr} X^{\top} Y$ (respectively, $\left.(X, Y) \mapsto \operatorname{tr} X^{*} Y\right)$. Notice that the Cartan-Killing form could, in principle, also be used if it is positive definite (or negative definite, depending on the convention). However, this requires compactness and a semisimple Lie algebra, which is not always the case.

Definition 1 (left-invariant metric). We define a left-invariant metric $d: G \times G \rightarrow \mathbb{R}_{+}$ as follows,

$$
\begin{equation*}
d(g, h)=\inf \left\{\sum_{j=1}^{n}\left\|Y_{j}\right\|_{\mathfrak{g}} \mid n \in \mathbb{N}, Y_{1}, \ldots, Y_{n} \in \mathfrak{g}: g=h \mathrm{e}^{Y_{1}} \cdots \mathrm{e}^{Y_{n}}\right\} \tag{1}
\end{equation*}
$$

Left-invariance of the metric $d$ means that

$$
\begin{equation*}
d\left(g h_{1}, g h_{2}\right)=d\left(h_{1}, h_{2}\right), \quad g, h_{1}, h_{2} \in G \tag{2}
\end{equation*}
$$

Since any element of a connected Lie group is a finite product of exponentials [15, theorem IV.1], the metric $d(g, h)$ is always finite. In order to demonstrate that our definition of
$d(g, h)$ is indeed reasonable, we prove the following lemma. All proofs of the subsequent results are presented in section 5.

Lemma 2. d is a left-invariant metric on $G$ and the induced metric topology agrees with the topology of $G$.

Notice that lemma 2 holds for compact and non-compact Lie groups, and we will see examples for both cases in section 4 . For a discussion on the topology of group manifolds, see, for instance, [16, chapters 2.2 and 11]. If $g$ and $h$ are close enough for $g^{-1} h$ to have a logarithm in $\mathfrak{g}$, the metric is always bounded by

$$
\begin{equation*}
d(g, h) \leqslant\left\|\log \left(g^{-1} h\right)\right\|_{\mathfrak{g}} \tag{3}
\end{equation*}
$$

To be precise, the estimate $d(g, h) \leqslant\|X\|_{\mathfrak{g}}$ holds for all $X \in \mathfrak{g}$ such that $e^{X}=g^{-1} h$. If the inner product $\langle\cdot, \cdot\rangle_{\mathfrak{g}}$ is Ad-invariant, then we even have equality in (3), and the metric $d$ is equal to the Riemannian distance with respect to the corresponding bi-invariant Riemannian geometry. Here, Ad-invariance means that $\left\langle\operatorname{Ad}_{g} X, \operatorname{Ad}_{g} Y\right\rangle_{\mathfrak{g}}=\langle X, Y\rangle_{\mathfrak{g}}$ for all $g \in G$. Notice that if $G$ is a compact Lie group, then its Lie algebra $\mathfrak{g}$ always admits an Ad-invariant inner product as a real vector space [17, proposition 4.24].

### 2.2. Lie algebras with Ad-invariant inner product

An inner product on the Lie algebra induces a left-invariant Riemannian geometry on the Lie group. If the inner product is Ad-invariant (see below), then this geometry is also rightinvariant, and its geodesics are exponentials.

Using the differential of the left translation $\ell_{g}: G \rightarrow G, h \mapsto g h$, the inner product $\langle\cdot, \cdot\rangle_{\mathfrak{g}}$ on the Lie algebra $\mathfrak{g}$ can be extended to a left-invariant Riemannian metric on $G$. For this, note that the Lie algebra $\mathfrak{g}$ is isomorphic to the tangent space $T_{1} G$ at the neutral element $1 \in G$. We can now use that the differential $\left.\mathrm{d} \ell_{g}\right|_{1}: T_{1} G \rightarrow T_{g} G$ is an isomorphism between the tangent space at the neutral element and the tangent space at $g \in G$. We abuse notation by writing $g X$ for $\mathrm{d} \ell_{g}(X) . X g$ is defined analogously and we have $\operatorname{Ad}_{g}(X)=g X g^{-1}$. The Riemannian metric at $g \in G$ is then simply defined by

$$
\begin{equation*}
\langle X, Y\rangle_{g}=\left\langle g^{-1} X, g^{-1} Y\right\rangle_{\mathfrak{g}}, \quad X, Y \in T_{g} G \tag{4}
\end{equation*}
$$

We assume throughout this section that $\langle\cdot, \cdot\rangle_{\mathfrak{g}}$ is Ad-invariant, i.e. $\left\langle g X g^{-1}, g Y g^{-1}\right\rangle_{\mathfrak{g}}=\langle X, Y\rangle_{\mathfrak{g}}$ for all $g \in G, X, Y \in \mathfrak{g}$. An Ad-invariant inner-product exists always on compact as well as abelian Lie groups [18]. The Riemannian geometry on $G$ induced by an Ad-invariant innerproduct on $\mathfrak{g}$ is bi-invariant. That is, the differentials of left and right translations are isometric.

Recall that the Riemannian length of a curve $\gamma:[0, T] \rightarrow G$ is defined as

$$
\begin{equation*}
\mathrm{L}[\gamma]=\int_{0}^{T}\|\dot{\gamma}(t)\|_{\gamma(t)} \mathrm{d} t \tag{5}
\end{equation*}
$$

and the Riemannian distance of two elements $g, h \in G$ is

$$
\begin{equation*}
d_{\text {Riem }}(g, h)=\inf _{\gamma} \mathrm{L}[\gamma], \tag{6}
\end{equation*}
$$

where the infimum is over all curves $\gamma$ connecting $g$ and $h$.

Proposition 3. Assume that $\langle\cdot, \cdot\rangle_{\mathfrak{g}}$ is an Ad-invariant inner product on $\mathfrak{g}$ and equip $G$ with the induced bi-invariant Riemannian geometry. Then the metric d, defined in equation (1), is equal to the Riemannian distance, i.e.

$$
\begin{equation*}
d(g, h)=d_{\text {Riem }}(g, h) \tag{7}
\end{equation*}
$$

In this case, let $V \subset G$ be a neighborhood of the identity, such that $\log =(\exp )^{-1}: V \rightarrow \mathfrak{g}$ is well-defined, then

$$
\begin{equation*}
g^{-1} h \in V \Longrightarrow d(g, h)=\left\|\log \left(g^{-1} h\right)\right\|_{\mathfrak{g}} \tag{8}
\end{equation*}
$$

## 3. Main results

After establishing the basic concepts, we are now ready to state the main results, i.e. we present a strong error bound on unitary representations of Lie groups. Afterwards, this bound is extended to unitary channels as well as projective unitary representations.

### 3.1. Proper unitary representations

Here, we consider the case of a proper unitary representation. As in section 2, consider a Lie group $G$ and an inner product $\langle\cdot, \cdot\rangle_{\mathfrak{g}}$ on its Lie algebra $\mathfrak{g}$. Let $(U, \mathcal{H})$ be a strongly continuous unitary representation of $G$. That is, $\mathcal{H}$ is a separable Hilbert space and

$$
\begin{equation*}
U: G \rightarrow \mathrm{U}(\mathcal{H}) \tag{9}
\end{equation*}
$$

is a continuous group homomorphism, where $\mathrm{U}(\mathcal{H})$ is the group of unitary operators on $\mathcal{H}$ endowed with the strong operator topology. In particular, $U_{g} U_{h}=U_{g h}$ for any $g, h \in G$. In fact, this is what we mean by a proper unitary representation if we want to emphasize that the group multiplication is respected exactly by the unitary representation without an additional phase factor. We denote by $A$ the induced representation of the Lie algebra in terms of self-adjoint operators, i.e.

$$
\begin{equation*}
U\left(\mathrm{e}^{X}\right)=\mathrm{e}^{-\mathrm{i} A(X)}, \quad \text { for all } X \in \mathfrak{g} \tag{10}
\end{equation*}
$$

There is a common invariant domain $\mathcal{D} \subset \mathcal{H}$ for all $A(X)$, on which they satisfy [14]

$$
\begin{equation*}
[A(X), A(Y)]=\mathrm{i} A([X, Y]) \quad \text { for all } X, Y \in \mathfrak{g} \tag{11}
\end{equation*}
$$

Notice that $A(X)$ is self-adjoint while the infinitesimal generator $X$ typically is a (real) skewsymmetric matrix. This is also the reason for the appearance of the imaginary unit on the right-hand side of equation (11). The Nelson Laplacian of the representation $(U, \mathcal{H})$ is the self-adjoint unbounded operator

$$
\begin{equation*}
\Delta=\sum_{j}\left[A\left(X_{j}\right)\right]^{2}, \tag{12}
\end{equation*}
$$

where $\left\{X_{j}\right\}$ is any orthonormal basis with respect to the inner product $\langle\cdot, \cdot\rangle_{\mathfrak{g}}$ [14]. All generators $A(X)$ are relatively bounded with respect to the Nelson Laplacian and have relative bound 0 . In particular, $\operatorname{dom} \Delta \subset \operatorname{dom} A(X)$. The Nelson Laplacian only depends on the inner product but not on the choice of orthonormal basis, see lemma 4. By construction, the Nelson Laplacian is always positive definite, $\Delta \geqslant 0$.

Lemma 4. (1) The Nelson Laplacian $\Delta$ is independent of the chosen orthonormal basis.
(2) For all $X \in \mathfrak{g}$ and $\psi \in \operatorname{dom} \sqrt{\Delta}$, one has $\psi \in \operatorname{dom} A(X)$ and

$$
\begin{equation*}
\|A(X) \psi\| \leqslant\|X\|_{\mathfrak{g}} \sqrt{\langle\psi, \Delta \psi\rangle} \tag{13}
\end{equation*}
$$

(3) If $\langle\cdot, \cdot\rangle_{\mathfrak{g}}^{\prime}$ is another inner product on $\mathfrak{g}$ and if $\Delta^{\prime}$ is the associated Nelson Laplacian then

$$
\begin{equation*}
c \Delta^{\prime} \leqslant \Delta \leqslant C \Delta^{\prime} \tag{14}
\end{equation*}
$$

or, equivalently, $C^{-1} \Delta \leqslant \Delta^{\prime} \leqslant c^{-1} \Delta$, where $c, C>0$ are constants such that $c\langle X, X\rangle_{\mathfrak{g}} \leqslant$ $\langle X, X\rangle_{\mathfrak{g}}^{\prime} \leqslant C\langle X, X\rangle_{\mathfrak{g}}$ for all $X \in \mathfrak{g}$.
For projective unitary representations, the Nelson Laplacian can be defined in a similar way as in equation (12). In this case, all its relevant properties from lemma 4 still hold true, see section 3.2. As a simple example for equation (13), consider the case $G=\mathbb{R}$ with the representation $U(t)=\mathrm{e}^{-\mathrm{i} t H}$ for some Hamiltonian $H$. For the inner product on the Lie algebra $\mathfrak{g}=\mathbb{R}$ we choose the ordinary multiplication of real numbers, so $\|\cdot\|_{\mathfrak{g}}$ is just the absolute value. Then the bound in equation (13) trivially is an equality $\|t H \psi\|=|t| \sqrt{\left\langle\psi, H^{2} \psi\right\rangle}$. Note that $\Delta=H^{2}$ in this case.

In concrete examples, the inner product can be adjusted so that either one obtains a specific Nelson Laplacian (like the harmonic oscillator) or to account for situations where different directions in $\mathfrak{g}$ are 'more expensive' than others. We use the Nelson Laplacian in order to find a bound for the distance between two elements from a proper unitary representation.

Theorem 5. Let $G$ be a connected Lie group and let $\langle\cdot, \cdot\rangle_{\mathfrak{g}}$ be an inner product on its Lie algebra $\mathfrak{g}$. Then for any strongly continuous unitary representation $(U, \mathcal{H})$ with associated Nelson Laplacian $\Delta$ one has

$$
\begin{equation*}
\left\|\left(U_{g}-U_{h}\right) \psi\right\| \leqslant \sqrt{\langle\psi, \Delta \psi\rangle} d(g, h) \quad \text { for all } \psi \in \mathcal{H} \text { and } g, h \in G \tag{15}
\end{equation*}
$$

where $d$ is the metric defined by equation (1).
In equation (15), we use the convention that $\langle\psi, \Delta \psi\rangle:=\|\sqrt{\Delta} \psi\|^{2}$ if $\psi \in \operatorname{dom} \sqrt{\Delta}$ and $\langle\psi, \Delta \psi\rangle=\infty$ else. Note that this bound is universal in the sense that the metric is independent of the chosen representation $U$ and that the metric itself only depends on the inner product on $\mathfrak{g}$ and, of course, the group $G$.
Proposition 6. Under the assumptions of theorem 5, let $K$ be a positive operator such that for all $X \in \mathfrak{g} \operatorname{dom} \sqrt{K} \subset \operatorname{dom} A(X)$ and

$$
\begin{equation*}
\|A(X) \psi\| \leqslant\|X\|_{\mathfrak{g}} \sqrt{\langle\psi, K \psi\rangle} \quad \text { for all } \psi \in \operatorname{dom} \sqrt{K} \tag{16}
\end{equation*}
$$

Then the bound equation (15) also holds for $K$, i.e.

$$
\begin{equation*}
\left\|\left(U_{g}-U_{h}\right) \psi\right\| \leqslant \sqrt{\langle\psi, K \psi\rangle} d(g, h) \quad \text { for all } \psi \in \mathcal{H} \text { and } g, h \in G \tag{17}
\end{equation*}
$$

This is, of course, only advantageous if the operator $K$ is smaller than the Nelson Laplacian. Note that condition (16) can be written as the operator inequality $[A(X)]^{2} \leqslant\|X\|_{\mathfrak{g}}^{2} K$ for all $X \in \mathfrak{g}$.

### 3.2. Projective representations and estimates on unitary channels

In many cases, describing symmetries of quantum systems by proper unitary representations is too restrictive. Since the measurement statistics are insensitive to global phases, two unitaries, which differ only by a phase, cannot be distinguished by measuring the isolated system. More concretely, what really matters is the implemented unitary channel $\mathcal{U}: \rho \mapsto U \rho U^{*}$ with $\rho \in$ $\mathfrak{S}(\mathcal{H})$, where $\mathfrak{S}(\mathcal{H})$ denotes the set of density operators on $\mathcal{H}$. Recall that a density operator is a positive operator with unit trace. $\mathcal{U}$ is an example of a quantum channel [19]. Quantum channels are completely positive trace preserving (CPTP) maps on the Banach space $\mathcal{T}(\mathcal{H})$ of trace class operators on $\mathcal{H}$. It is noteworthy that every quantum channel, which has an inverse channel, is already a unitary channel. This follows from Wigner's theorem [6] and the fact that conjugation by anti-unitary operators is not completely positive.

Definition 7. A strongly continuous unitary channel representation of a connected Lie group $G$ is a tuple $(\mathcal{U}, \mathcal{H})$ where $\mathcal{H}$ is a Hilbert space and $g \mapsto \mathcal{U}_{g}$ assigns a unitary channel to each group element such that
(1) $\mathcal{U}_{1}=\operatorname{id}$ where $1 \in G$ is the neutral element of $G$ and id is the identity channel, i.e. $\operatorname{id}(\rho)=\rho$ for all $\rho \in \mathcal{T}(\mathcal{H})$.
(2) For all $g, h \in G$ we have that $\mathcal{U}_{g} \mathcal{U}_{h}=\mathcal{U}_{g h}$.
(3) For every $\rho \in \mathcal{T}(\mathcal{H})$ the map $g \mapsto \mathcal{U}_{g}(\rho)$ is continuous with respect to the trace norm $\|\rho\|_{1}=\operatorname{tr} \sqrt{\rho^{*} \rho}$.

Henceforth, $(\mathcal{U}, \mathcal{H})$ denotes a strongly continuous unitary channel representation. We will now investigate the relationship between strongly continuous unitary channel representations and projective unitary representations. This allows us to define the Nelson Laplacian for a general strongly continuous unitary channel representation.

It is clear that every strongly continuous unitary representation $(U, \mathcal{H})$ defines a strongly continuous unitary channel representation $(\mathcal{U}, \mathcal{H})$, but the converse is not true. In fact, a strongly continuous unitary channel representation $(\mathcal{U}, \mathcal{H})$ only gives rise to a projective unitary representation in general.

This projective representation is obtained from $(\mathcal{U}, \mathcal{H})$ by any choice of implementing unitaries $U_{g}$, i.e. unitaries such that $\mathcal{U}_{g}(\rho)=U_{g} \rho U_{g}^{*}$ for all $g \in G$. These unitaries automatically satisfy

$$
\begin{equation*}
U_{g} U_{h}=\zeta(g, h) U_{g h} \quad \text { for all } g, h \in G \tag{18}
\end{equation*}
$$

for some phase factors $\zeta(g, h) \in \mathrm{U}(1)$. These phase factors distinguish a projective from a proper unitary representation. According to [20, theorem 1.1], it is always possible to find implementing unitaries such that there is a neighborhood $\mathscr{U}$ of $1 \in G$, within which the following equivalent conditions hold
(a) $g \mapsto U_{g} \psi$ is continuous on $\mathscr{U}$ for each $\psi \in \mathcal{H}$,
(b) $\zeta$ is continuous on $\mathscr{U} \times \mathscr{U}$.

A detailed treatment of projective unitary representations of topological groups is given in [20]. For our purposes, we can summarise as follows: For any strongly continuous unitary channel representation $(\mathcal{U}, \mathcal{H})$ of $G$, there is a projective unitary representation $(U, \mathcal{H})$, which implements $(\mathcal{U}, \mathcal{H})$ and is strongly continuous in a neighborhood of the neutral element $1 \in G$. Conversely, any projective unitary representation $(U, \mathcal{H})$, which is strongly continuous near
the neutral element $1 \in G$, determines a strongly continuous unitary channel representation $(\mathcal{U}, \mathcal{H})$ by $\mathcal{U}_{g}(\rho)=U_{g} \rho U_{g}^{*}$. We will use such a projective representation to define the Nelson Laplacian of $(\mathcal{U}, \mathcal{H})$.

We start with one-parameter groups: Let $\tau>0$ and let $U:(-\tau, \tau) \rightarrow \mathcal{B}(\mathcal{H})$ be a map with the following properties
(i) $U(t)$ is a unitary for each $-\tau<t<\tau$,
(ii) $U(0)=\mathbb{1}$ and $U$ is strongly continuous in 0 , and
(iii) for all $-\tau<t, s<\tau$ such that $-\tau<t+s<\tau$ it holds that $U(t+s)=U(t) U(s)$.

Then we can extend $U$ to be a strongly continuous one-parameter unitary group by setting $U(s)=U\left(t_{1}\right) \cdots U\left(t_{N}\right)$ for $\mathbb{R} \ni s=t_{1}+\cdots+t_{N}$, with $t_{k} \in(-\tau, \tau)$. It is straightforward to check that this does not depend on the chosen decomposition. By the Stone-von Neumann theorem [21, theorem VIII.12], there exists a generator $A$ such that $U(t)=\mathrm{e}^{-\mathrm{i} t A}$ for $t \in(-\tau, \tau)$.

Now, let $U$ be a projective unitary representation of $G$, which is strongly continuous in a neighborhood of the neutral element $1 \in G$. By [20, lemma 4.4], $t \mapsto U_{\mathrm{e}^{t X} X}$ may be restricted to a suitable interval, such that it fulfills the above properties. Hence, there exists a generator $A(X)$ such that $U_{\mathrm{e}^{\prime} X}=\mathrm{e}^{-\mathrm{i} t A(X)}$ for $t$ small enough.
Remark 8. Consider a strongly continuous unitary channel representation. The results [20, theorems 3.3 and 5.1] tell us that there exists a strongly continuous projective unitary representation $(V, \mathcal{H})$ of the universal covering group $\tilde{G}$ (see below or [20, section 3e]) of $G$ such that $V_{\tilde{e}^{t X}}=U_{\mathrm{e}^{t X}}$ for all $X \in \mathfrak{g}$ and $t$ small enough. Here, $\tilde{e}^{t X}=\exp _{\tilde{G}}(t X)$ denotes the exponential map of $\tilde{G}$. The corresponding central extension $\mathcal{G}$ (see [20, section 5]) of $\tilde{G}$, whose Lie algebra is $\mathbb{R} \oplus \mathfrak{g}$ as a vector space, then admits a strongly continuous unitary representation $W$ with $W_{\mathrm{e}^{t}(0 \oplus X)}=V_{\tilde{e}^{t X}}=U_{\mathrm{e}^{t X} X}$, again for $t$ small enough. If $\mathcal{H}$ is finite-dimensional then $V$ can even be chosen to be a proper unitary representation of $\tilde{G}[20$, section 3 b$]$ (and there is no need for a central extension).

Combining the above one gets the following characterization of the Lie algebra 'representation' induced by unitary channel representation:

Lemma 9. If $(U, \mathcal{H})$ is a projective unitary representation, which is continuous near $1 \in G$, then there exists a corresponding representation $A$ of $\mathfrak{g}$ by self-adjoint operators such that for $t$ small enough

$$
\begin{equation*}
\mathrm{e}^{-\mathrm{i} t A(X)}=U_{\mathrm{e}^{t} X}, \quad \text { if } t \approx 0 \tag{19}
\end{equation*}
$$

The generators $A(X)$ have a common invariant domain on which they satisfy

$$
\begin{equation*}
[A(X), A(Y)]=\mathrm{i} A([X, Y])+\mathrm{i} \lambda(X, Y) \mathbb{1} \tag{20}
\end{equation*}
$$

where $\lambda: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathbb{R}$ is an infinitesimal version of the map $\zeta$, see [20, section $4 f]$.
Note that equation (20) is the analog of equation (11) for projective representations. We can now define the Nelson Laplacian $\Delta$ for any strongly continuous unitary channel representation $(\mathcal{U}, \mathcal{H})$ of a Lie group $G$ in terms of an implementing projective representation, which is strongly continuous near $1 \in G$ as before: We pick an ONB $\left\{X_{j}\right\}$ of $\mathfrak{g}$ and set $\Delta=\sum_{j} A\left(X_{j}\right)^{2}$. Remark 8 makes sure that the functional analytical properties of $\Delta$ and its relation to the generators $A(X)$ are as before. The formula $\|A(X) \psi\| \leqslant\|X\|_{\mathfrak{g}} \sqrt{\langle\psi, \Delta \psi\rangle}$ also generalises for all $\psi \in \operatorname{dom} \sqrt{\Delta}$ (see proof of theorem 12).

Remark 10. In fact, we can choose the inner product on $\mathbb{R} \oplus \mathfrak{g}$ such that any orthonormal basis of $\mathfrak{g}$ can be completed to one of the extended Lie algebra. The remaining basis vector will be represented by a multiple of the identity operator. Hence, the complete Nelson Laplacian of $\mathcal{G}$ differs from $\Delta$ only by a multiple of the identity. Lastly, $\Delta$ is again independent of the choice of orthonormal basis. This is because orthogonal transformations of $\left(\mathfrak{g},\langle\cdot, \cdot\rangle_{\mathfrak{g}}\right)$ can be extended to orthogonal transformations of $\mathbb{R} \oplus \mathfrak{g}$.

This can be used to bound the distance of the unitary channels $\mathcal{U}_{g}$ in the energy-constrained diamond norm (ECD norm) $[11,13]$.

Definition 11. The ECD norm (with respect to $\Delta$ ) of a linear map $\Phi$ on $\mathcal{T}(\mathcal{H})$ is defined for any $E>\inf \operatorname{spec}(\Delta)$ as

$$
\begin{equation*}
\|\Phi\|_{\diamond}^{\Delta, E}=\sup _{\substack{\rho \in \mathfrak{S}\left(\mathcal{H} \otimes \mathcal{H}^{\prime}\right) \\ \text { tr } \rho \Delta \otimes \mathbb{1} \leqslant E}}\left\|\Phi \otimes \operatorname{id}_{\mathfrak{T}\left(\mathcal{H}^{\prime}\right)}(\rho)\right\|_{1}, \tag{21}
\end{equation*}
$$

where the supremum is over all auxiliary systems $\mathcal{H}^{\prime}$.
We are now ready to state an analogous result as the bound in theorem 5 for strongly continuous unitary channel representations.

Theorem 12. Let $(\mathcal{U}, \mathcal{H})$ be a strongly continuous unitary channel representation of a connected Lie group G. Then it holds that

$$
\begin{equation*}
\left\|\mathcal{U}_{g}-\mathcal{U}_{h}\right\|_{\diamond}^{\Delta, E} \leqslant 2 \sqrt{E} d(g, h), \tag{22}
\end{equation*}
$$

where $\Delta$ is the Nelson Laplacian of $(\mathcal{U}, \mathcal{H})$ and $E>\inf \operatorname{Spec}(\Delta)$.
In particular, this result implies

$$
\begin{equation*}
\left\|\mathcal{U}_{g}(\rho)-\mathcal{U}_{h}(\rho)\right\|_{1} \leqslant 2 \sqrt{\operatorname{tr} \rho \Delta} d(g, h) \tag{23}
\end{equation*}
$$

for all density operators $\rho \in \mathfrak{S}(\mathcal{H})$. Analogously to proposition 6 , it is possible to obtain better bounds if one finds a positive operator $K \leqslant \Delta$ such that equation (16) holds.

The proof of theorem 12 relies on [9, theorem 1] stating that the ECD norm distance of two unitary channels can be computed by only considering pure states on $\mathcal{H}$. However, the mentioned result restricts the dimension of $\mathcal{H}$ to be strictly greater than 2 . This is due to the geometry of the (pure) state space of a qubit, which prevents the proof of [9, theorem 1] to work for $\operatorname{dim}(\mathcal{H})=2$. Nevertheless, the following result shows that the assertion is still true in this case. We thank A. Winter for suggesting the main idea of the proof.

Lemma 13. Let $\mathcal{U}, \mathcal{V}$ be unitary channels implemented by unitaries $U, V$, respectively. Let $H$ be a Hamiltonian and $E>\inf \operatorname{Spec}(H)$. Then

$$
\|\mathcal{U}-\mathcal{V}\|_{\diamond}^{H, E}=\sup _{\substack{\|\psi\|=1 \\\langle\psi, H \psi\rangle \leqslant E}}\|(\mathcal{U}-\mathcal{V})(|\psi\rangle\langle\psi|)\|_{1} .
$$

In particular, this holds for $\operatorname{dim}(\mathcal{H})=2$.

A common situation in quantum mechanics is that a symmetry group $G$ is represented on a quantum system by a unitary channel (or projective unitary) representation, which comes from a proper unitary representation $(\tilde{U}, \mathcal{H})$ of a covering group $\tilde{G}$. Examples of this situation include the half-integer representations of $\mathrm{SU}(2)$, which is the double cover of $\mathrm{SO}(3)$, the metaplectic representation, and the half-integer representations of the Lorentz group.

We briefly recall the definition of covering groups for the reader's convenience: A Lie group $\tilde{G}$ together with a smooth homomorphism $\pi: \tilde{G} \rightarrow G$ is a covering group of $G$ if the differential $\mathrm{d} \pi: \tilde{\mathfrak{g}} \rightarrow \mathfrak{g}$ is an isomorphism. This is equivalent to the existence of a neighborhood $\mathscr{V}$ of $1 \in G$ whose pre-image $\pi^{-1}(\mathscr{V})$ is a disjoint union of open sets, each of which is diffeomorphic onto $\mathscr{V}$ via the restriction of $\pi$. There always exists a unique (up to isomorphism) simply connected covering group $\tilde{G}$ [22]. This covering group is called the universal covering group of $G$.

In the situation described above, where a projective representation comes from a proper representation of a covering group, one could apply the bounds on the unitary channels in theorem 12. In particular, this is always the case if the Hilbert space $\mathcal{H}$ is finite-dimensional (see remark 8). However, sometimes it is actually useful to have strong error bounds on the unitaries themselves. A simple workaround would be to apply theorem 5 to the representation $(\tilde{U}, \mathcal{H})$ of the covering group $\tilde{G}$. Unfortunately, this approach is usually not applicable in practice because the covering group is often an abstract object and might not have a realization in terms of matrices. For instance, this is the case for the metaplectic group and the double cover of the Lorentz group. Nevertheless, we can still obtain direct bounds for sufficiently close group elements in $\tilde{G}$ in terms of the metric on $G$. This is due to the fact that $\tilde{G}$ and $G$ are isomorphic locally.
Proposition 14. Let $\tilde{G}$ be a covering group of $G$ and let $\langle\cdot, \cdot\rangle_{\mathfrak{g}}$ be an inner-product on $\mathfrak{g} \equiv \tilde{\mathfrak{g}}$. Consider the left-invariant metrics $d$ and $\tilde{d}$ on $G$ and $\tilde{G}$, respectively, defined as in equation (1). Then the metrics $d$ and $\tilde{d}$ are equal locally, in the sense that $\tilde{d}(\tilde{g}, \tilde{h})=d(g, h)$ whenever $\tilde{g}$ and $\tilde{h}$ as well as $g=\pi(\tilde{g})$ and $h=\pi(\tilde{h})$ are sufficiently close to each other. Here, $\pi: \tilde{G} \rightarrow G$ denotes the covering homomorphism.

As an immediate application of this result, we get strong error bounds on the Hilbert space level for strongly continuous unitary representations of covering groups:

Let $(\tilde{U}, \mathcal{H})$ be an irreducible strongly continuous unitary representation of a covering group $\tilde{G}$ of $G$. By choosing some arbitrary section $s: G \rightarrow \tilde{G}$, i.e. a map with $\pi \circ s=\mathrm{id}_{G}$, which is continuous near the neutral element, one can view $(\tilde{U}, \mathcal{H})$ as a strongly continuous projective unitary representation of $G$. We now get the following bounds:

$$
\begin{equation*}
\left\|U_{g} \psi-U_{h} \psi\right\| \leqslant \sqrt{\langle\psi, \Delta \psi\rangle} d(g, h) \quad \text { if } g \approx h \tag{24}
\end{equation*}
$$

Note that by our assumptions, the Nelson Laplacian does not depend on whether we view $(\tilde{U}, \mathcal{H})$ as a proper representation of $\tilde{G}$ or as a projective representation of $G$. The irreducibility is not essential, we only need to guarantee that the representation of $\tilde{G}$ maps $\pi^{-1}(1)$ to multiples of the identity 1 .

In summary, equation (24) establishes a way to obtain error bounds even if we only have a projective unitary representation $(\tilde{U}, \mathcal{H})$ of $G$ and not a proper unitary representation. The idea is to shift to the universal covering group $\tilde{G}$, on which $(\tilde{U}, \mathcal{H})$ is a proper unitary representation. This works if the compared group elements $g$ and $h$ are sufficiently close to each other since $G$ and $\tilde{G}$ are locally isomorphic. In this case, we can apply theorem 5 to obtain error bounds
in $\tilde{G}$. Reverting the local isomorphism allows us to shift these bounds back to $G$ and finally yields equation (24).

## 4. Examples and applications

In this section, we apply our bounds from section 3 to some examples of physically important Lie groups. In particular, we study

1. spin- $j$ systems: $\mathrm{SU}(2)$ in the spin representation (section 4.1),
2. free fermion models: $\mathrm{SO}(2 m)$ in the fermionic linear optics (FLO) representation (section 4.2),
3. displacement operators: $\mathbb{R}^{2 m}$ in the Schrödinger representation (section 4.3),
4. quasi-free bosonic transformations: $\operatorname{Sp}(2 m, \mathbb{R})$ in the metaplectic representation (section 4.4),
5. $\mathrm{SU}(1,1)$ interferometry: $\mathrm{SU}(1,1)$ in the two-mode bosonic representation (section 4.5) and
6. relativistic quantum mechanics: the scalar representation of the Lorentz group $\mathrm{SO}^{+}(1,3)$ (section 4.6).

We compare our bounds to bounds in the literature, if there exist any. Apart from providing a framework that is valid for all connected Lie groups, we also find that our result yields tighter bounds in some cases. Thus, we will use the convention that generators on the level of the Lie algebra are skew-symmetric, whereas generators on the Hilbert space level are self-adjoint.

### 4.1. Spin representations of $\mathrm{SU}(2)$

We consider the Lie group $G=\mathrm{SU}(2)$, i.e. the group of $2 \times 2$ unitary matrices with determinant 1. The Lie algebra $\mathfrak{s u}(2)$ of trace-less skew-hermitian $2 \times 2$ matrices will be equipped with the Frobenius inner product $\langle X, Y\rangle=\operatorname{tr}\left[X^{*} Y\right]$, which is Ad-invariant. Then, an orthonormal basis is given by $X_{j}=\frac{i}{2} \sigma_{j}, j=1,2,3$, where $\sigma_{j}$ are the Pauli matrices. The well-known commutation relations are $\left[X_{i}, X_{j}\right]=\varepsilon_{i j k} X_{k}$. Topologically, $\mathrm{SU}(2)$ is the 3 -sphere $\mathbb{S}^{3}$. Since the inner product above is Ad-invariant, we know that the metric on $\mathrm{SU}(2)$ is just the Riemannian distance on $\mathbb{S}^{3}$. The Riemannian distance $d_{\text {Riem }}\left(e^{-\mathrm{i} \alpha X}, 1\right)$ is $\left\|\log \mathrm{e}^{-\mathrm{i} \alpha X}\right\|_{2}=|\alpha|$ if $\alpha \in[-\pi, \pi]$ and $\|X\|_{2}=1$. More generally, we have $d_{\text {Riem }}(g, 1)=\|\log (g)\|_{2}$.

We consider the spin-j representation $U^{(j)}: \mathrm{SU}(2) \rightarrow \mathrm{U}\left(\mathcal{H}_{j}\right)$ on $\mathcal{H}_{j}=\mathbb{C}^{2 j+1}$. This is generated by hermitian operators $S_{1}, S_{2}, S_{3}$ on $\mathcal{H}_{j}$ with $\left[S_{i}, S_{j}\right]=\mathrm{i} \varepsilon_{i j} S_{k}$. The full Lie algebra representation is of course $A^{(j)}(X)=\sum_{k}\left\langle X, X_{k}\right\rangle S_{k}$. As usual, we denote the eigenbasis of $S_{z}$ by $|m\rangle$ with $m=-j, \ldots, j$ in unit steps. Here, $m$ is the eigenvalue, i.e. $S_{z}|m\rangle=m|m\rangle$.

Since the group $\mathrm{SU}(2)$ is compact, the Nelson Laplacian is the quadratic Casimir operator, see, for instance, [7, chapter 10]. By irreducibility (due to Schur's lemma), it is a multiple of the identity, namely $\Delta \equiv \vec{S}^{2}=j(j+1) \mathbb{1}$. Therefore using the Nelson Laplacian, theorem 5 gives the bound

$$
\begin{equation*}
\left\|U_{g}^{(j)}-U_{h}^{(j)}\right\| \leqslant j(j+1)\left\|\log \left(g^{-1} h\right)\right\|_{2} \tag{25}
\end{equation*}
$$

However, it is possible to find a tighter bound through proposition 6 . For any unit vector $X \in \mathfrak{s u}(2)$, there is some $g \in \mathrm{SU}(2)$ such that $g X g^{-1}=X_{3}$. Therefore, all $A^{(j)}(X)$ are unitarily equivalent to $\|X\|_{2} S_{z}$. In particular, we have $\left\|A^{(j)}(X)\right\|=j\|X\|_{2}$. Thus, by proposition 6,

$$
\begin{equation*}
\left\|U_{g}^{(j)}-U_{h}^{(j)}\right\| \leqslant j^{2}\left\|\log \left(g^{-1} h\right)\right\|_{2} \tag{26}
\end{equation*}
$$

From the above discussion, it is evident that this bound is tight in first order. Notice that the relative difference between the bounds obtained from using the Nelson Laplacian $\Delta$ and from using the alternative operator $K=j^{2} \mathbb{1}$ only grows linearly in $j$.

### 4.2. Special orthogonal group and FLO representation

Let us study the Lie group

$$
\begin{equation*}
\operatorname{SO}(2 m)=\left\{Q \in \mathbb{R}^{2 m \times 2 m} \mid Q^{\top} Q=\mathbb{1}, \operatorname{det}(Q)=1\right\} \tag{27}
\end{equation*}
$$

We will need to look at the universal cover of $\operatorname{SO}(2 m)$, which is known as the spin group and will be denoted by $\operatorname{Spin}(2 m)$. Its Lie-algebra $\mathfrak{s o}(2 m)=\left\{X \in \mathbb{R}^{2 m \times 2 m} \mid X=-X^{\top}\right\}$ is formed by real anti-symmetric $2 m \times 2 m$ matrices. An Ad-invariant inner product is given by the Frobenius inner product $\langle X, Y\rangle=\operatorname{tr}\left[X^{\top} Y\right]$. Note that $\mathrm{SO}(2) \cong \mathrm{U}(1)$, the circle group.

In order to construct the free-fermion representation of $\mathrm{SO}(2 m)$, consider the fermionic Fock space

$$
\begin{equation*}
\mathcal{H}=\mathfrak{F}_{-}\left(\mathbb{C}^{m}\right):=\bigoplus_{j=0}^{m}\left(\mathbb{C}^{m}\right)^{\wedge j} \tag{28}
\end{equation*}
$$

where $\wedge j$ denotes the $j$-fold anti-symmetric tensor product of $\mathbb{C}^{m}$ and $\left(\mathbb{C}^{m}\right)^{\wedge 0}=\mathbb{C}$. Note, that $\operatorname{dim}(\mathcal{H})=2^{m}$. In particular, all appearing operators are bounded. We denote the fermionic annihilation and creation operators by $b_{1}, \ldots, b_{m}$ and $b_{1}^{*}, \ldots, b_{m}^{*}$, respectively. They satisfy the canonical anti-commutation-relations

$$
\begin{equation*}
\left\{b_{j}, b_{k}^{*}\right\}=\delta_{j k} \mathbb{1}, \quad\left\{b_{j}, b_{k}\right\}=0 \tag{29}
\end{equation*}
$$

Here, $\{X, Y\}=X Y+Y X$ is the anti-commutator, and $\delta_{j k}$ is the Kronecker delta. From those operators, we define an equivalent set of $2 m$ Majorana operators

$$
\begin{equation*}
c_{2 j-1}=b_{j}^{*}+b_{j} \quad \text { and } \quad c_{2 j}=-\mathrm{i}\left(b_{j}^{*}-b_{j}\right) \tag{30}
\end{equation*}
$$

A quick calculation shows that the inverse relations read

$$
\begin{equation*}
b_{j}=\frac{1}{2}\left(c_{2 j-1}-\mathrm{i} c_{2 j}\right) \quad \text { and } \quad b_{j}^{*}=\frac{1}{2}\left(c_{2 j-1}+\mathrm{i} c_{2 j}\right) \tag{31}
\end{equation*}
$$

The Majorana operators satisfy the Clifford algebra relations

$$
\begin{equation*}
\left\{c_{j}, c_{k}\right\}=2 \delta_{j k} \mathbb{1} \tag{32}
\end{equation*}
$$

Now, let $c=\left(c_{1}, \ldots, c_{2 m}\right)$ be the vector of all Majorana operators and define

$$
\begin{equation*}
A(X)=\frac{\mathrm{i}}{4} c \cdot X c \tag{33}
\end{equation*}
$$

for $X \in \mathfrak{s o}(2 m)$. One has $A(X)^{*}=A(X)$ and $[A(X), A(Y)]=\mathrm{i} A([X, Y])$. Therefore, $A$ is a faithful representation of $\mathfrak{s o}(2 m)$ by self-adjoint generators on $\mathcal{H}$. The Lie algebra $-\mathrm{i} A(\mathfrak{s o}(2 m)) \subset$
$\mathfrak{u}(\mathcal{H})$ generates a connected subgroup of the unitary group $\mathrm{U}(\mathcal{H})$, which is isomorphic to $\operatorname{Spin}(2 m)[23]$ and this isomorphism can be viewed as a representation

$$
\begin{equation*}
U: \operatorname{Spin}(2 m) \rightarrow \mathrm{U}(\mathcal{H}) \tag{34}
\end{equation*}
$$

Since $\operatorname{Spin}(2 m)$ is a covering group of $\mathrm{SO}(2 m)$, one can view equation (34) as a projective representation of $\mathrm{SO}(2 m)$ as explained in section 3.2. Here we will consider the induced unitary channel representation $(\mathcal{U}, \mathcal{H})$ of $\mathrm{SO}(2 m)$, i.e. $\mathcal{U}_{g}(\rho)=U_{\tilde{g}} \rho U_{\tilde{g}}^{*}$ for some $\tilde{g} \in \pi^{-1}(\{g\})$ where $\pi: \operatorname{Spin}(2 m) \rightarrow \mathrm{SO}(2 m)$ is the covering map. The Nelson Laplacian is (see appendix B)

$$
\begin{equation*}
\Delta=\frac{m(2 m-1)}{8} \mathbb{1} \tag{35}
\end{equation*}
$$

and we obtain

$$
\begin{equation*}
\left\|\left(U_{g}-U_{h}\right) \psi\right\| \leqslant \sqrt{m(2 m-1) / 8}\|\psi\| d(g, h), \tag{36}
\end{equation*}
$$

for $g, h \in \mathrm{SO}(2 m)$, which are close to each other (cf proposition 14). If $\log \left(g^{-1} h\right)$ exists, $d(g, h) \leqslant\left\|\log \left(g^{-1} h\right)\right\|_{2}$, where $\|B\|_{2}=\sqrt{\operatorname{tr}\left[B^{\top} B\right]}$ is the Frobenius norm. By proposition 3, one even has $d(g, h)=\left\|\log \left(g^{-1} h\right)\right\|_{2}$ if $g$ and $h$ are sufficiently close. In any case, we have for the unitary channels associated to $g, h \in \mathrm{SO}(2 m)$

$$
\begin{equation*}
\left\|\mathcal{U}_{g}-\mathcal{U}_{h}\right\|_{\diamond} \leqslant \sqrt{m(2 m-1) / 2} d(g, h) . \tag{37}
\end{equation*}
$$

Again, we have $d(g, h) \leqslant\left\|\log \left(g^{-1} h\right)\right\|_{2}$ if $\log \left(g^{-1} h\right)$ exists. In this case, equation (37) can be further manipulated by using the fact that for any orthogonal matrix $Q$, we have the relation [24, exercise B.5]

$$
\begin{equation*}
\|\log (Q)\|_{2} \leqslant \frac{\pi}{2}\|Q-\mathbb{1}\|_{2} \tag{38}
\end{equation*}
$$

Therefore, we find

$$
\begin{align*}
\left\|\mathcal{U}_{g}-\mathcal{U}_{h}\right\|_{\diamond} & \leqslant \sqrt{m(2 m-1) / 2}\left\|\log \left(g^{-1} h\right)\right\|_{2}  \tag{39}\\
& \leqslant \frac{\pi}{2 \sqrt{2}} \sqrt{m(2 m-1)}\|g-h\|_{2}, \tag{40}
\end{align*}
$$

where we have used that $\|Q B\|_{2}=\sqrt{\operatorname{tr}\left[B^{\top} Q^{\top} Q B\right]}=\sqrt{\operatorname{tr}\left[B^{\top} B\right]}=\|B\|_{2}$ holds for all $Q \in$ $\mathrm{SO}(2 m)$ and for all $B \in \mathbb{R}^{2 m \times 2 m}$. A similar bound has been found in [23, equation (F1)], which states that

$$
\begin{equation*}
\left\|\mathcal{U}_{g}-\mathcal{U}_{h}\right\|_{\diamond} \leqslant 2 m\|g-h\|_{\infty} \tag{41}
\end{equation*}
$$

where $\|B\|_{\infty}=\sup _{|v|=1}|B v|$ is the operator norm and $|\cdot|$ is the Euclidean length on $\mathbb{R}^{2 m}$. We compare the bound in [23, equation (F1)] with ours from equation (39) numerically in figure 1. Our bound (red) seems to be better than the result in [23, equation (F1)] (blue).


Figure 1. Comparison of our bound for $\mathrm{SO}(2 m)$ in equation (39) (red) with the bound in [23, equation (F1)] (blue) for two particular channels. In this numerical simulation, we consider $m=2, g=\exp \left(B_{21}\right)$ and $h=\exp \left(B_{21}+a B_{31}\right)$ with $B_{j k}$ defined in equation (109). We find that our bound is tighter (red vs. blue) in this case.

### 4.3. Displacement operators

For pedagogical reasons, we consider a quantum system of $m$ canonical degrees of freedom in the Schrödinger representation $\mathcal{H}=L^{2}\left(\mathbb{R}^{m}\right)$ and denote by $Q_{i}$ and $P_{i}$ the canonical position and momentum operators. The Lie group $G$ in this example is the group of phase space translations, which is naturally isomorphic to $\left(\mathbb{R}^{2 m},+\right)$. Efficient bounds for this example have been found in [9]. For $\xi \in \mathbb{R}^{2 m}$ consider $D(\xi)=e^{-i \xi \cdot \Omega R}$, where $R=\left(Q_{1}, \ldots, Q_{m}, P_{1}, \ldots, P_{m}\right)$ and where $\Omega$ is the symplectic matrix

$$
\Omega=\left(\begin{array}{cc}
0 & \mathbb{1}_{m}  \tag{42}\\
-\mathbb{1}_{m} & 0
\end{array}\right)
$$

The $D(\xi)$ are called displacement operators (or Weyl operators) and implement phase space translations. They form a strongly continuous projective unitary representation of the connected and simply connected group $G=\mathbb{R}^{2 m}$ with

$$
\begin{equation*}
D(\xi) D(\eta)=e^{-\frac{\mathrm{i}}{2} \xi \cdot \Omega \eta} D(\xi+\eta) \tag{43}
\end{equation*}
$$

Equation (43) is known as the Weyl relations. We write $\xi \cdot R=\sum_{j} \xi_{j} R_{j}$, which is simply the Lie algebra representation $A(\xi)=\xi \cdot R$. The Weyl relations are an integrated version of the canonical commutation relations that can be expressed as $[\xi \cdot R, \eta \cdot R]=\mathrm{i} \xi \cdot \Omega \eta \mathbb{1}$.

Another way to view the Weyl relations is that the displacement operators are a (proper) unitary representation of the Heisenberg group $\mathbb{H}_{m}$, which is the central extension of $\mathbb{R}^{2 m}$ corresponding to the projective representation discussed above. The Heisenberg group is the set $\mathbb{H}_{m}=\mathbb{R}^{2 m+1}=\mathbb{R}^{2 m} \times \mathbb{R}$ with the non-commutative group operation

$$
\binom{\xi}{t} *\binom{\eta}{s}=\binom{\xi+\eta}{t+s-\frac{1}{2} \xi \cdot \Omega \eta} .
$$

Its Lie algebra is the vector space $\mathbb{R}^{2 m+1}$ with the Lie bracket $[(\xi, x),(\eta, y)]=(0, \xi \cdot \Omega \eta)$, which we equip with the Euclidean inner product. As we want to give a bound on the quantity $\|D(\xi) \psi-D(\eta) \psi\|$, we are interested in the corresponding metric distance

$$
\begin{equation*}
d\left(\binom{\xi}{0},\binom{\eta}{0}\right)=d\left(\binom{-\eta}{0} *\binom{\xi}{0},\binom{0}{0}\right)=d\left(\binom{\xi-\eta}{\frac{1}{2} \eta \cdot \Omega \xi},\binom{0}{0}\right) \tag{44}
\end{equation*}
$$

From the fact that the Lie-theoretic exponential map is just the identity, we get that

$$
\begin{equation*}
d\left(\binom{\xi}{0},\binom{\eta}{0}\right)=\sqrt{|\xi-\eta|^{2}+\frac{1}{4}(\xi \cdot \Omega \eta)^{2}} \tag{45}
\end{equation*}
$$

In order to get a concrete bound, we also need to know the Nelson Laplacian. For this, we pick the standard basis of $\mathbb{R}^{2 m+1}$ and obtain $\Delta=\mathbb{1}+\sum_{i=1}^{m}\left(P_{i}^{2}+Q_{i}^{2}\right)$, which is precisely the identity plus twice the quantum harmonic oscillator $H$. It can, however, be readily checked that one may drop the ' $+\mathbb{1}$ ' without violating equation (13). As explained in proposition 6 , we may thus use $N=2 H=\Delta-\mathbb{1}$ instead of the Nelson Laplacian. Inserting this into equation (15) gives the following estimate

$$
\begin{equation*}
\|D(\xi) \psi-D(\eta) \psi\|^{2} \leqslant 2\left(|\xi-\eta|^{2}+\frac{1}{4}(\xi \cdot \Omega \eta)^{2}\right)\langle\psi, H \psi\rangle \tag{46}
\end{equation*}
$$

valid for all $\psi \in \mathcal{H}$.

### 4.4. Quasi-free bosonic transformations

We again consider a quantum system of $m$ canonical degrees of freedom but this time the symmetry group is the symplectic group

$$
\begin{equation*}
\operatorname{Sp}(2 m, \mathbb{R})=\left\{M \in \mathbb{R}^{2 m \times 2 m} \mid M^{\top} \Omega M=\Omega\right\} \tag{47}
\end{equation*}
$$

where $\Omega$ denotes the symplectic matrix as in equation (42). The symplectic group is a noncompact connected simple Lie group. An important role in this example is played by the double cover of the symplectic group, known as the metaplectic group $\operatorname{Mp}(2 m, \mathbb{R})$ [25]. We denote the covering homomorphism by $\pi: \mathrm{Mp}(2 m, \mathbb{R}) \rightarrow \mathrm{Sp}(2 m, \mathbb{R})$. The natural representation of the symplectic group in quantum mechanics is a projective representation, which comes from a proper representation of the metaplectic group. It is widely used in quantum optics, where it corresponds to passive and active bosonic transformations. The Lie algebra of the symplectic group-and hence also of the metaplectic group-is

$$
\begin{equation*}
\mathfrak{s p}(2 m, \mathbb{R})=\left\{X \in \mathbb{R}^{2 m \times 2 m} \mid \Omega X+X^{\top} \Omega=0\right\} \tag{48}
\end{equation*}
$$

We equip $\mathfrak{s p}(2 m, \mathbb{R})$ with the Frobenius inner product $\langle X, Y\rangle=\operatorname{tr}\left[X^{\top} Y\right]$, which is not Adinvariant. In fact, there is no Ad-invariant inner product on $\mathfrak{s p}(2 m, \mathbb{R})$ [18]. As a vector space, $\mathfrak{s p}(2 m, \mathbb{R})$ is isomorphic to the space of symmetric matrices $\operatorname{Sym}(2 m, \mathbb{R})=\left\{X \in \mathbb{R}^{2 m \times 2 m} \mid X=\right.$ $\left.X^{\top}\right\}$ via the map $X \mapsto S=\Omega X$ and its inverse $S \mapsto X=-\Omega S$. In fact, this isomorphism is isometric w.r.t. the Frobenius inner product.

For quantum optics, the subgroup $\operatorname{USp}(2 m, \mathbb{R}) \subset \operatorname{Sp}(2 m, \mathbb{R})$ plays an important role. It is isomorphic to the unitary group $\mathrm{U}(m)$ under the standard identification $\mathbb{R}^{2 m} \cong \mathbb{C}^{m}$ and corresponds exactly to the passive bosonic transformations. The generators of $\operatorname{USp}(2 m, \mathbb{R})$ are the skew-symmetric elements $X \in \mathfrak{s p}(2 m, \mathbb{R})$ [26, chapter 4]. Generators $X \in \mathfrak{s p}(2 m, \mathbb{R})$ that are not skew-symmetric—such as e.g. $X=\operatorname{diag}(1,-1)$ for $m=1$-correspond to active bosonic transformations, i.e. squeezing.

We are going to look at the metaplectic representation, which is a strongly continuous projective representation of $\operatorname{Sp}(2 m, \mathbb{R})$ on $\mathcal{H}=L^{2}\left(\mathbb{R}^{m}\right)$. We will continue to use the notation introduced in section 4.3, e.g. the canonical operators are denoted $R=\left(Q_{1}, \ldots, Q_{m}, \mathcal{P}_{1}, \ldots, P_{m}\right)$. Furthermore, let

$$
\begin{equation*}
A(X)=\frac{1}{2} R \cdot \Omega X R \tag{49}
\end{equation*}
$$

with $X \in \mathfrak{s p}(2 m, \mathbb{R}) .{ }^{4}$ A common invariant domain for all $A(X)$ is given by the Schwartz functions $\mathscr{S}\left(\mathbb{R}^{m}\right) \subset \mathcal{H}$ [21, chapter V.3].

It is straightforward to see that one has $[A(X), A(Y)]=\mathrm{i} A([X, Y])$ on the Schwartz space $\mathscr{S}\left(\mathbb{R}^{m}\right)$. Exponentiation of $A(\mathfrak{s p}(2 m, \mathbb{R}))$ yields a subgroup of the unitary group on $\mathcal{H}$, which happens to be isomorphic to the metaplectic group. This isomorphism, which is a homeomorphism with respect to the strong topology, is known as the metaplectic representation [26, chapter 4]. We denote it by

$$
\begin{equation*}
U: \operatorname{Mp}(2 m, \mathbb{R}) \rightarrow \mathrm{U}(\mathcal{H}) \tag{50}
\end{equation*}
$$

The double cover $\pi: \operatorname{Mp}(2 m, \mathbb{R}) \rightarrow \operatorname{Sp}(2 m, \mathbb{R})$ does not admit a global continuous section, i.e. there is no continuous map $s: \operatorname{Sp}(2 m, \mathbb{R}) \rightarrow \mathrm{Mp}(2 m, \mathbb{R})$ such that $\pi \circ s=\mathrm{id}$. It is, however, possible to find a section $s$ which is continuous near the identity. The (arbitrary) choice of such a section turns the representation $U$ into a projective unitary representation of the symplectic group, which is strongly continuous near the identity.

An easy example illustrating the fact that of equation (49) does not define a proper representation of the symplectic group is the following: For $m=1$ consider the generator $h=-\Omega \in$ $\mathfrak{s p}(2, \mathbb{R})$ of the subgroup

$$
\mathrm{e}^{\alpha h}=\left(\begin{array}{cc}
\cos (\alpha) & -\sin (\alpha)  \tag{51}\\
\sin (\alpha) & \cos (\alpha)
\end{array}\right)
$$

It is clearly the case that $\mathrm{e}^{2 \pi h}=\mathbb{1}_{2} \in \operatorname{Sp}(2, \mathbb{R})$. However, the Hamiltonian assigned to $h$ is the harmonic oscillator

$$
\begin{equation*}
A(h)=-\frac{1}{2} R \cdot \Omega^{2} R=\frac{1}{2}\left(Q^{2}+P^{2}\right) \tag{52}
\end{equation*}
$$

which exponentiates to $\mathrm{e}^{-2 \pi \mathrm{i} A(h)}=-\mathbb{1}$. This is easily seen from the fact that the spectrum of the harmonic oscillator is $\frac{1}{2}+\mathbb{N}_{0}$ because $\mathrm{e}^{-\mathrm{i} 2 \pi(n+1 / 2)}=-1$. Therefore, the Lie algebra representation $A$ cannot give rise to a proper unitary representation of the symplectic group but only to a projective representation.

[^0]The Nelson Laplacian of the metaplectic representations is

$$
\begin{equation*}
\Delta=H^{2}+\frac{3 m}{8} \mathbb{1} \tag{53}
\end{equation*}
$$

where $H=\frac{1}{2} \sum_{k=1}^{m}\left(Q_{k}^{2}+P_{k}^{2}\right)$ denotes the $m$-mode harmonic oscillator. See appendix A for the derivation. Therefore, for $g, h \in \operatorname{Sp}(2 m, \mathbb{R})$, which are close enough to each other, we obtain (cf proposition 14) the bound

$$
\begin{equation*}
\left\|\left(U_{g}-U_{h}\right) \psi\right\| \leqslant \sqrt{\left\langle\psi, H^{2} \psi\right\rangle+\frac{3 m}{8}} d(g, h) \tag{54}
\end{equation*}
$$

where $\|\psi\|=1$. Consider $\psi$ to be a Fock state $|\boldsymbol{n}\rangle$ with $\boldsymbol{n} \in \mathbb{N}_{0}^{m}$ being a multi-index. That is, $|\boldsymbol{n}\rangle$ is an eigenstate of the number operator $N=H-\frac{m}{2} \mathbb{1}$ according to the eigenvalue equation $N|\boldsymbol{n}\rangle=|\boldsymbol{n}||\boldsymbol{n}\rangle$. Then equation (54) becomes

$$
\begin{equation*}
\|\left(U_{g}-U_{h}\right)|\boldsymbol{n}\rangle \| \leqslant \sqrt{\left(|\boldsymbol{n}|+\frac{m}{2}\right)^{2}+\frac{3 m}{8}} d(g, h) . \tag{55}
\end{equation*}
$$

For the energy-constrained diamond norm, we obtain

$$
\begin{equation*}
\left\|\mathcal{U}_{g}-\mathcal{U}_{h}\right\|_{\diamond}^{H^{2}, E} \leqslant 2 \sqrt{E+\frac{3 m}{8}} d(g, h) . \tag{56}
\end{equation*}
$$

A similar bound is presented in the supplementary material of [9, theorem S12],

$$
\begin{align*}
\left\|\mathcal{U}_{g}-\mathcal{U}_{h}\right\|_{\diamond}^{N, E} \leqslant & 2 \sqrt{(\sqrt{6}+\sqrt{10}+5 \sqrt{2} m)(E+1)} \times \cdots \\
& \cdots \times\left(\sqrt{\frac{\pi}{\left\|g^{-1} h\right\|_{\infty}+1}}+\sqrt{2\left\|g^{-1} h\right\|_{\infty}}\right) \sqrt{\left\|g^{-1} h-1\right\|_{2}} \tag{57}
\end{align*}
$$

Here, $\|A\|_{\infty}=\sup _{\|\psi\|=1}\|A \psi\|$ is the operator norm while $\|A\|_{2}=\sqrt{\operatorname{tr} A^{*} A}$ is the Frobenious norm. Let us compare this bound with equation (56). By following the steps in the proof of [9, theorem S12], we can further bound equation (56) by

$$
\begin{equation*}
\left\|\mathcal{U}_{g}-\mathcal{U}_{h}\right\|_{\diamond}^{H^{2}, E} \leqslant 2 \sqrt{E+\frac{3 m}{8}}\left(\frac{\pi}{\left\|g^{-1} h\right\|_{\infty}+1}+2\left\|g^{-1} h\right\|_{\infty}\right)\left\|g^{-1} h-1\right\|_{2} \tag{58}
\end{equation*}
$$

Both bounds have a term that depends only on the energy (first term), which is multiplied with a term measuring the distance between $g^{-1} h$ and the identity. Notice, that our bound in equation (58) involves $\left\|g^{-1} h\right\|_{\infty}$ and $\left\|g^{-1} h-1\right\|_{2}$ in the second term, whereas the bound from [9, theorem S12] depends on the square root of these quantities. In most cases, one is particularly interested in the tightness of the second term. As an example where the second term plays a crucial role, let us consider the study of Trotter errors [10]. In this context, $g=\mathrm{e}^{-t(X+Y)}$ with $t \in \mathbb{R}$ and $X, Y \in \mathfrak{s p}(2 m, \mathbb{R})$ is some target dynamics, which should be approximated through the Trotter product formula given by $h=\left(\mathrm{e}^{-\Omega X t / L} \mathrm{e}^{-\Omega Y t / L}\right)^{L}$. Here, $\left\|g^{-1} h-1\right\|_{2}$ determines the asymptotic scaling of the Trotter product formula with the number of Trotter steps $L$. It is well-known that the Trotter error asymptotically scales as $\mathcal{O}(1 / L)$ [10, 27]. This scaling is correctly captured by our bound in equation (58), whereas the bound in [9, theorem S12] leads to a $\mathcal{O}(1 / \sqrt{L})$ behavior. We compare the two bounds explicitly for an example of such a Trotter problem in figure 2.


Figure 2. Comparison of our bound for the symplectic group in equation (58) with the bound in [9, theorem S12] for a particular Trotter problem on a log-log axis. That is, $g=\mathrm{e}^{-t(X+Y)}$ and $h=\left(\mathrm{e}^{-t X / L} \mathrm{e}^{-Y t / L}\right)^{L}$ for $t \in \mathbb{R}$ and $X, Y \in \mathfrak{s p}(2 m, \mathbb{R})$. In this particular simulation, we chose $m=1, t=1, X=\Omega$ (harmonic oscillator) and $Y=\Omega \sigma_{x}$ (generator of the squeezing transformation), where $\sigma_{x}$ denotes the first Pauli matrix. We compute the bounds for the energy-constrained diamond norm of the associated unitary channels up to the second Fock state, i.e. $\langle\psi, N \psi\rangle \leqslant 2$. The energy is taken with respect to the number operator $N$. Our bound correctly covers the $\mathcal{O}(1 / L)$ scaling of the Trotter product formula.

### 4.5. Two-mode bosonic representation of $\operatorname{SU}(1,1)$

The idea of $\operatorname{SU}(1,1)$ interferometry was first proposed in [28] and has been a major topic in quantum optics since then. By incorporating squeezing, $\mathrm{SU}(1,1)$ interferometry acquires significant advantages over conventional interferometry [29]. Here conventional interferometry means a Mach-Zehnder-type setup with beam splitters and relative phase shifts. In such a setup, the implementable transformations are parameterized by $\mathrm{SU}(2)$, and one sometimes refers to this setup as $\mathrm{SU}(2)$-interferometry [28]. The setup of $\mathrm{SU}(1,1)$ interferometry is similar: one replaces the two beam splitters of the Mach Zehnder interferometer by two parametric amplifiers [29]. In this case, the implementable transformations correspond to elements of $\operatorname{SU}(1,1)$. The Hilbert space for both of these setups is the two-mode bosonic Fock space $\mathcal{H}=\mathcal{F}_{+}\left(\mathbb{C}^{2}\right)$.

Of course, all transformations that can be implemented in both of these interferometry setups are just special cases of the two-mode quasi-free bosonic transformations for which we obtained bounds in section 4.4, but the error estimates that we obtain in this way are unnecessarily large. The reason for this is that the Nelson Laplacian of the metaplectic representation is built so that equation (16) holds for all $X \in \mathfrak{s p}(4, \mathbb{R})$ even though we only need this assumption on a Lie subalgebra, namely $\mathfrak{s u}(1,1)$.

To avoid confusion, we briefly recall the definition of the Lie group $\mathrm{SU}(1,1)$ : It is the matrix group of complex $2 \times 2$-matrices of the form

$$
\left(\begin{array}{ll}
\alpha & \beta  \tag{59}\\
\bar{\beta} & \bar{\alpha}
\end{array}\right) \quad \text { with }|\alpha|^{2}-|\beta|^{2}=1
$$

Its Lie algebra $\mathfrak{s u}(1,1)$ consists of trace-less matrices $X$ such that $X \sigma_{z}+\sigma_{z} X^{*}=0$, where $\sigma_{z}=$ $\operatorname{diag}(1,-1)$ is the third Pauli matrix. A basis of $\mathfrak{s u}(1,1)$ is

$$
X_{0}=\frac{\mathrm{i}}{2}\left(\begin{array}{cc}
1 & 0  \tag{60}\\
0 & -1
\end{array}\right), \quad X_{1}=\frac{\mathrm{i}}{2}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) \quad \text { and } \quad X_{2}=\frac{1}{2}\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) .
$$

We equip the Lie algebra with the Hilbert-Schmidt inner product $\langle X, Y\rangle=2 \operatorname{tr}\left[X^{*} Y\right]$ for $X, Y \in$ $\mathfrak{s u}(1,1)$ so that $\left\{X_{0}, X_{1}, X_{2}\right\}$ indeed is an orthonormal basis. The norm on the Lie algebra is thus $\|X\|_{\mathfrak{s u}(1,1)}=\sqrt{2}\|X\|_{2}=\sqrt{2} \sqrt{\operatorname{tr}\left[X^{*} X\right]}$. The $X_{i}$ satisfy the commutation relations

$$
\begin{equation*}
\left[X_{0}, X_{1}\right]=X_{2}, \quad\left[X_{0}, X_{2}\right]=-X_{1} \quad \text { and } \quad\left[X_{1}, X_{2}\right]=-X_{0} . \tag{61}
\end{equation*}
$$

It is a mathematical fact that the Lie groups $\operatorname{SU}(1,1)$ and $\operatorname{Sp}(2, \mathbb{R})$ (and $\operatorname{SL}(2, \mathbb{R})$ for that matter) are isomorphic. We can, however, regard this as a mathematical curiosity.

To define the representation we consider the two-mode bosonic Fock space $\mathcal{H}=\mathcal{F}_{+}\left(\mathbb{C}^{2}\right)$. We denote the creation, annihilation and number operators by $a_{i}^{*}, a_{i}$ and $N_{i}, i=1,2$, respectively. Consider the difference of number operators

$$
\begin{equation*}
D=N_{1}-N_{2} . \tag{62}
\end{equation*}
$$

The bosonic Fock space decomposes into a direct sum of its eigenspaces

$$
\begin{equation*}
\mathcal{H}=\bigoplus_{n \in \mathbb{Z}} \mathcal{D}_{n} \quad \text { with } \mathcal{D}_{n}=\overline{\operatorname{span}}\left\{\left|n_{1}, n_{2}\right\rangle \mid n_{1}, n_{2} \in \mathbb{N}_{0} \text { s.t. } n_{1}-n_{2}=n\right\} \tag{63}
\end{equation*}
$$

where $\left|n_{1}, n_{2}\right\rangle$ denote the two-mode Fock states. Consider the following bosonic operators

$$
\begin{equation*}
K_{0}=\frac{1}{2}\left(N_{1}+N_{2}+\mathbb{1}\right), \quad K_{1}=\frac{1}{2}\left(a_{1}^{*} a_{2}^{*}+a_{1} a_{2}\right) \quad \text { and } \quad K_{2}=-\frac{\mathrm{i}}{2}\left(a_{1}^{*} a_{2}^{*}-a_{1} a_{2}\right) \tag{64}
\end{equation*}
$$

Note that $K_{0}$ is just the two-mode Harmonic oscillator. The map $A: X \mapsto \sum_{i}\left\langle X, X_{i}\right\rangle K_{i}$ is a representation of $\mathfrak{s u}(1,1)$ since

$$
\begin{equation*}
\left[K_{0}, K_{1}\right]=\mathrm{i} K_{2}, \quad\left[K_{0}, K_{2}\right]=-\mathrm{i} K_{1} \quad \text { and } \quad\left[K_{1}, K_{2}\right]=-\mathrm{i} K_{0} \tag{65}
\end{equation*}
$$

Each of the $K_{i}$ commutes with $D$ so that we may restrict them to the subspaces $\mathcal{D}_{n}$. These restrictions exponentiate to strongly continuous irreducible representations $\left(U^{(n)}, \mathcal{D}_{n}\right)$ of $\mathrm{SU}(1,1)$ which are labelled by $n \in \mathbb{Z}$ [30]. It follows from the canonical commutation relations that $K_{1}^{2}+K_{2}^{2}=K_{0}^{2}-\frac{1}{4} D^{2}+\frac{1}{4} \mathbb{1}$. For the full bosonic representation $(U, \mathcal{H})=\bigoplus_{n \in \mathbb{Z}}\left(U^{(n)}, \mathcal{D}_{n}\right)$, we get $\Delta=2 K_{0}^{2}-\frac{1}{4}\left(D^{2}-\mathbb{1}\right)$. Combining this with $D=n$ on $\mathcal{D}_{n}$, proves that the Nelson Laplacian $\Delta^{(n)}$ of $\left(U^{(n)}, \mathcal{D}_{n}\right)$ takes the form

$$
\begin{equation*}
\Delta^{(n)}=K_{0}^{2}+K_{1}^{2}+K_{2}^{2}=2 K_{0}^{2}+\frac{1-n^{2}}{4} \mathbb{1} . \tag{66}
\end{equation*}
$$

Note that the operators only act on $\mathcal{D}_{n}$, which actually allows the above equation to define a positive operator for all $n \in \mathbb{Z}$. Theorem 5 applies and shows that

$$
\begin{equation*}
\left\|U_{g}^{(n)} \psi-U_{h}^{(n)} \psi\right\| \leqslant \frac{1}{2} \sqrt{8\left\langle\psi, K_{0}^{2} \psi\right\rangle-n^{2}+1} d(g, h) \tag{67}
\end{equation*}
$$

Recall that $K_{0}$ is just the two-mode Harmonic oscillator restricted to $\mathcal{D}_{n}$. Note that one can always use $d(g, h) \leqslant \sqrt{2}\left\|\log \left(g^{-1} h\right)\right\|_{2}$ for sufficiently close $g, h$ to obtain practical bounds. Consider, for example, a Fock state $\psi=\left|n_{1}, n_{2}\right\rangle$. Then we get the following

$$
\begin{equation*}
\| U_{g}\left|n_{1}, n_{2}\right\rangle-U_{h}\left|n_{1}, n_{2}\right\rangle\left\|\leqslant \frac{1}{\sqrt{2}} \sqrt{8\left(n_{1}+n_{2}+1\right)^{2}-\left(n_{1}-n_{2}\right)^{2}+1}\right\| \log \left(g^{-1} h\right) \|_{2} \tag{68}
\end{equation*}
$$

For the corresponding unitary channels, one obtains the following bounds on the energyconstrained diamond norm with respect to $K_{0}^{2}$, the square of the harmonic oscillator,

$$
\begin{equation*}
\left\|\mathcal{U}_{g}^{(n)}-\mathcal{U}_{h}^{(n)}\right\|_{\diamond}^{K_{0}^{2}, E} \leqslant \sqrt{8 E-n^{2}+1} d(g, h) \tag{69}
\end{equation*}
$$

### 4.6. Representation of the Lorentz group

Consider the Minowksi space $\mathbb{R}^{1,3}$ equipped with the scalar product

$$
\begin{equation*}
(p, q) \mapsto \eta(p, q)=\vec{p} \cdot \vec{q}-p_{0} q_{0} \tag{70}
\end{equation*}
$$

where $\vec{p}=\left(p_{1}, p_{1}, p_{2}\right)$ are the entries of a four vector $p=\left(p_{0}, p_{1}, p_{2}, p_{3}\right) \in \mathbb{R}^{1,3}$. We do not use the Einstein summation convention, and we only use lower indices to avoid confusion as we have to use both Euclidean and Lorentzian geometry. The scalar product corresponds to the matrix $\operatorname{diag}(-1,1,1,1)$ which we also denote by $\eta$, i.e. $\eta(p, q)=p \cdot \eta q$, where we use ' $\cdot$ ' to denote the Euclidean inner product. The Lorentz group $G=\mathrm{O}(1,3)$ is the set of (real) $4 \times 4$ matrices $\Lambda \in \mathbb{R}^{4 \times 4}$, which leave the scalar product invariant, i.e. an invertible matrix $\Lambda$ is in $\mathrm{O}(1,3)$ if and only if

$$
\begin{equation*}
\Lambda^{\top} \eta \Lambda=\eta \tag{71}
\end{equation*}
$$

We restrict our attention here to the connected component, $G=\mathrm{SO}^{+}(1,3)$, called the proper orthochronous Lorentz group (or the restricted Lorentz group). The Lie algebra $\mathfrak{g}=\mathfrak{s o}(1,3)$ consists of trace-less matrices $X \in \mathbb{R}^{4 \times 4}$ such that $X^{\top} \eta+\eta X=0$. We equip it with half the Frobenius inner product $\langle X, Y\rangle=\frac{1}{2} \operatorname{tr}\left[X^{\top} Y\right]$, so that the norm becomes $\|\cdot\|_{\mathfrak{s o}(1,3)}=2^{-1 / 2}\|\cdot\|_{2}$.

The strongly continuous irreducible representations of the Lorentz group have been classified by Wigner [31]. Up to unitary equivalence, they depend on a 'mass' $m \geqslant 0$ and a 'spin' $s \in \frac{1}{2} \mathbb{N}_{0}$ [32, chapter I.3]. Here, we consider the scalar, i.e. $s=0$, case only. Error bounds for the representations with spin can be obtained similarly. Consider the positive-energy (or 'future directed') mass hyperboloid $\mathcal{M}_{m}=\left\{p \in \mathbb{R}^{1,3} \mid \eta(p, p)=-m^{2}, p_{0} \geqslant 0\right\}$ corresponding to mass $m>0$. Equivalently, $\mathcal{M}_{m}$ consists of those $p$ such that $p_{0}=\sqrt{\vec{p}^{2}+m^{2}}$ and this gives us a coordinatization of $\mathcal{M}_{m}$ in terms of $\mathbb{R}^{3}$. Hence, we may view $p_{0}$ as a function of $\vec{p}$ for $p \in \mathcal{M}_{m}$. In momentum space, the scalar representation of the Lorentz group acts on the Hilbert space $\mathcal{H}$ of square-integrable functions $\psi: \mathcal{M}_{m} \rightarrow \mathbb{C}$, i.e. $\mathcal{H}=L^{2}\left(\mathcal{M}_{m}\right)$ with respect to the measure $\mathrm{d}^{3} p /\left(2 p_{0}\right)$. A Lorentz transformations $\Lambda$ acts on a wavefunction $\psi \in \mathcal{H}$ in the natural way

$$
\begin{equation*}
U_{\Lambda} \psi(p)=\psi\left(\Lambda^{-1} p\right) \tag{72}
\end{equation*}
$$

The irreducibility of the representation expresses itself by the Fourier transformed wave functions $\tilde{\psi}$ in position space satisfying the Klein-Gordon equation $\left(\partial_{t}^{2}-\Delta\right) \tilde{\psi}=-m^{2} \tilde{\psi}$. We now compute the induced representation of the Lie algebra

$$
\begin{equation*}
A(X) \psi(p)=\left.\mathrm{i} \frac{\mathrm{~d}}{\mathrm{~d} t} \psi\left(\mathrm{e}^{-t X} p\right)\right|_{t=0}=-\mathrm{i} \nabla_{X p} \psi(p), \quad X \in \mathfrak{s o}(1,3) \tag{73}
\end{equation*}
$$

where $\nabla_{v}$ denotes the directional derivative (in a direction $v$ tangent to $\mathcal{M}_{m}$ ) and $\psi$ is suitably differentiable. Indeed, $X p$ is always tangent to the (positive-energy) mass hyperboloid $\mathcal{M}_{m}$ at the point $p \in \mathcal{M}_{m}$ if $X \in \mathfrak{s o}(1,3)$.

To state our bounds, we need to compute the expectation values of the Nelson Laplacian for arbitrary $\psi \in \mathcal{H}$. We will do this directly without first computing the action of the Nelson Laplacian on wavefunctions. To this end, we will need an orthonormal basis $\left\{X^{(n)}\right\}_{n}$ of $\mathfrak{s o}(1,3)$. To obtain a useful expression for the expectation values $\langle\psi, \Delta \psi\rangle$ for differentiable $\psi$, we do the following: We extend the wavefunction $\psi$ to a differentiable function (also denoted by $\psi$ ) on the full Minkowski space, and we extend the generators $A(X)$ to first-order differential operators on the full Minkowski space by setting $A(X) \psi(p)=-\mathrm{i} \sum_{i j} X_{i j} p_{j} \partial_{i} \psi$. Subject to the condition that $|\nabla \psi|$ should still be square-integrable on $\mathcal{M}_{m}$, this extension may be chosen arbitrarily. We may now use the flat coordinates of the Minkowski space for our computation instead of having to compute derivatives in the coordinates of the curved 3-manifold $\mathcal{M}_{m}$. Since we will integrate only over the sub-manifold $\mathcal{M}_{m}$ to compute the expectation value, it is guaranteed that the result will be independent of the arbitrary choice we made when we extended $\psi$. We define the shorthand notation $T_{i j k l}=\sum_{n} X_{i j}^{(n)} X_{k l}^{(n)}$. With this, we compute

$$
\begin{align*}
\langle\psi, \Delta \psi\rangle & =\sum_{n}\left\langle A\left(X^{(n)}\right) \psi, A\left(X^{(n)}\right) \psi\right\rangle \\
& =-\sum_{i j k l n}\left\langle X_{i j}^{(n)} p_{j} \partial_{i} \psi, X_{k l}^{(n)} p_{l} \partial_{k} \psi\right\rangle \\
& =-\sum_{i j k l} T_{i j k l}\left\langle\partial_{i} \psi, p_{j} p_{l} \partial_{k} \psi\right\rangle . \tag{74}
\end{align*}
$$

Note that the partial derivatives $\partial_{i} \psi$ are in $\mathcal{H}$ because the extension is such that $|\nabla \psi|$ is squareintegrable on $\mathcal{M}_{m}$. To compute further, we need to compute the numbers $T_{i j k l}$. To do this, we choose the standard basis of $\mathfrak{s o}(1,3)$ :

$$
\begin{align*}
J_{1}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0
\end{array}\right), & K_{1}=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \\
J_{2}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{array}\right), & K_{2}=\left(\begin{array}{llll}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right),  \tag{75}\\
J_{3}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), & K_{3}=\left(\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right) .
\end{align*}
$$

The $J_{i}$ generate the subgroup $\mathrm{SO}(3)$ of spatial rotations while the $K_{i}$ generate boosts. We use the standard notation $M_{i j}=\sum_{k} \varepsilon_{i j k} J_{k}$ and $M_{0 i}=-M_{i 0}=K_{i}$ for $i, j, k \in\{1,2,3\}$. These matrices satisfy $M_{m n}=-M_{n m}$ with $m, n=0, \ldots, 3$, and we have the following formula for their matrix entries

$$
\begin{equation*}
\left(M_{m n}\right)_{i j}=\eta_{n i} \delta_{m j}-\eta_{m i} \delta_{n j} . \tag{76}
\end{equation*}
$$

This gives

$$
\begin{align*}
T_{i j k l} & =\frac{1}{2} \sum_{m n}\left(M_{m n}\right)_{i j}\left(M_{m n}\right)_{k l} \\
& =\frac{1}{2} \sum_{m n}\left(\eta_{m i} \delta_{n j}-\eta_{n i} \delta_{m j}\right)\left(\eta_{m k} \delta_{n l}-\eta_{n k} \delta_{m l}\right) \\
& =\frac{1}{2}\left(\sum_{m} \eta_{m i} \eta_{m k} \delta_{j l}-\eta_{l i} \eta_{j k}-\eta_{l i} \eta_{j k}+\sum_{n} \eta_{n i} \eta_{n k} \delta_{j l}\right) \\
& =\delta_{i k} \delta_{j l}-\eta_{l i} \eta_{j k} . \tag{77}
\end{align*}
$$

Inserting this into (74) leads to

$$
\begin{align*}
\langle\psi, \Delta \psi\rangle & =-\sum_{i j k l} T_{i j k l}\left\langle\partial_{i} \psi, p_{j} p_{l} \partial_{k} \psi\right\rangle \\
& =-\sum_{i j}\left\langle\partial_{i} \psi, p_{j}^{2} \partial_{i} \psi\right\rangle+\left\langle\sum_{i j} p_{j} \eta_{i j} \partial_{i} \psi, \sum_{k l} p_{l} \eta_{k l} \partial_{k} \psi\right\rangle \\
& =\|\eta(p, \nabla \psi)\|^{2}-\||p| \nabla \psi\|^{2} \tag{78}
\end{align*}
$$

where we restricted $\psi$ again to $\mathcal{H}$. Notice that $\nabla \psi$ in the second term is a $\mathbb{C}^{4}$-valued function. Thus, the second norm is taken in $L^{2}\left(\mathcal{M}_{m}, \mathbb{C}^{4}\right)=\mathcal{H} \otimes \mathbb{C}^{4}$. We stress again that even though equation (78) only makes sense if $\psi$ is extended to a differentiable function on $\mathbb{R}^{1,3}$ (or at least some open subset containing $\mathcal{M}_{m}$ ), the value is independent of this extension. By theorem 5, we obtain the following error bounds for Lorentz transformations in the scalar representation

$$
\begin{equation*}
\left\|\left(U_{\Lambda}-U_{\tilde{\Lambda}}\right) \psi\right\| \leqslant \frac{1}{\sqrt{2}} \sqrt{\|\eta(p, \nabla \psi)\|^{2}-\||p| \nabla \psi\|^{2}}\left\|\log \left(\tilde{\Lambda}^{-1} \Lambda\right)\right\|_{2} \tag{79}
\end{equation*}
$$

## 5. Proofs

In this section, we present the proofs of all the previous results. We will do this in the chronological order of how they appear in the preceding sections. Notice, however, that this order differs from the logical one as we might use later results in order to prove earlier ones. The logical order of the proofs is lemma 4, theorem 5, lemma 2, proposition 3, lemma 13, theorem 12 , proposition 14. Also, we will not explicitly prove proposition 6 since the proof coincides with that of theorem 5 .

Proof of lemma 2. It is straightforward to see that $d$ is left-invariant, positive, symmetric (in the sense that $d(g, h)=d(h, g)$ ) and that $d$ satisfies the triangle inequality. Consider the left-regular representation $(U, \mathcal{H})$ which is defined on $\mathcal{H}=L^{2}(G, \mathrm{~d} \mu)$, where $\mu$ is the left Haar measure of $G$, via $U_{g} \psi(h)=\psi\left(g^{-1} h\right)$. It is well-known that the left-regular representation is faithful and strongly continuous. Strong continuity follows, for example, from [33, lemma 3.3.7] (faithfulness also follows from what is shown below). Suppose that $d(g, h)=0$, then our bound equation (15) implies that $U_{g}=U_{h}$ in the left-regular representation, which by faithfulness yields $g=h$. This concludes the proof for $d$ being a metric.

To show that the metric topology induced by $d$ is the Lie group topology of $G$, we have to show that $g_{n} \rightarrow 1$ is equivalent to $d\left(g_{n}, 1\right) \rightarrow 0$ for any sequence $g_{n}$ in $G$. If $g_{n} \rightarrow 1$, then for
large enough $n$ we have $\log \left(g_{n}\right) \rightarrow 0$ in $\mathfrak{g}$. One also has the estimate $\left\|\log g_{n}\right\|_{\mathfrak{g}} \geqslant d\left(g_{n}, 1\right)$ since $g_{n}=e^{\log g_{n}}$ for large enough $n$. Combining these two shows that $g_{n} \rightarrow 1$ implies $d\left(g_{n}, 1\right) \rightarrow 0$.

For the converse, consider again the left regular representation. We will prove the contraposition, i.e. that if $g_{n}$ is a sequence that does not converge to 1 , then also $U_{g_{n}}$ does not converge to 1. Due to equation (15), this will show that $d\left(g_{n}, 1\right)$ does not converge to 0 . To this end, we first observe that if $V$ is a neighborhood of 1 , then there exists a neighborhood $W \subset V$ of 1 such that for each $g \notin V$ it holds that $g W \cap W=\varnothing$. This follows from existence of a symmetric neighborhood $W \subset V$ of 1 such that $W^{2}=\{g h \mid g, h \in W\} \subset V$ [33]: If $g W \cap W \neq \varnothing$ then there exists a $h \in W$ such that $g h \in W$. But since $W$ is symmetric, it then follows that $g=(g h) h^{-1} \in W^{2} \subset V$. Thus $g \notin V$ implies $g W \cap W=\varnothing$. Let $\psi=\chi_{W}$ be the characteristic function of $W$. By the construction of $W$, we then have that $\left\|U_{g} \psi-\psi\right\|_{2}^{2}=2\|\psi\|^{2}=2 \mu(W)>0$ for each $g \notin V$, where $\mu$ is the Haar measure on $G$. In particular, since for each $1 \neq g \in G$, there exists a neighborhood $V$ of 1 that does not contain $g$, faithfulness follows. Now, let $g_{n}$ be a sequence in $G$, not converging to 1 . By passing to a subsequence we can assume that there exists a neighborhood $V$ of $1 \in G$ such that $g_{n} \notin V$ for all $n$. From what we have seen before, it follows that $U_{g_{n}}$ does not converge strongly to $\mathbb{1}$.

Proof of proposition 3. It is known that exponential curves are geodesics with respect to a biinvariant metric and that conversely, any geodesic is of the form $t \mapsto g \mathrm{e}^{t X}$ for some $X \in \mathfrak{g}, g \in G$ [34, proposition 4.3]. This proves equation (8) since on a neighborhood $V$ of $0 \in \mathfrak{g}$, such that the restriction of exp to $V$ becomes a diffeomorphism, the shortest path is always the exponential one. We only have to prove that $d(g, h)$ is the Riemannian distance for $h=1$. For $n$ large enough, let $\left(Y_{1}^{(n)}, \ldots, Y_{k_{n}}^{(n)}\right)$ be a sequence of families of generators such that $g=\mathrm{e}^{Y_{1}^{(n)}} \cdots \mathrm{e}^{Y_{k_{n}}^{(n)}}$ and such that $d_{n} \equiv \sum_{j}\left\|Y_{j}^{(n)}\right\|_{\mathfrak{g}} \rightarrow d(g, 1)$. Without loss of generality, we set $k_{n}=n$. Then the curve $\gamma_{n}(t):[0, n] \rightarrow G$ with

$$
\begin{equation*}
t \mapsto \mathrm{e}^{\tau Y_{k}^{(n)}} \mathrm{e}^{Y_{k-1}^{(n)}} \cdots \mathrm{e}^{Y_{1}^{(n)}} \quad \text { with }(k, \tau) \in\{1, \cdots, n\} \times[0,1) \text {, s.t. } k-1+\tau=t, \tag{80}
\end{equation*}
$$

joins the neutral element 1 and $g$ and has Riemannian length equal to $d_{j}$. Therefore the definition of $d(g, 1)$ equals that of the Riemannian distance except for the fact that one allows only for piecewise geodesic curves. In particular, this shows the ' $\geqslant$ ' part of equation (7). For the converse, let $\gamma_{n}$ be a minimizing sequence of curves for equation (7). Without loss of generality, we can let all $\gamma_{n}$ be defined on the unit interval $[0,1]$. Put $g_{n, j}=\gamma_{n}(j / n)$. For sufficiently large $K$, there are $Y_{j}^{(n)}=\log \left(g_{n, j}\right)$ for all $j \leqslant n$ and $n \geqslant K$. We now consider the curves $\tilde{\gamma}_{n}$ defined as in equation (80). It is clear that $L\left[\tilde{\gamma}_{n}\right] \leqslant L\left[\gamma_{n}\right]$ because we only replaced parts of the curve with geodesic, hence shorter, parts. Therefore, also $\tilde{\gamma}_{n}$ is a minimizing sequence, which, however, is already taken into account in the definition of $d$ in equation (1).

Proof of lemma 4. (1): If $\left\{Y_{j}\right\}_{j}$ is another orthonormal basis, then there is an orthogonal matrix $J \in \mathrm{O}(m, \mathbb{R})$, where $m$ is the dimension of $\mathfrak{g}$, such that $Y_{j}=\sum_{k} J_{j k} X_{k}$. It follows that

$$
\begin{equation*}
\sum_{j} A\left(Y_{j}\right)^{2}=\sum_{j k l} J_{j k} J_{j l} A\left(X_{k}\right) A\left(X_{l}\right)=\sum_{k l} \delta_{k l} A\left(X_{k}\right) A\left(X_{l}\right)=\Delta . \tag{81}
\end{equation*}
$$

(2): Given an $X \in \mathfrak{g}$, we can always find an orthonormal basis, such that $X$ is a multiple of, say, the first basis vector. Since both sides of equation (13) are homogeneous w.r.t. scalar
multiplication of $X$, we may assume that $X=X_{1}$ is the first basis vector of an orthonormal basis. This implies that $A(X)^{2} \leqslant \Delta$ which gives

$$
\begin{equation*}
\|A(X) \psi\|^{2}=\left\langle\psi, A(X)^{2} \psi\right\rangle \leqslant\langle\psi, \Delta \psi\rangle \tag{82}
\end{equation*}
$$

Since $\|X\|_{\mathfrak{g}}=1$ in the case of a basis vector, the assertion is proved.
(3): Let $P: \mathfrak{g} \rightarrow \mathfrak{g}$ be a linear map, such that $\langle X, P Y\rangle_{\mathfrak{g}}=\langle X, Y\rangle_{\mathfrak{g}}^{\prime}$. When written in a basis, $P$ is just the Gram matrix of $\langle\cdot, \cdot\rangle_{\mathfrak{g}}^{\prime}$ expressed in the chosen basis and is necessarily positive semidefinite. Assume that $\left\{X_{k}\right\}_{k}$ is a $\langle\cdot, \cdot\rangle_{\mathfrak{g}}$-orthonormal basis diagonalizing $P$, i.e $P X_{k}=$ $p_{k} X_{k}$. Then $\left\{X_{k}^{\prime}\right\}_{k}=\left\{p_{k}^{-1 / 2} X_{k}\right\}_{k}$ is a $\langle\cdot, \cdot\rangle_{\mathfrak{g}}^{\prime}$-orthonormal basis. Therefore, the $\langle\cdot, \cdot\rangle_{\mathfrak{g}}$-Nelson Laplacian reads $\Delta=\sum_{k} A\left(X_{k}^{2}\right)$, and the $\langle\cdot, \cdot\rangle_{\mathfrak{g}}^{\prime}$-Nelson Laplacian is $\Delta^{\prime}=\sum_{k} p_{k}^{-1} A\left(X_{k}\right)^{2}$. From this, it follows that $p_{\max }^{-1} \Delta \leqslant \Delta^{\prime} \leqslant p_{\min }^{-1} \Delta$ with $p_{\text {min }}, p_{\max }$ denoting smallest and largest eigenvalues of $P$, respectively. Indeed, $c=p_{\min }$ and $C=p_{\max }$ are also the optimal constants for the estimates $c\langle X, X\rangle_{\mathfrak{g}} \leqslant\langle X, X\rangle_{\mathfrak{g}}^{\prime} \leqslant C\langle X, X\rangle_{\mathfrak{g}}$ for all $X \in \mathfrak{g}$.

Proof of theorem 5. Let $(U, \mathcal{H})$ be a strongly continuous unitary representation of a connected Lie group whose Lie algebra $\mathfrak{g}$ is equipped with an Ad-invariant inner product $\langle\cdot, \cdot\rangle_{\mathfrak{g}}$. By left-invariance of the metric $d$, equation (15) is equivalent to $\left\|U_{g} \psi-\psi\right\| \leqslant \sqrt{\langle\psi, \Delta \psi\rangle}$ $\mathrm{d}(g, 1)$ for all $\psi$ and all $g$. We start with the following bound, which follows from equation (13)

$$
\begin{equation*}
\left\|\mathrm{e}^{-\mathrm{i} A(X)} \psi-\psi\right\|=\left\|\int_{0}^{1} \mathrm{e}^{-\mathrm{i} s A(X)} A(X) \psi d s\right\| \leqslant\|A(X) \psi\| \leqslant\|X\|_{\mathfrak{g}} \sqrt{\langle\psi, \Delta \psi\rangle} \tag{83}
\end{equation*}
$$

Assume that $Y_{1}, \ldots, Y_{n} \in \mathfrak{g}$ are such that $g=\mathrm{e}^{Y_{1}} \cdots \mathrm{e}^{Y_{n}}$. Then we can write $U_{g}-\mathbb{1}$ as the telescoping sum

$$
U_{g}-\mathbb{1}=\left(\mathrm{e}^{-\mathrm{i} A\left(Y_{1}\right)}-\mathbb{1}\right)+\sum_{k=2}^{n-1} \mathrm{e}^{-\mathrm{i} A\left(Y_{1}\right)} \cdots \mathrm{e}^{-\mathrm{i} A\left(Y_{k-1}\right)}\left(\mathrm{e}^{-\mathrm{i} A\left(Y_{k}\right)}-\mathbb{1}\right)
$$

Applying the triangle inequality and using the bound above shows

$$
\begin{equation*}
\left\|U_{g} \psi-\psi\right\|=\sum_{k=1}^{n}\left\|\mathrm{e}^{-\mathrm{i} A\left(Y_{n-k+1}\right)} \psi-\psi\right\| \leqslant \sqrt{\langle\psi, \Delta \psi\rangle} \sum_{k=1}^{n}\left\|Y_{k}\right\|_{\mathfrak{g}} \tag{84}
\end{equation*}
$$

We may now take the infimum over all finite collections $\left\{Y_{j}\right\}$ such that $g=\mathrm{e}^{Y_{1}} \cdots \mathrm{e}^{Y_{n}}$. This proves the claim as taking an infimum preserves the inequality.

Proof of theorem 12. Let $(U, \mathcal{H})$ be a projective representation, continuous on a neighborhood $\mathscr{U}$ of $1 \in G$, implementing $(\mathcal{U}, \mathcal{H})$. That is for all $g \in G, \mathcal{U}_{g}(\rho)=U_{g} \rho U_{g}^{*}$. We will show that for $\psi \in \operatorname{dom} \sqrt{\Delta}$ with $\|\psi\|=1$ it holds that

$$
\begin{equation*}
\left\|\mathcal{U}_{g}\left(\rho_{\psi}\right)-\mathcal{U}_{h}\left(\rho_{\psi}\right)\right\|_{1} \leqslant 2 \sqrt{\langle\psi, \Delta \psi\rangle} d(g, h) \tag{85}
\end{equation*}
$$

where $\rho_{\psi}=|\psi\rangle\langle\psi|$. The bound for the ECD norm then follows from [9, theorem 1], resp. lemma 13.

First, note that for any $g, h \in G$

$$
\begin{align*}
\frac{1}{2}\left\|\mathcal{U}_{g}\left(\rho_{\psi}\right)-\mathcal{U}_{h}\left(\rho_{\psi}\right)\right\|_{1} & =\sqrt{1-\left|\left\langle U_{g} \psi, U_{h} \psi\right\rangle\right|^{2}} \\
& \leqslant \sqrt{2} \sqrt{1-\left|\left\langle U_{g} \psi, U_{h} \psi\right\rangle\right|} \\
& =\inf _{\omega \in \mathrm{U}(1)}\left\|U_{g} \psi-\omega U_{h} \psi\right\| \\
& \leqslant\left\|U_{g} \psi-U_{h} \psi\right\| . \tag{86}
\end{align*}
$$

Because of left invariance, we can assume $h=1$. We roughly follow the idea of the proof of theorem 5. We start by showing the following bound for group elements of the form $g=\mathrm{e}^{X}$ :

$$
\left\|\mathcal{U}_{\mathrm{e}^{x}}\left(\rho_{\psi}\right)-\rho_{\psi}\right\|_{1} \leqslant 2 \sqrt{\langle\psi, \Delta \psi\rangle}\|X\|_{\mathfrak{g}} .
$$

For $n \in \mathbb{N}$, a telescoping sum argument shows

$$
\left\|\mathcal{U}_{\mathbf{e}^{x}}\left(\rho_{\psi}\right)-\rho_{\psi}\right\|_{1} \leqslant n\left\|\mathcal{U}_{\mathrm{e}^{x / n}}\left(\rho_{\psi}\right)-\rho_{\psi}\right\|_{1} .
$$

By choosing $n$ large enough and by homogeneity of $\|\cdot\|_{\mathfrak{g}}$, we can thus assume $\mathrm{e}^{X} \in \mathscr{U}$. The generator $A(X)$ from lemma 9 then satisfies

$$
\begin{equation*}
\left(U_{\mathrm{e}^{x}}-\mathbb{1}\right) \psi=-\mathrm{i} \int_{0}^{1} U_{\mathrm{e}^{s x}} A(X) \psi \mathrm{d} s \tag{87}
\end{equation*}
$$

for $\psi \in \operatorname{dom} A(X)$. We can use equation (87) to find

$$
\left\|U_{\mathrm{e}^{x} \psi} \psi-\psi\right\| \leqslant \int_{0}^{1}\left\|U_{\mathrm{e}^{\mathfrak{x}}} A(X) \psi\right\| \mathrm{d} s=\|A(X) \psi\| \leqslant\|X\|_{\mathfrak{g}} \sqrt{\langle\psi, \Delta \psi\rangle}
$$

Together with equation (86), this gives the desired bound. We can now proceed precisely as in the proof of theorem 5. For any family $\left(Y_{1}, \ldots, Y_{n}\right)$ such that $g=\mathrm{e}^{Y_{1}} \cdots \mathrm{e}^{Y_{n}}$ one can use a telescoping sum to obtain

$$
\begin{equation*}
\left\|\mathcal{U}_{g}\left(\rho_{\psi}\right)-\rho_{\psi}\right\|_{1} \leqslant \sum_{k=1}^{n}\left\|\mathcal{U}_{\mathrm{e}^{r_{k}}}\left(\rho_{\psi}\right)-\rho_{\psi}\right\|_{1} . \tag{88}
\end{equation*}
$$

The right hand side is bounded by $2 \sqrt{\langle\psi, \Delta \psi\rangle} \sum_{k=1}^{n}\left\|Y_{k}\right\|_{\mathfrak{g}}$. Taking the infimum over all families of generators proves the bound

$$
\begin{equation*}
\left\|\mathcal{U}_{g}\left(\rho_{\psi}\right)-\rho_{\psi}\right\|_{1} \leqslant 2 \sqrt{\langle\psi, \Delta \psi\rangle} \tag{89}
\end{equation*}
$$

Proof of lemma 13. As mentioned in section 3.2, lemma 13 the case of $\operatorname{dim}(\mathcal{H}) \geqslant 3$ is the content of [9, theorem 1], while the 1-dimensional case is trivial. This proof will deduce the result for $\operatorname{dim}(\mathcal{H})=2$ from the 3 -dimensional case. Since the proof does not depend on the specific dimensions, we show a slightly more abstract statement in hope of achieving a clearer presentation of the techniques.

To do so, let $\mathcal{H}$ be of arbitrary dimension and consider the direct sum Hilbert space $\mathcal{K}=$ $\mathcal{H} \oplus \mathbb{C}$. We will extend $\mathcal{U}, \mathcal{V}$, and $H$ in a suitable sense that allows us to relate the corresponding

ECD norm distance to that of $\mathcal{U}$ and $\mathcal{V}$. That $\operatorname{dim}(\mathcal{K})=\operatorname{dim}(\mathcal{H})+1$ will allow us to apply $[9$, theorem 1] to $\mathcal{K}$ (except for the trivial case $\operatorname{dim}(\mathcal{H})=1$ ).

Every density operator $\omega \in \mathfrak{S}(\mathcal{K})$ has the form

$$
\omega \equiv \omega(\rho, \psi, p)=\left(\begin{array}{cc}
(1-p) \rho & |\psi\rangle  \tag{90}\\
\langle\psi| & p
\end{array}\right)
$$

for some $\rho \in \mathfrak{S}(\mathcal{H}), \psi \in \mathcal{H}$ and $p \in[0,1]$. We will employ the notation also for operators of this form that are not necessarily density operators. By choosing an ONB $|k\rangle$ of $\mathcal{H}$, positivity of $\omega$ implies that

$$
\omega^{(k)}=\left(\begin{array}{cc}
(1-p)\langle k| \rho|k\rangle & \langle k \mid \psi\rangle  \tag{91}\\
\langle\psi \mid k\rangle & p
\end{array}\right) \geqslant 0
$$

Therefore, $0 \leqslant \operatorname{det}\left(\omega^{(k)}\right)=p(1-p)\langle k| \rho|k\rangle-|\langle k \mid \psi\rangle|^{2}$, so, by summing over $k$, we find $\|\psi\| \leqslant$ $\sqrt{p(1-p)} \leqslant \sqrt{p}$.

We denote the unitary channel on $\mathfrak{S}(\mathcal{K})$ corresponding to $U \oplus 1$ as $\mathcal{U}_{\mathcal{K}}\left(\mathcal{V}_{\mathcal{K}}\right.$ is defined analogously). It acts as $\omega(\rho, \psi, p) \mapsto \omega(\mathcal{U}(\rho), U \psi, p)$. Let $\mathcal{P}$ be the pinching channel $\mathcal{P}$ : $\omega(\rho, \psi, p) \mapsto \omega(\rho, 0, p)$ associated to the direct sum decomposition of $\mathcal{K}$. By contractivity of quantum channels with respect to the trace norm, it then holds that

$$
\begin{equation*}
\left\|\left(\mathcal{U}_{\mathcal{K}}-\mathcal{V}_{\mathcal{K}}\right)(\omega)\right\|_{1} \geqslant\left\|\mathcal{P} \circ\left(\mathcal{U}_{\mathcal{K}}-\mathcal{V}_{\mathcal{K}}\right)(\omega)\right\|_{1} \tag{92}
\end{equation*}
$$

where the right-hand side computes to

$$
\begin{equation*}
\left\|\mathcal{P} \circ\left(\mathcal{U}_{\mathcal{K}}-\mathcal{V}_{\mathcal{K}}\right)(\omega)\right\|_{1}=(1-p)\|(\mathcal{U}-\mathcal{V})(\rho)\|_{1} \tag{93}
\end{equation*}
$$

However, on the other hand, due to $\omega=\omega(\rho, 0, p)+\omega(0, \psi, 0)$, the triangle inequality implies

$$
\begin{equation*}
\left\|\left(\mathcal{U}_{\mathcal{K}}-\mathcal{V}_{\mathcal{K}}\right)(\omega)\right\|_{1} \leqslant(1-p)\|(\mathcal{U}-\mathcal{V})(\rho)\|_{1}+\|\omega(0,(U-V) \psi, 0)\|_{1} \tag{94}
\end{equation*}
$$

By exploiting the fact that $\|\omega(0,(U-V) \psi, 0)\|_{1}=2\|(U-V) \psi\| \leqslant 4\|\psi\|$, we obtain

$$
\begin{equation*}
(1-p)\|(\mathcal{U}-\mathcal{V})(\rho)\|_{1} \leqslant\left\|\left(\mathcal{U}_{\mathcal{K}}-\mathcal{V}_{\mathcal{K}}\right)(\omega)\right\|_{1} \leqslant(1-p)\|(\mathcal{U}-\mathcal{V})(\rho)\|_{1}+4 \sqrt{p} \tag{95}
\end{equation*}
$$

Here, the first inequality follows from equation (93).
Let $H$ be a Hamiltonian on $\mathcal{H}$ as in the statement of the theorem and extend it to the block diagonal Hamiltonian $H_{\lambda}:=H \oplus \lambda$ on $\mathcal{K}$. Note,that $\operatorname{Spec}\left(H_{\lambda}\right)=\operatorname{Spec}(H) \cup\{\lambda\}$. We have that $\operatorname{tr}\left[\omega H_{\lambda}\right]=(1-p) \operatorname{tr}[\rho H]+p \lambda$, thus restricting to $\omega$ with energy at most $E$ implies that $\|\psi\|^{2} \leqslant$ $p \leqslant E / \lambda$. Therefore,

$$
\begin{equation*}
\left(1-\frac{E}{\lambda}\right)\|\mathcal{U}-\mathcal{V}\|_{\diamond}^{H, E} \leqslant\left\|\mathcal{U}_{\mathcal{K}}-\mathcal{V}_{\mathcal{K}}\right\|_{\diamond}^{H_{\lambda}, E} \leqslant\|\mathcal{U}-\mathcal{V}\|_{\diamond}^{H, E}+4 \sqrt{\frac{E}{\lambda}} \tag{96}
\end{equation*}
$$

so $\left\|\mathcal{U}_{\mathcal{K}}-\mathcal{V}_{\mathcal{K}}\right\|_{\diamond}^{H_{\lambda}, E} \longrightarrow\|\mathcal{U}-\mathcal{V}\|_{\diamond}^{H, E}$ as $\lambda \rightarrow \infty$. It also follows that for $E$ fixed and $\psi \neq 0$ or $p \neq 0$ there exists a $\lambda_{*}$, such that $\operatorname{tr}\left[\omega H_{\lambda}\right]>E$ for all $\lambda \geqslant \lambda_{*}$. Hence, the limit of $\| \mathcal{U}_{\mathcal{K}}-$ $\mathcal{V}_{\mathcal{K}} \|_{O_{\lambda}, E}^{H_{\lambda}}$ only depends on states $\omega(\rho, 0,0)$ with $\operatorname{tr}[\rho H] \leqslant E$. However, for computing $\| \mathcal{U}_{\mathcal{K}}-$ $\mathcal{V}_{\mathcal{K}} \|_{\diamond}^{H_{\lambda}, E}$ we only need to consider pure states on $\mathcal{K}$ due to [9, theorem 1]. But on $\omega(\rho, 0,0)$, (95) is an equality, so the same holds for $\|\mathcal{U}-\mathcal{V}\|_{\diamond}^{H, E}$.

Proof of proposition 14. Note that we may assume $h=1_{G}$ and $\tilde{h}=1_{\tilde{G}}$ because of leftinvariance. Since we identify the Lie algebras of $G$ and $\tilde{G}$ via $\mathrm{d} \pi$, it holds that $\pi\left(\tilde{\mathrm{e}}^{Y}\right)=\mathrm{e}^{Y}$. Therefore, if $\tilde{g}=\tilde{\mathrm{e}}^{Y_{1}} \cdots \tilde{\mathrm{e}}^{Y_{n}}$ then $g=\pi(\tilde{g})=\mathrm{e}^{Y_{1}} \cdots \mathrm{e}^{Y_{n}}$. In other words, every family $Y_{i}$ contributing to the infimum for $\tilde{d}$ also contributes to $d$, so $\tilde{d}\left(\tilde{g}, 1_{\tilde{G}}\right) \geqslant d\left(g, 1_{G}\right)$.

For $\varepsilon>0$ we denote by $B_{\varepsilon}$ the open ball of $d$-radius $\varepsilon$ around $1_{G}$ in G . To show the opposite inequality, we first show that if $g \in B_{\varepsilon}$, then the infimum in equation (1) can be computed by only considering decompositions $g=\mathrm{e}^{Y_{1}} \cdots \mathrm{e}^{Y_{n}}$, such that the corresponding piece-wise exponential curve $\gamma=\gamma_{\left(Y_{1}, \ldots, Y_{n}\right)}:[0, n] \rightarrow G$ as defined in equation (80) never leaves $B_{\varepsilon}$. That is, we only need to consider curves with $\gamma(t) \in B_{\varepsilon}$ for all $t \in[0, n]$. In order to show this, suppose there are $\left(Y_{1}, \ldots, Y_{n}\right)$, such that the endpoint $g=\gamma(n)$ is in $B_{\varepsilon}$, even though the curve is outside of $B_{\varepsilon}$ at some time $t=k+\tau \in(0, n)$ with $k \in \mathbb{N}, \tau \in[0,1)$. Then one finds

$$
\begin{equation*}
\sum_{j=1}^{n}\left\|Y_{j}\right\|>\sum_{j=1}^{k}\left\|Y_{j}\right\|_{\mathfrak{g}}+\tau\left\|Y_{k+1}\right\|_{\mathfrak{g}} \geqslant d(\gamma(t), 1) \geqslant \varepsilon>d(g, 1) \tag{97}
\end{equation*}
$$

Therefore, families $\left(Y_{1}, \ldots, Y_{n}\right)$, such that the curve $\gamma$ leaves $B_{\varepsilon}$ at some point do not contribute to the infimum in equation (1) defining $d(g, 1)$ if $g \in B_{\varepsilon}$.

We now choose $\varepsilon>0$ sufficiently small so that $\pi^{-1}\left(\boldsymbol{B}_{\varepsilon}\right)$ is a disjoint union of open sets, each diffeomorphic to $B_{\varepsilon}$ via $\pi$. Exactly one of them contains $1_{\tilde{G}}$, which we will denote by $V$. Let $\tilde{g} \in V$ and let $g=\pi(\tilde{g}) \in B_{\varepsilon}$ with $g=\mathrm{e}^{Y_{1}} \cdots \mathrm{e}^{Y_{n}}$, such that the corresponding curve $\gamma$ lies entirely in $B_{\varepsilon}$ as shown before. Since $\pi$ preserves exponentials and is diffeomorphic between $V$ and $B_{\varepsilon}$ we obtain a piece-wise exponential curve $\tilde{\gamma}=\pi^{-1} \circ \gamma$, such that $\tilde{\gamma}(0)=1_{\tilde{G}}$ and $\tilde{\gamma}(n)=\tilde{g}$. In particular, $\tilde{\gamma}$ gives a decomposition of $\tilde{g}$ into exponentials with the same sum of norms. As we have seen before, such sequences $\left(Y_{1}, \ldots, Y_{n}\right)$ suffice for computing $d(g, 1)$. We thus find that $\tilde{d}(\tilde{g}, 1) \leqslant d(g, 1)$.

## 6. Conclusion

In this paper, we presented a general method to obtain strong error bounds for unitary representations of any connected Lie group. Our method extends to unitary channel representations by means of the implementing projective unitary representations. Due to their generality, our bounds are directly applicable to practical calculations: By computing the Nelson Laplacian of the respective representation, strong error bounds immediately follow. We demonstrate this for six relevant examples in physics, namely spin- $j$ systems, free fermion models, displacement operators, quadratic bosonic Hamiltonians, $\mathrm{SU}(1,1)$ interferometry and spinless particles in relativistic quantum mechanics. For spin- $j$ systems, we are able to obtain bounds that are tight in first order. In case of free fermion models and quadratic bosonic Hamiltonians, our bounds show an improvement over the best-known bounds in the literature. Furthermore, the bounds for $\mathrm{SU}(1,1)$ interferometry and the error bounds for displacement operators in their unitary (not channel) representations as well as the result for spinless particles in relativistic quantum mechanics, even constitute novel bounds.
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## Appendix A. Nelson Laplacian for the metaplectic representation

Notice that a choice of an orthonormal basis on $\operatorname{Sym}(2 m, \mathbb{R})$ induces an orthonormal basis on $\mathfrak{s p}(2 m, \mathbb{R})$ via the isometric isomorphism $X \mapsto \Omega X$. We denote the standard matrix units by $E_{j k}$, i.e. $E_{j k}$ is the matrix with a one in the $j$ th row and $k$ th column and all other entries equal to zero. Then, we define an orthonormal basis of $\operatorname{Sym}(2 m, \mathbb{R})$ as

$$
\begin{align*}
M_{k, \ell} & =\left(E_{k \ell}+E_{\ell k}\right) / \sqrt{2}, \quad(\ell=2, \ldots, 2 m ; k<\ell)  \tag{98}\\
D_{k} & =E_{k k}, \quad(k=1, \ldots, 2 m) \tag{99}
\end{align*}
$$

Let us start the derivation of the Nelson Laplacian with a simple auxiliary lemma, which we will use throughout our computation.
Lemma 15. Let $H_{k}=Q_{k}^{2}+P_{k}^{2}$. Then the following identities hold

$$
\begin{align*}
\left(P_{k} Q_{k}+Q_{k} P_{k}\right)^{2} & =4 Q_{k}^{2} P_{k}^{2}-8 \mathrm{i} Q_{k} P_{k}-\mathbb{1}  \tag{100}\\
P_{k}^{2} Q_{k}^{2} & =Q_{k}^{2} P_{k}^{2}-4 \mathrm{i} Q_{k} P_{k}-2 \mathbb{1}  \tag{101}\\
\left(\sum_{k=1}^{m} H_{k}\right)^{2} & =\left(\sum_{k=1}^{m} Q_{k}^{2}\right)^{2}+\left(\sum_{k=1}^{m} P_{k}^{2}\right)^{2}+2 \sum_{k, \ell=1}^{m} Q_{k}^{2} P_{\ell}^{2}-4 \mathrm{i} \sum_{k=1}^{m} Q_{k} P_{k}-2 m \mathbb{1} \tag{102}
\end{align*}
$$

Proof. All identities follow by bringing the respective quantities into a canonical order, where first all $Q_{k}$ 's are collected and then all $P_{k}$ 's using the canonical commutation relation $\left[Q_{k}, P_{k}\right]=\mathrm{i} 1$.

Equation (100):

$$
\begin{align*}
\left(P_{k} Q_{k}+Q_{k} P_{k}\right)^{2} & =P_{k} Q_{k} P_{k} Q_{k}+P_{k} Q_{k} Q_{k} P_{k}+Q_{k} P_{k} P_{k} Q_{k}+Q_{k} P_{k} Q_{k} P_{k} \\
& =4 Q_{k} P_{k} Q_{k} P_{k}-3 i \operatorname{i} Q_{k} P_{k}-\mathrm{i} P_{k} Q_{k} \\
& =4 Q_{k}^{2} P_{k}^{2}-8 \mathrm{i} Q_{k} P_{k}-1 \tag{103}
\end{align*}
$$

Equation (101):

$$
\begin{align*}
P_{k} P_{k} Q_{k} Q_{k} & =Q_{k} P_{k} P_{k} Q_{k}-2 \mathrm{i} P_{k} Q_{k} \\
& =Q_{k}^{2} P_{k}^{2}-2 \mathrm{i} P_{k} Q_{k}-2 \mathrm{i} Q_{k} P_{k} \\
& =Q_{k}^{2} P_{k}^{2}-4 \mathrm{i} Q_{k} P_{k}-21 \tag{104}
\end{align*}
$$

Equation (102):

$$
\begin{align*}
\left(\sum_{k=1}^{m} H_{k}\right)^{2} & =\sum_{k, \ell=1}^{m} Q_{k}^{2} Q_{\ell}^{2}+Q_{k}^{2} P_{\ell}^{2}+P_{k}^{2} Q_{\ell}^{2}+P_{k}^{2} P_{\ell}^{2} \\
& =\sum_{k, \ell=1}^{m}\left(Q_{k}^{2} Q_{\ell}^{2}+P_{k}^{2} P_{\ell}^{2}+Q_{k}^{2} P_{\ell}^{2}\right)+\sum_{k \neq \ell}^{m} Q_{k}^{2} P_{\ell}^{2}+\sum_{k=1}^{m}\left(Q_{k}^{2} P_{k}^{2}-4 \mathrm{i} Q_{k} P_{k}-2 \mathbb{1}\right) \\
& =\left(\sum_{k=1}^{m} Q_{k}^{2}\right)^{2}+\left(\sum_{k=1}^{m} P_{k}^{2}\right)^{2}+2 \sum_{k, \ell=1}^{m} Q_{k}^{2} P_{\ell}^{2}-4 \mathrm{i} \sum_{k=1}^{m} Q_{k} P_{k}-2 m \mathbb{1} \tag{105}
\end{align*}
$$

where the second step follows from equation (101).
Let us sum up the squares of the Hamiltonians corresponding to the non-diagonal symmetric matrices $M_{k, \ell}$ first. That is, we compute $\Delta_{M}=\sum_{k, \ell} A\left(M_{k, \ell}\right)^{2}$. For this purpose, define $H_{k}=$ $\left(Q_{k}^{2}+P_{k}^{2}\right)$ as before. Then

$$
\begin{align*}
\Delta_{M}= & \frac{1}{4}\left(\sum_{k \leqslant \ell}^{m} \frac{\left(Q_{k} P_{\ell}+P_{\ell} Q_{k}\right)^{2}}{2}+\sum_{k<\ell}^{m} \frac{\left(2 Q_{k} Q_{\ell}\right)^{2}}{2}+\sum_{k<\ell}^{m} \frac{\left(2 P_{k} P_{\ell}\right)^{2}}{2}\right) \\
= & \frac{1}{4}\left(\sum_{k<\ell}^{m} 2 Q_{k}^{2} P_{\ell}^{2}+\sum_{k=1}^{m} \frac{4 Q_{k}^{2} P_{k}^{2}-8 i Q_{k} P_{k}-\mathbb{1}}{2}+\sum_{k<\ell}^{m} 2 Q_{k}^{2} Q_{\ell}^{2}+\sum_{k<\ell}^{m} 2 P_{k}^{2} P_{\ell}^{2}\right) \\
= & \frac{1}{4}\left(2 \sum_{k, \ell=1}^{m} Q_{k}^{2} P_{\ell}^{2}-4 i \sum_{k=1}^{m} Q_{k} P_{k}-\frac{m}{2} \mathbb{1}+\left(\sum_{k=1}^{m} Q_{k}^{2}\right)^{2}+\ldots\right. \\
& \left.\ldots+\left(\sum_{k=1}^{m} P_{k}^{2}\right)^{2}-\sum_{k=1}^{m} Q_{k}^{4}-\sum_{k=1}^{m} P_{k}^{4}\right) \\
= & \frac{1}{4}\left(\left(\sum_{k=1}^{m} H_{k}\right)^{2}-\sum_{k=1}^{m} Q_{k}^{4}-\sum_{k=1}^{m} P_{k}^{4}+\frac{3 m}{2} \mathbb{1}\right) \tag{106}
\end{align*}
$$

where we used equation (100) in the first step and equation (102) in the last step. For the diagonal matrices $D_{k}$, we have for $\Delta_{D}=\sum_{k} A\left(D_{k}\right)^{2}$

$$
\begin{equation*}
\Delta_{D}=\frac{1}{4}\left(\sum_{k=1}^{m} Q_{k}^{4}+\sum_{k=1}^{m} P_{k}^{4}\right) \tag{107}
\end{equation*}
$$

Thus, the Nelson Laplacian $\Delta=\Delta_{M}+\Delta_{D}$ becomes

$$
\begin{equation*}
\Delta=\frac{1}{4}\left(\sum_{k=1}^{m} H_{k}\right)^{2}+\frac{3 m}{8} \mathbb{1} . \tag{108}
\end{equation*}
$$

## Appendix B. Nelson Laplacian for the FLO representation

Recall that we equipped $\mathfrak{s o}(2 m, \mathbb{R})=\left\{B \in \mathbb{R}^{2 m \times 2 m} \mid B^{\top}=-B\right\}$ with the Frobenius inner product. We choose the following orthonormal basis

$$
\begin{equation*}
B_{j k}=\left(E_{j k}-E_{k j}\right) / \sqrt{2}, \quad j=1, \ldots, 2 m, \quad k<j, \tag{109}
\end{equation*}
$$

where the $E_{j k}$ are defined as in appendix A. Inserting this back to equation (33) gives

$$
\begin{equation*}
A\left(B_{j k}\right)=\frac{\mathrm{i}}{4 \sqrt{2}}\left[c_{j}, c_{k}\right], \quad j=1, \ldots, 2 m, \quad k<j \tag{110}
\end{equation*}
$$

Equation (110) can be further simplified by using the fact that $\left[c_{j}, c_{k}\right]=2\left(\delta_{j k} \mathbb{1}+c_{k} c_{j}\right)$

$$
\begin{equation*}
A\left(B_{j k}\right)=\frac{\mathrm{i}}{2 \sqrt{2}} c_{k} c_{j}, \quad j=1, \ldots, 2 m, \quad k<j \tag{111}
\end{equation*}
$$

From equation (32), we infer for $j \neq k$ that $c_{j} c_{k}=-c_{k} c_{j}$ and it follows

$$
\begin{equation*}
A\left(B_{j k}\right)^{2}=\frac{1}{8} c_{k} c_{k} c_{j} c_{j}=\frac{1}{8} \mathbb{1} \tag{112}
\end{equation*}
$$

where we have used $c_{j} c_{j}=\mathbb{1}, \forall j$. Since $\operatorname{dim}(\mathfrak{s o}(2 m))=m(2 m-1)$, the Nelson Laplacian reads

$$
\begin{equation*}
\Delta=\frac{m(2 m-1)}{8} \mathbb{1} \tag{113}
\end{equation*}
$$
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[^0]:    ${ }^{4}$ In some parts of the literature, equation (49) is written in terms of bosonic creation and annihilation operators instead of canonical position and momentum operators. This is also known as the as the operator representation of $\mathfrak{s p}(2 m, \mathbb{R})$ [16, chapter 6.1].

