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Lightweight design and hybrid components enable innovative and new component concepts, especially
when combining structurally reliable metal components with individualized polymer components. In this
research, a process for additive manufacturing polymers on the surface of extruded aluminum profiles is
examined. The extrusion process is adapted to produce foamable aluminum profiles, which can be utilized
to enable a form fit between the two materials and ensures sufficient bond strength. For this purpose, a
novel aluminum block material based on the standard wrought alloy EN AW-6082 was developed. It
consists of a solid EN AW-6082 core and powder metallurgically produced outer layer, which allows local
foaming of the aluminum profile surface. The main objective of this study was to optimize the bond strength
of the hybrid aluminum-polymer components. The methods employed include fabricating aluminum test
specimens, performing mechanical tests, x-ray microscopy to analyze the pore structure and evaluating the
3D pore distribution and the wall thickness. Virtual foam models were created to numerically investigate
suitable pore sizes and foam geometries for form-fit with the polymer. The porosity achieved as a function of
the processing of the components are discussed and a comparison is made between the real and virtual pore
structures.

Keywords additive manufacturing, aluminum foam, compression
test, virtual foam model, x-ray microscopy

1. Introduction

Lightweight design offers promising solutions for resource-
efficient and sustainable development and production of
technical functional structures. A promising lightweight design
strategy lies in the combination of different materials to create
integrated hybrid structures made of metal and thermoplastic
polymers. The tailored combination of specific material prop-
erties can result in weight-optimized and individualized hybrid
structural components and functional structures (Ref 1-3). In
the context of manufacturing individualized hybrid functional
structures in large quantities, a possible solution is to combine
continuous and additive manufacturing. Furthermore, the
bonding of dissimilar materials in the manufacturing process
often represents a central challenge. The new approach
presented involves local, near-surface foaming of extruded
aluminum profiles to create undercuts suitable for the mechan-
ical interlocking of additively applied polymer materials. The

schematic process and the resulting hybrid compound are
depicted in Fig. 1. Experimental and numerical investigations
were performed to investigate the boundary layer and optimize
the aluminum foam structure regarding the resulting bond
strength. In this context, the size of the pores in the aluminum
foam is a decisive parameter. Smaller pores result in small
aperture radii, which significantly impair the flow of the
polymer melt into the pores. For a positive contribution to the
bond strength of the boundary layer, a pore should be
completely filled with the polymer and exposed at the upper
half. In this context, investigations on metal foam production
from a wrought aluminum alloy of EN AW-6082 were carried
out. The aluminum alloy EN AW-6082, which is used in the
extrusion sector for the production of profiles due to its good
formability and good mechanical properties, has not yet been
used for metal foams. Occasional foaming tests have been
carried out with AA 6061, which is similar in chemical
composition to EN AW-6082(Ref 4). Typically, pure aluminum
or cast alloys such as AlSi12, AlSi10 or the patented alloy
AlMg4(± 1)Si8(± 1) (Ref 5) are used for the production of
aluminum foams (Ref 6-8). The manufactured test specimens in
the present study were analyzed using x-ray microscopy
(XRM) and the mechanical strengths were determined in
compression tests. In order to use the information from the
foaming study within a material-efficient, simulation-based
process design, the characterization of the foam structure in the
test specimen was used to create a virtual aluminum foam
model. The virtual foam model was validated with respect to
the median of the pore size distribution and the mean wall
thickness. In the literature, there exist already several
approaches to model the geometry of foam structures. Kelvin
cells with varying wall thickness and Weaire-Phelan structures
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which tilt space by equal volume cells are commonly used
approaches (Ref 9-11). In addition, the hollow pentagonal
dodecahedron model and the simple truss model can be used to
model open cell foam structures (Ref 12, 13). Within the
present study, a geometric model of a closed-cell aluminum
foam with varying pore sizes was needed. For this purpose, a
model approach based on the Voronoi diagram has shown the
best results (Ref 14-16). These models are often validated with
the porosity of the test specimens. In the present context, the
global porosity provides not enough information about the pore
structure in the boundary layer. This led to a novel approach for
model validation using a geometrical analysis based on XRM
to determine the pore size distribution and the mean wall
thickness.

2. Methods and Materials

2.1 Experimental

In the present study, EN AW-6082 powder was used to
produce metal foams via a powder metallurgical production
route. The powder was produced by Eckert TLS GmbH
(Bitterfeld-Wolfen, Germany) using electrode inert gas
atomization. The chemical composition according to the
manufacturer and the nominal contents of the individual
alloying elements according to DIN EN 573-3 are shown in
Table 1. In addition, measurement of the fractionated powder
with a particle diameter of 63-90 lm were conducted using a
‘‘Spectromaxx LMX06’’ (Spectro Analytical Instruments

GmbH, Kleve, Germany) spectrometer. These results are also
listed in Table 1. The powder was fractionated with a vibration
sieve machine (‘‘VS1000’’ from Retsch GmbH, Haan, Ger-
many), using sieves with mesh sizes of 180, 90, 63 and 45 lm.
Sieving of the powder was performed at 50% of the maximum
vibration amplitude for 30 min.

Furthermore, titanium hydride powder (TiH2) from Werth-
Metall (Erfurt, Germany) with a specified particle size distri-
bution of D90 = 45 lm was used as a blowing agent for the
metal foam production using the powder metallurgical process
route. The chemical composition according to the manufacturer
is given in Table 2.

In order to analyze the influence of foam stabilizers on the
porosity in foam production, silicon carbide (SiC) with a purity
of 98.44 wt.% from Mineraliengrosshandel Hausen GmbH
(Telfs, Austria) was added in various particle sizes and volume
fractions. The sizes of the SiC particles (ØSiC), which are
characterized by their FEPA numbers, are provided in Table 3.

As part of this study, 16 experimental series (ES) were
carried out. A experimental series consisted of 3-4 samples with
the same content of blowing agent (TiH2, wt.%) and foam
stabilizer (SiC, vol.%). The blowing agent was added in
untreated form and in heat-treated form. The heat treatment
according to Matijasevic et al. (Ref 17-19) of 480 �C for
180 min was carried out in a resistance furnace (‘‘N41/380’’
from Nabertherm GmbH, Lilienthal, Germany).

Since the temperature-time-regime for foaming was already
investigated in a previous study, the experiments of the present
study were designed to determine the influence of the foam
stabilizer and heat treatment of the blowing agent on the foam

Table 1 Chemical composition of the EN AW-6082 powder

Element Si Fe Cu Mn Mg Cr Zn Ti Al

Nominal according to DIN EN 573-3, wt.% 0.7-1.3 < 0.55 < 0.100 0.4-1.0 0.6-1.2 < 0.25 < 0.200 < 0.10 Balance
Value from the manufacturer for the entire powder,

wt.%
1.0 0.13 0.005 0.6 1.0 < 0.01 < 0.002 0.01 Balance

Value measured on fractionated powder (63-90 lm),
wt.%

1.4 0.14 0.002 0.8 0.8 < 0.01 < 0.020 0.02 Balance

Fig. 1 Schematic process combining continuous and additive manufacturing
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properties (cf. Table 4). For the powder mixtures of ES 1-4, no
foam stabilizer was used and the influence of the content of
blowing agent and the influence of a heat treatment of the
blowing agent on the foam were investigated. In ES 5-7, the
influence of the particle size of the foam stabilizer was analyzed
and TiH2 content and SiC content were kept constant for this
purpose. The influence of the content of the stabilizer was
determined via ES 8-10. ES 11 and 12 were used for
comparison between test series 5-7 and 8-10. ES 13-16 were
based on the initial results from ES 1-12 and were carried out to
validate the results and combine parameters that have a positive
effect on foam quality.

The powder mixtures for the individual samples with a
weight of 25 g each were compacted by uniaxial pressing to
disks with a diameter of 35 mm and a height of 9.8 mm. A
custom-designed vertical press setup was used, in which the
recipient and the press tool were heated to 350 �C and the
maximum press force of 0.8 MN was applied for 15 min.
Subsequently the compacted specimens were preheated to
400 �C in an air circulation furnace (‘‘KU120/75dTRON’’ from
SNIJSTAAL BV, Aalsmeer, the Netherlands) and then foamed
at 750 �C for 5 min in a resistance furnace (‘‘N41/380’’ from
Nabertherm GmbH, Lilienthal, Germany).

The metal foam samples obtained with this method were
analyzed using an ‘‘Xradia 520 Versa’’ XRM (Carl Zeiss AG,

Oberkochen, Germany). A source voltage of 100 kV and a
power of 10 W were used for the XRM images. Each sample
was acquired in full size in a 360� scan with 3201 projections,
the pixel size varied between 15 and 19 lm and the exposure
time per projection between 0.8 and 1.2 s. The XRM images of
the cross-sections were reconstructed into a 3D model and
processed using the visualization and analysis software
‘‘Dragonfly Pro Version 2020.2’’. In order to determine the
porosity of the metal foams from the data obtained, a region of
interest (ROI) in cylindrical form was defined in the 3D model
by two planar views, cf. Fig. 2. The objective was to maximize
the volume of the ROI inside the 3D model resulting from the
two views in the X-Y-plane and X-Z-plane. The grayscale
threshold for the material segmentation was determined auto-
matically within the software.

Within the specified ROI, segmentation of material and
pores was performed using a threshold of gray values in the
model. The porosity of the individual foam samples with the
determined volumes was determined using

VP ¼ VZ � VM ðEq 1Þ

P ¼ VP

VZ
ðEq 2Þ

Table 2 Chemical composition of the TiH2 foaming agent used

Element Ti Fe H Mg Mn N O

Value from the manufacturer, wt.% > 95.0 < 0.08 > 3.8 < 0.015 < 0.018 < 0.25 < 0.35

Table 3 Particle diameters of the SiC powders used (manufacturer�s specifications)

FEPA-Nr. ØSiC 3% (D3), lm ØSiC 50% (D50), lm ØSiC 94% (D94), lm

320 49.0 29.2 16.5
400 32.0 17.3 8.0
600 19.0 9.3 3.0

Table 4 Parameter combinations used in the 16 experimental series

series TiH2, wt.% TiH2 heat treatment SiC, vol.% ØSiC, lm

1 0.5 None 0 …
2 0.7 None 0 …
3 0.5 480 �C for 180 min 0 …
4 0.7 480 �C for 180 min 0 …
5 0.7 480 �C for 180 min 10 29.2
6 0.7 480 �C for 180 min 10 17.3
7 0.7 480 �C for 180 min 10 9.3
8 0.5 None 5 17.3
9 0.5 None 10 17.3
10 0.5 None 15 17.3
11 0.5 480 �C for 180 min 10 17.3
12 0.7 None 10 17.3
13 0.5 None 5 29.2
14 0.5 None 7 29.2
15 0.5 None 7 17.3
16 0.5 None 7 9.3
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where VP is the pore volume, VZ is the cylinder volume, VM is
the material volume and P is the porosity.

The mechanical properties of the foamed samples were
determined by compression tests, which were carried out in
accordance with DIN 50134. Depending on the actual height of
the foamed samples, the compression specimens had a height
between 13 and 22 mm and were produced by wire electrical
discharge machining. The diameter of the cylindrical compres-
sion specimens was then adjusted individually to obtain a
length/diameter ratio of 1.5. However, the required minimum
number of 10 pores in all spatial directions according to DIN
50134 was not reached by all samples due to the small
dimensions of the specimens. The compression tests were
conducted using a mechanical test system (‘‘AllroundLine
Z100’’ from ZwickRoell GmbH & Co. KG, Ulm, Germany)
with a 20 kN load cell. The crosshead speed was set to 0.01 s�1

and the deformation was evaluated based on the crosshead

displacement. According to DIN 50134, the plateau stress (Rplt)
can be determined in case of a continuous stress increase as

Rplt ¼ Rmax �
ðRmax � RminÞ

2
ðEq 3Þ

where Rmax is the maximum stress and Rmin is the minimum
stress in the range of 20-40% compression.

2.2 Image Processing for Geometrical Foam Analysis
of Closed-Cell Foam Structures

While the creation of grayscale images of structures via
XRM is already state of the art, image processing algorithms
have to be developed and used for the analysis of reconstructed
geometries. In the present study, the XRM images of the
aluminum foam test specimen were analyzed to determine the
size and location of its pores. Cross-sectional views and
porosity measurements were not sufficient for this task, as the
characteristics of aluminum foam pores are a three-dimensional
problem. For this purpose, the VGSTUDIO MAX software
from Volume Graphics GmbH (Heidelberg, Germany) was
used. With the reconstructed surface of the aluminum foam, the
wall thickness and pore size distribution were determined. The
foam analysis employed is based on the watershed segmenta-
tion method and separates material and void voxels within the
surface mesh. The volume of each pore as well as the centroid
of this volume is calculated (Ref 20).

Wall thickness is a key index for mechanical strength, and the
thinnest strut region and node connectivity are themost important
factors despite porosity. To calculate wall thicknesses fromXRM
images the ray method and the sphere method are commonly
used. However, with bothmethods for wall thickness calculation,
it is not possible to analyze the node connectivity in isolation.
Therefore, the focus of the wall thickness analysis lies on the
struts in the foam structure. For this purpose, the ray method was
selected, which is shown schematically in Fig. 3. The algorithm
searches for the closest point on the opposite surface within a
search cone centered on the surface normal at each point on the
object�s surface. The amount of calculated wall thicknesses is
linearly related to the surface area of the detected material in the
foam structure. As a result, the distribution of the wall thickness
in the selected ROI is given without assignment to a specific pore
or region (Ref 20).

Using the image stack from the XRM reconstructions, the
methodology shown in Fig. 4 was used to determine the
volumes and center location of each pore, as well as the wall
thickness. Based on the gradients in the grayscale image, the
surface of the material was determined. The grayscale threshold
for the material segmentation is done automatically within the
software. This surface was then used to calculate the wall
thickness and to analyze the volume of the voids in the
aluminum foam structure.

2.3 Model Setup of the Virtual Foam Model

The virtual foam model presented in this research is based
on the Voronoi diagram. The Voronoi diagram is defined as the
geometric representation of the partitioning of a plane into
regions based on the distances to a set of points, shown in
Fig. 5. Although it is often described in 2D, the mathematical
formulation of the Voronoi diagram is valid for n-dimensions
(Ref 21). The 2D and 3D Voronoi diagram have numerous
applications in fields such as computer science, biology,

Fig. 2 Representative XRM images of cross-sections of a foamed
sample with the ROI marked in red; (a) X-Y section plane; (b) X-Z
section plane
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physics, and engineering. A survey of these applications is
given by Aurenhammer (Ref 22). In Fig. 5, the generation
points, the center points and the cell walls are labeled inside the
Voronoi cell. A radial growth from the generation points defines
the geometry of the cell wall, which separates the Voronoi cells.
Due to the random distribution of generation points and the
resulting irregular polyhedron, the center point of the Voronoi
cell and the generation point are not congruent.

In a three-dimensional space, Voronoi cells are polyhedrons,
which are used int the present study for the geometrical
modeling of the defect volume in a closed-cell aluminum foam

structure. By scaling the cells, a cell wall with a defined
thickness is generated. Considering the use of the Voronoi
diagram to create the cells in the virtual foam model, the
resulting geometry of a single Voronoi cell is a convex hull.
This will lead to a virtual foam model that represents a regular
closed cell aluminum foam structure. In reality, wall ruptures
occur in closed-cell aluminum foam structures, which lead to
more complex shapes of the cells. However, these wall rupture
events are not considered in this study due to the higher
modeling complexity and goal of minimizing these wall
ruptures through an optimization of foaming parameters.

Fig. 5 Generation of a 2D Voronoi diagram

Fig. 4 Methodology for the geometry analysis of foam structures

Fig. 3 Ray method for wall thickness analysis
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The presented virtual foam model was built in Matlab using
the approach of Michailidis et al. (Ref 16). The methodology is
illustrated in Fig. 6.

Starting from the randomly distributed generation point set
Pgen, the Voronoi diagram is constructed in a fixed volume of
the Representative Volume Element (RVE) VRVE. Here, the
pore density can be used to influence the number of Voronoi
cells, and thus their size. Since in the present study only the
boundary layer of the hybrid composite was considered for the
investigation, a plane was defined to select the Voronoi cells,
which lies at the height of the boundary layer. This plane
defines the location where the aluminum foam is exposed
through a subtractive process such as milling. Furthermore,
only the internal pores, without contact to the outer edges of the
RVE, were considered for the geometric modeling. The total
number of Voronoi cells ncells are convex polyhedrons with the
number of faces nf and the number of vertices nv describing
each cell. By scaling the Voronoi cell, the wall thickness
between the pores in the aluminum foam is determined. For this
purpose, the scale factor sf cell was introduced. Scaling was
done by moving the vertices of the polyhedron along the vector

to the center C
*

c
of the cell. To achieve a designed wall thickness

with a normal distributed thickness the scale factor

sf cell ¼ 1� m � i with m � N : ðEq 4Þ

is incrementally minimized for every polyhedron ncells. For
each increment m the scaled vertices v

*

cell;s
of one Voronoi cell

are calculated with

v
*

cell;s ¼ ðv*cell � c
*

cellÞ � sf cell: ðEq 5Þ

The wall thickness is defined by the distance

wt

2
¼

Pnf
n¼1 ð*Cn

Faces *Vs

� � � *Cn

Faces *Vs

� �

�
�
�
�
�
�

�
�
�
�
�
�

nf
ðEq 6Þ

which is the mean of the Euclidian distances between the faces
of the scaled and original polyhedron. The parameter denotes

the number of faces nf and C
*n

Faces is the center of the face n. The
increment m is increased until the mean distance is higher or

Fig. 6 Modeling approach for the virtual aluminum foam model (Ref 23)
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equal to the designed wall thickness wtdes. The faces of the
scaled Voronoi cells were than subdivided into smaller uniform
triangles using the subdividing scheme by Charles Loop (Ref
24). Furthermore, the polyhedron was smoothed using a
Laplacian smoothing algorithm to round off the sharp corners
of the polyhedron geometry (Ref 25). At the level of the defined
plane, the upper half of the pore was cut off. The triangles of
the mesh, which are connected with points above the cutting
plane, were eliminated and the vertices at the boundary were
adjusted to the level of the cutting plane. The cells were then
merged to a triangular mesh with the mesh of the cuboid base
part.

2.4 Ball Packing with Probability Density Function

The presented Voronoi-based virtual foam model requires a
set of generation point set Pgen to partition a volume into cells.
Thus, the distribution of these points has a significant impact on
the cell size of the resulting virtual foam structure. In the
present study, the ball packing algorithm by Black et al. was
considered (Ref 26). For the modeling of foam structures with
large varying pore sizes Redenbach et al. are using a ball
packing algorithm to create the generation point set (Ref 14). A
probability density function is used to describe the varying
sizes of the spheres, packed into the fixed volume VRVE. For the
volume distribution, the gamma probability function

f x; a; bð Þ ¼
1

baC að Þ x
a�1e�

x
b; x > 0;

0; elsewhere,

�

ðEq 7Þ

is used, with the gamma function (Ref 27)

C að Þ ¼
Z1

0

xa�1e�xdx; fora> 0: ðEq 8Þ

Here, the parameters a and b describes the shape of the
function. The coefficients of the gamma distribution were
derived from the foam analysis of the experimental series. The
so-called face goal parameter, fg, describes the density of
packing on the cubes outer faces, which was fixed to 0.8 for the
present investigation, according to the recommendation from

Black et al. (Ref 26). The algorithm starts packing the spheres
from the boundary faces to the inner part of the cube. The body
goal parameter, bg, describes the density of packing inside the
boundary regions of the cube. Various values of bg were
investigated for the virtual models created. The ball packing
method was used with the following parameters:

RVE volume:VRVE ¼ 20 mm � 20 mm � 20 mm

Face goal: fg ¼ 0:80

Body goal: bg ¼ 0:50� 0:70

Probability density function: gamma distribution coefficients:a; b

3. Results

3.1 Compression Test Results

The average plateau stresses achieved in the compression
tests for the different experimental series (ES) are shown in
Fig. 7.

In Fig. 7, ES 4 shows the highest plateau stress of 91 MPa
and also has the largest standard deviation with 35 MPa. The
lowest plateau stress, with a value of 14 MPa, was determined
for ES 5. The lowest standard deviation of 2 MPa was found in
ES 6, which consisted of only one foam sample and three
compression samples. The other samples in ES 6 that were
produced showed cracks, so that no compression specimens
could be produced from the foam. In the other experimental
series, two to three foam samples were tested, each with three
compression specimens. The number varied because some
samples also formed a crack during foaming and were therefore
excluded from further evaluation.

3.2 Geometrical Foam Analysis

In a first step, the samples were measured in height after
foaming and a height ratio was defined for an evaluation of the
height change against the initial height of 9.8 mm. The ratio
height is defined as the ratio height of the foam to the height of
the semi-finished product. These results are listed in Table 5.

Fig. 7 Averaged plateau stresses determined for the different experimental series
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In the further geometric analysis of the foam characteristics,
ES 1, ES 8, ES 11 and ES 16 were selected based on their
porosity and the foam structure evident from the cross sections.

3.2.1 Porosity and Cross-Sections. The Dragonfly soft-
ware was used to determine the porosity of each sample based
on the XRM images. Figure 8 shows the results of the porosity
analysis as arithmetic mean values of the various experimental
series. Based on the calculated standard deviation, the porosi-
ties within the various series differ significantly. The highest
porosity was achieved for ES 16 and 11 with 74.9 and 73.6%,
respectively. The lowest porosity was determined for ES 2 and
3 with 54.0 and 50.5%.

The differences in the individual porosities are due to the
stochastic differences in pore formation of the individual
samples during the foaming stage, which is particularly visible
by the formation of globular or aspherical pores. Figure 9 and
10 show XRM cross-sections of ES 1, 8, 11 and 16. These
experimental series differ in the porosity achieved and in the
pore size distributions, whilst having a porosity of > 60%.
Therefore, these samples appeared to be particularly well suited
for the analyzes of the pore size distribution and the wall
thickness analysis in Sect. 3.2 in order to validate the virtual
foam model.

In Fig. 9, the samples from ES 1 show inhomogeneous and
aspherical pores. The samples from ES 8 show more spherical
pores than those from ES 1, although the pore size is still very
inhomogeneously distributed. Across both experimental series,
rather small pores occur in the peripheral areas of the samples
compared to the center of the sample. The porosity, which was

determined according to Eq 2, is 60-70% in both experimental
series.

In Fig. 10 most samples from ES 11 and 16 feature pores
that have a rather spherical shape, whereby the distribution of
pores across the sample varies even within an experimental
series, so there is not a homogeneous distribution. Sample 2 of
ES 11, for example, has spherical pores that are homoge-
neously distributed in size and position within the foam sample.
Samples 1 and 3 of the same experimental series show
aspherical pores as well as spherical ones and the size of the
pores decreases toward the edge of the sample. All three
samples of ES 16 show particular differences in pore size in the
core region of the foam compared to the edge zones. Pores with
an equivalent circular diameter of > 5 mm occur in the center.
The decrease in pore size toward the edge zone is not constant.
According to Eq 2, an overall porosity of > 70% was
determined for both experimental series.

In the present study, the blowing agent content was varied
between the experimental series, see Table 4. The influence of
this parameter on the foam porosity is shown in Fig. 11
depending on the heat treatment of the blowing agent prior to
foaming and the use of a foam stabiliser.

Figure 11 shows that a blowing agent content of 0.5 wt.%
leads to a higher porosity compared to a content of 0.7 wt.%.
However, the comparison between ES 9 and 12, in both of
which 10 vol.% SiC were added and the blowing agent was not
heat treated, shows an exception. The ES 12 with the 0.7 wt.%
TiH2 shows a tendency for higher porosity. Investigations by
Weigand and Banhart (Ref 28) on pure aluminum and a near-

Fig. 8 Calculated mean porosity of the individual experimental series, error bars indicate standard deviation for each series

Table 5 Results of the measured sample height after foaming and the height ratio

series Average foam height, mm Ratio height series Average foam height, mm Ratio height

1 18.5 ± 4.0 1.9 9 24.2 ± 1.9 2.5
2 20.2 ± 3.3 2.1 10 22.5 ± 7.5 2.3
3 25.5 ± 3.4 2.6 11 26.2 ± 3.2 2.7
4 19.5 ± 1.5 2.0 12 26.4 ± 0.6 2.7
5 26.0 ± 2.3 2.7 13 24.9 ± 2.5 2.5
6 20.6 ± 3.8 2.1 14 27.0 ± 1.2 2.8
7 24.6 ± 3.0 2.5 15 27.7 ± 1.4 2.8
8 25.1 ± 1.3 2.6 16 29.8 ± 1.9 3.0
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Fig. 9 XRM cross-sectional images of sample from series 1 and 8, which are representative for series with a porosity between 60 and 70%

Fig. 10 XRM sectional images of samples from experimental series 11 and 16, which are representative for test series with a porosity > 70%
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eutectic AlSi12 alloy showed that the maximum expansion in
both alloys occurs around 0.6 wt.%TiH2 and that higher blowing
agent contents do not lead to greater expansion, and thus higher
porosity. The larger amounts of released hydrogen are not
available for a higher expansion due to diffusion processes. This
behavior is also described in the literature by Lange (Ref 8) and is
a possible explanation that the increased diffusion processes at
0.7 wt.% compared to 0.5 wt.% TiH2 counteract a higher
expansion and foam stability in the 6082-alloy used. A clear
influence of the heat treatment of the blowing agent on the
porosity produced is not recognizable from the data obtained.
Figure 11 shows that the use of the foam stabilizer SiC leads to an
increase in the achieved porosity of the foam samplesmade of EN
AW-6082. According to the manufacturer, the average particle
diameters of the SiC particles are 9.3 lm (F600), 17.3 lm (F400)
and 29.2 lm (F320). An influence of the diameters on the
foaming result could not be observed. According to Heim et al.
(Ref 29) a stabilizing effect of SiC in the range between 0.4 and
30 lm could be achieved for AlSi9Mg0.6, which corresponds to
the particle diameters used in the present study.

3.2.2 Wall Thickness. With the method described in
Sect. 2.2, the thickness of the material between the pores was
calculated. These results were used in order to match the wall
thicknesses of the virtual foam models to the average wall
thicknesses of the experimental series and to establish a
correlation between the geometric aluminum foam structure
and its mechanical strength. The wall thickness was defined in
relation to the material surface for which a wall thickness could
be determined within the specified search cone. Here, a cone
angle of 30� was chosen. A comparison of the wall thickness
distribution for two samples is shown in Fig. 12. In the cross
sections on the left side of the figure, smaller and less convex
pores are observed for the sample of ES 1 compared to the
sample of ES 11. As a result, a tendency for more uniformly
thick cell walls can be identified in the cross-section of the
sample of ES 11. These differences in the geometric structure

of the aluminum foams are also observed in the diagram of the
wall thickness distribution (right in the figure). To evaluate a
representative value of a wall thickness for each test sample
from this diagram, the wall thickness with the maximum
assigned surface was chosen. According to the cross section of
the sample of ES 11, the green range in the colored plot of the
wall thickness is most frequently represented in the cell walls
for regions with uniform foamed material. For each test sample,
this maximum surface wall thickness was determined and the
mean for each experimental series was used in the further
investigations. The mean values of the wall thicknesses for
ES 1, 8, 11, 16 are 0.17, 0.15, 0.16, and 0.13 mm, respectively.

A visualization of the evaluated cross sections and wall
thicknesses is shown in Fig. 13. The wall thickness ranges from
0.08 to 0.25 mm. For all grey regions in the foam structure, no
wall thickness is found within the given cone angle. In the
cross-section analysis of the sample from ES 11, it can be
observed that the wall thicknesses were mostly calculated for
the cell walls. For the nodes characterized by larger material
accumulations, less wall thicknesses are calculated by the ray
method. This is in alignment with the intended goals for the
application of the methodology.

3.2.3 Cell Volume. The foam analysis determines the cell
volume distribution through a separation and categorization
process for the pores in the foam structures. A cross section
with the detected cells is illustrated in Fig. 14. The coloring
visualizes the cell separation. All pores appear to be identifiable
regardless of their size and shape. In the first sample from ES 1,
a higher number of pores is observed. Larger cell sizes can be
seen in the cross section of the second sample from ES 11. Wall
ruptures in the aluminum foam structure lead to a poor
separation of some adjacent cells. However, due to the
statistical relevance, this phenomenon is not taken into account
in the statistical distribution of pores.

The pore volume distributions for each of the samples are
shown in Fig. 15. For an easier comparison, a logarithmic scale

Fig. 11 Influence of blowing agent content on the porosity of the manufactured samples; the dashed line marks the mean value of all
experimental series

2662—Volume 33(6) March 2024 Journal of Materials Engineering and Performance



Fig. 12 Wall thickness visualization (left) and distribution of calculated wall thicknesses (right)

Fig. 13 X-ray microscopy cross sections with visualized wall thickness
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of the relative quantity is used in the histograms to represent the
difference in the range of the pore volumes. Here, the relative
quantity was taken into account, in order to enable a
comparison over varying volumes of the investigated ROIs.
The median of the pore volumes and the maximum pore size
for each sample are inscribed in the histogram plots.

ES 1 shows the largest number of small pores, collected in
the first bin with a bin size of two cubic millimeters. The
maximum pore volume of 486 mm3 is observed in the first
sample from ES 11. In general, all samples of ES 11 and ES 16

feature larger cells, and therefore a higher median pore size.
The mean of the median pore volumes for ES 1, 8, 11 and 16
are 1.0, 1.1, 2.2 and 1.8 mm3, respectively.

3.3 Correlation of Parameters Obtained from Geometrical
Foam Analysis with the Mechanical Strength

Figure 16 shows that the mean plateau stress depends
approximately linearly on the ratio of median cell volume to
wall thickness for the four experimental series that were

Fig. 14 Highlighted cells within the cross sections for the first sample of ES 1 and the second sample of ES 11

Fig. 15 Pore volume distribution for ES 1, 8, 11 and 16
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additionally investigated with VGSTUDIO MAX. If the ratio
increases, i.e. the cell volume increases and/or the wall
thickness decreases, the average plateau stress decreases.

3.4 Virtual Foam Model

Based on the experimental observations, a virtual foam
model was developed using the methods described above. The
geometrical analysis involving the wall thickness and pore size
distribution of the selected experimental series was used to
validate this virtual model.

3.4.1 Probability Density Function for Ball Pack-
ing. To apply the pore size distribution to the virtual foam
model, a gamma probability density function (pdf) was fitted to
the pore size histogram data for each sample. To lower the
complexity of the virtual foam model, a volume filter of
V filter � 1mm3 deselected the smaller pores. It was assumed,
that the contribution of these small pores to the bond strength is
low and that the estimated filling of these pores is incomplete
due to the size of the aperture radius. The average probability
density function for each experimental series is plotted in
Fig. 17. The table contains the gamma coefficients for the
probability density function for each sample and the mean of
the experimental series.

The analysis of the pore sizes in the aluminum foam test
samples (ES 1, ES 8, ES 11 and ES 16) provides valuable
insights into the microstructure of the foam and the distribution
of the pore size. Comparison of the parameters of ES 1 and
ES 8 shows that these samples have similar characteristics in
terms of pore sizes. This similarity is primarily due to the

number of smaller pores. These smaller pores may have a
crucial role in influencing the mechanical properties of the
foam, such as its strength and energy absorption capacity.

In contrast, the parameters of ES 11 and ES 16 show a
pronounced gamma density function profile, indicating a higher
number of pores in the range of 2.5-15 mm3. Assuming a
spherical shape of the pores, this volume range leads to aperture
diameters of about one to three millimeters.

3.4.2 Investigation of Ball Packing Parameters. In the
following, the pore volume distributions of the virtual models
are compared with the estimated pore volume distributions of
ES 1, 8, 11 and 16, where each experimental series consisted
of three test samples. With the average coefficients for the
gamma probability density function, one virtual model was
created for each experimental series in order to investigate the
influence of the body goal parameter of the ball packing
algorithm. The relative quantity of the pore volumes is shown
in the histograms of Fig. 18. The bin width of each bar has
been set to two cubic millimeters in the diagrams. Here, the
body goal is varied from bg ¼ 0:5 to bg ¼ 0:7 with the
objective to find a suitable value.

With the body goal bg ¼ 0:5 an overfitting of large pore
volumes can be observed, while a body goal of bg ¼ 0:7 leads
to an overfitting in the smaller pore volume range. A poor fit
can be seen in the first volume range (0-2 mm3) for all
parameter variations. In the experimental series, outliers were
observed, with pore volumes reaching up to 500 mm3, which
were not generated by the virtual model.

With the given Voronoi dataset, created from the gener-
ation point set of the ball-packing algorithm, virtual models of
the foam structures were created. The cutting plane was set in
all models to z = 10 mm, which is the half of the cube edge
length. As seen in Fig. 19, the body goal bg ¼ 0:5 leads to
larger pore volumes, which decrease with higher values of the
body goal.

These observations highlight the need for careful examina-
tion and fine-tuning of the body goal parameter to ensure an
accurate representation of the foam pore distribution. In
addition, outliers in the pore size for experimental produced
aluminum foams should be considered further. For a better fit in
the first volume container, a volume filter is required. The
performance of the virtual foam model with varying body goal
is evaluated in the following.

3.4.3 Evaluation of the Model Performance. To evalu-
ate the performance of the virtual foam model, the difference in
each bin of the pore volume histogram was calculated. The

Fig. 17 Gamma distribution and coefficients for the investigated experimental series

Fig. 16 Averaged plateau stress as a function of normalized cell
volume
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Root Mean Square Error (RMSE) was determined with these
values. The median of the pore volumes was also taken into
account to compare the experimental series with the virtual
foam model. In Fig. 20 the error in the relative bin counts is
illustrated exemplarily for ES 1. The bin width for the error
calculation is one cubic millimeter and the volume filter
V filter � 1mm3 was used to erase the smaller pores in the
experimental data. The error is the highest in the first bin
containers and decreases with increasing pore volume. Due to
the volume filter, the first bin should be empty. However, in the

first bin of the virtual foam model a large error is present.
As the volumes of the Voronoi cells are calculated before the

smoothing and remeshing step, some cells appear to be smaller
than the designed minimum cell size of one cubic millimeter.
This sequence in the model set-up is necessary, as the
smoothing and remeshing of all Voronoi cells within the cubic
RVE requires a high computational effort.

To find the suitable body target parameter for each virtual
foam model representing a sample from the experimental series,
the RMSE of the pore volume over all bins and the error of the

Fig. 18 Comparison of pore size distribution of virtual foam models and experimental test samples

Fig. 19 Virtual foam model with triangular surface mesh for various packing densities

Fig. 20 Error in relative bin counts between virtual model and experimental series for ES 1
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median pore size were considered. The results are shown in
Fig. 21, with the RMSE for each body goal parameter and for
each experimental series on the left and the error in the median
pore size on the right.

With increasing body goal, the error in the median pore size
is decreasing for almost all experimental series. In ES 11 and
ES 16 a peak with bg ¼ 0:67 and bg ¼ 0:68 is visible. The
lowest median error is achieved as 0.2 for ES 1 with bg ¼ 0:67.
The RMSE ranges from 1.2 to 2.2% for all variations with a
body goal higher than 0.66. The virtual foam models for ES 11
exhibits the overall lowest RMSE, with a peak at 0.68.

A qualitative comparison of the foam structure in the virtual
foam model and the second sample of ES 11 is given in Fig. 22.
The wall thickness is colored in the range from 0.05 to 0.2 mm.
The wall thickness varies more across the length of the cell
walls in the experimental sample, compared to the virtual foam
model. In the sample, the wall thickness varies comparably
more across the length of the cell walls than in the virtual foam
model. The wall thickness for the virtual foam model was
determined using the ray method as described above for the
experimentally produced test samples. For this virtual foam
model, a value of 0.15 mm was calculated. The mean wall
thickness of the experimental series is 0.16 mm, which leads to
an error of 5.6%. Since the virtual foam model represents only
cells at the boundary region of the cut RVE, the statistical
distribution of wall thicknesses is not as accurate. Comparing
the figure and the pore size histogram, the model adequately
captures the size of the pores, but it does not accurately depict
their shape.

With this paper, the data basis for a later theoretical analysis
of the bond strength between metal foam and additively
manufactured structural components is created as a first step.
For further numerical investigations, the virtual foam model
can be used to determine the influence of the pore size
distribution on the pore filling during the additive manufactur-
ing process. In addition, structural-mechanical simulations of
the hybrid composite are underway to determine a desired pore
size distribution for the EN AW-6082 metal foams.

4. Conclusion

In the present study, the foaming behavior of EN AW-6082
metal foams was investigated in free foaming tests and the
influences of blowing agent and foam stabilizer contents were
determined. To gain insight into the process, a novel virtual
foam model was developed and validated using the EN AW-
6082 metal foams. The main results can be summarized as
follows:

• At a furnace temperature of 750 �C and a holding time of
5 min, a porosity of 75% could be achieved in the EN
AW-6082 metal foams.

• A blowing agent content of 0.5 wt.% and the use of SiC
as a foam stabilizer resulted in an increase in porosity,
independent of the three SiC particle sizes and volume
percentages investigated.

Fig. 21 Root mean square error of the pore volume (a) and absolute error in the median pore size (b)

Fig. 22 Comparison of the foam structure of the virtual foam model (a) with a sample from ES 11 (b)
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• Heat treatment of the blowing agent TiH2 did not have a
significant influence on the porosity of the EN AW-6082
metal foams in the free foaming tests.

• The results of the compression tests showed a close corre-
lation between porosity and maximum plateau stress. The
highest average stress of 91 MPa was achieved at the low-
est average porosity of 50.5%. At the highest porosity of
74.9%, 16 MPa were still achieved.

• The virtual foam model can predict the wall thickness
with small error of £ 5.6%.

• The median pore size obtained from the virtual foam
model decreases as the packing density of the spheres in-
creases, with the associated numerical parameter taking
values between 0.6 and 0.7 to exhibit the lowest error of
all experimental series. The virtual foam model has a low-
er error in the median pore size when compared to experi-
mental series with smaller pore sizes.
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2668—Volume 33(6) March 2024 Journal of Materials Engineering and Performance

http://creativecommons.org/licenses/by/4.0/


29. K. Heim, F. Garcı́a-Moreno, and J. Banhart, Particle Size and Fraction
Required to Stabilise Aluminum Alloy Foams Created by Gas
Injection, Scr. Mater., 2018, 153, p 54–58

Publisher’s Note Springer Nature remains neutral with regard to
jurisdictional claims in published maps and institutional affilia-
tions.

Journal of Materials Engineering and Performance Volume 33(6) March 2024—2669


	Development of EN AW-6082 Metal Foams and Stochastic Foam Modeling for the Individualization of Extruded Profiles
	Abstract
	Introduction
	Methods and Materials
	Experimental
	Image Processing for Geometrical Foam Analysis of Closed-Cell Foam Structures
	Model Setup of the Virtual Foam Model
	Ball Packing with Probability Density Function

	Results
	Compression Test Results
	Geometrical Foam Analysis
	Porosity and Cross-Sections
	Wall Thickness
	Cell Volume

	Correlation of Parameters Obtained from Geometrical Foam Analysis with the Mechanical Strength
	Virtual Foam Model
	Probability Density Function for Ball Packing
	Investigation of Ball Packing Parameters
	Evaluation of the Model Performance


	Conclusion
	Funding
	References




