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ABSTRACT: In the last decades, nanostructures have unlocked myriads of functionalities
in nanophotonics by engineering light−matter interaction beyond what is possible with
conventional bulk optics. The space of parameters available for design is practically
unlimited due to the large variety of optical materials and nanofabrication techniques.
Thus, computational approaches are necessary to efficiently search for the optimal
solutions. In this paper, we enable the free-form inverse design in 3D of linear optical
materials with arbitrary dispersion and anisotropy. This is achieved by (1) deriving an
analytical adjoint scheme based on the complex-conjugate pole-residue pair model in the
time domain and (2) its implementation in a parallel finite-difference time-domain
framework with a topology optimization routine, efficiently running on high-performance
computing systems. Our method is tested on the design problem of field confinement
using dispersive nanostructures. The obtained designs satisfy the fundamental curiosity of how free-form metallic and dielectric
nanostructures perform when optimized in 3D, also in comparison to fabrication-constrained designs. Unconventional free-form
designs revealed by computational methods, although may be challenging or unfeasible to realize with current technology, bring new
insights into how light can more efficiently interact with nanostructures and provide new ideas for forward design.
KEYWORDS: adjoint method, FDTD method, topology optimization, optical dispersion, inverse design, time domain

■ INTRODUCTION
In the past decade, research in nanophotonics has enabled the
manipulation and engineering of light−matter interaction at
the nanoscale by means of nanostructured materials, such as
metasurfaces and metamaterials. This was also made possible
by advances in nanofabrication technologies, such as two-
photon polymerization, focused ion-beam milling, and litho-
graphic methods, which have enabled the manufacturing of
complex structures with features near or below the scale of the
electromagnetic wavelength. These combined developments
result in compact and efficient optical systems with new
functionalities that are difficult or impossible to achieve by
using conventional bulk optical components, such as light
structuring, beam steering, and dynamic optical control. The
design space made available by fabrication techniques and
materials is practically unlimited. Exploring large parameter
spaces offers opportunities to find innovative designs with
improved performance or designs that can satisfy multi-
objectives. However, exploring such large parameter spaces is
computationally challenging. Numerical methods executed on
computers can accelerate the design of optical systems beyond
what is achievable via analytical methods and parametric
sweeps, which usually start from an initial guess suggested by
human intuition. In fact, parameters sweep or stochastic
optimization methods, e.g., genetic algorithms, are only
suitable to handle problems with few design parameters1 and
therefore only useful when a good initial guess is known. In

recent years, inverse design techniques have become popular in
(nano-)photonics to automatically and efficiently explore large
design spaces and discover and optimize micro- and
nanostructures with desired optical functionalities.2 Deep
learning algorithms are emerging as a promising option for
nanophotonics inverse design, but they require prohibitively
large data sets for training.3,4 On the contrary, inverse design
based on the adjoint method is more efficient since the
gradient information used to update the design can be
calculated with only two simulations.5

Density-based topology optimization (TopOpt) for inverse
design originally introduced in mechanical engineering is an
iterative design process that allows us to optimize the
distribution of a given material in a specified domain in
order to optimize a certain objective function.6−11 This
method has been applied to a variety of engineering problems
in photonics, such as the optimization of metasurfaces to
control certain properties of light (polarization, phase, angular
momentum, and achromatic focusing),12−14 photonic crystals
to find optimal omnidirectional band gaps,15 nanoantennas for
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broad-band enhancement,16 small-scale particle accelerators,17

quantum emitter and (de-)multiplexers as important compo-
nents for photonic quantum computers,18−21 and nonlinear
photonic devices for, e.g., second- and third-harmonic
generation.22,23

Topology optimization via the adjoint method has been
presented in various forms based on frequency-domain
formulations.24−26 The treatment of dispersion by frequency-
domain solvers, such as the finite element method (FEM) and
the finite-difference frequency-domain method is straightfor-
ward. The computational complexity of such methods does not
increase with the complexity of materials dispersion since only
the value of the complex permittivity at the simulation
frequency is required. However, a linear system of equations
must be solved to obtain the response of a device for each
frequency point of interest. As a result, using frequency-
domain methods to optimize devices for broadband perform-
ance is computationally less efficient since the response at
multiple frequencies is required, and there are ongoing efforts
to improve frequency-domain solvers in terms of speed and
efficiency.27−29 Hybrid time/frequency domain algorithms
have recently been proposed, where the finite-difference
time-domain (FDTD) method was used to extract fre-
quency-domain solutions, and the optimization routine itself
is performed in the frequency domain.30,31 For example, the
method in reference30 allows optimization for multiple
frequencies using an epigraph formulation.32,33 This approach
also has its trade-offs as the computational cost increases with
the number of frequencies for which the optimization
algorithm is performed.30

The adjoint approach in the time domain is free from this
limitation since excitation by temporal signal is designed to
contain all the frequencies of interest, which will ultimately
result in broadband optimization.8,16,34 In addition, time-
domain methods are in general more versatile for the
optimization of time-dependent objectives, such as dynamic
phenomena, pulse shaping, and nonstationary transient
nonlinear effects. Moreover, time-domain methods scale nearly
linearly on high-performance computing systems, thus enabling
simulations that can handle optically large domains and/or
highly refined mesh.35 Due to these scalability limitations for
large-scale systems, most of the optimizations performed in the
frequency-domain focused on problems that can be decom-
posed by symmetry into 2D problems or 3D designs consisting
of planar sheets, with cylindrical symmetry, or with geometric
invariance in one direction. In this regard, the optimization of
free-form nanostructures in 3D is still an open challenge,12 and
there is a need for algorithms and software implementations to
combine flexible inverse design techniques with scalable
parallel computing.30

In this paper, we tackle two fundamental problems in
topology optimization for nanophotonics: (1) the broadband
inverse design of arbitrary dispersive materials, including
anisotropy, and (2) the inverse design of free-form
nanostructures in 3D. For the first point, we introduce a
general adjoint scheme based on the time-dependent
formulation of Maxwell’s equations and the complex-conjugate
pole-residue pair (CCPR) model.36 For the second point, we
develop a fully parallel topology optimization algorithm by
combining our parallel FDTD solver35 with a parallel method
of moving asymptotes (MMA) open-source routine.37

The method is tested, as an example, on the optimization of
dispersive nanostructures for field localization. Optical nano-

cavities that confine and store light over a broad bandwidth are
of great importance to several areas of optics, such as in
quantum information for single photon emission,38,39 spec-
troscopy,40,41 coherent plasmon generation,42 enhancing the
interaction between photons and electrons in semiconductor
devices (e.g., for lasers),43 applications in nonlinear optics,44 or
energy harvesting (e.g., in photovoltaics).45 To date, most
nanostructures for field enhancement are invariant in one
direction. Although this is typically justified as a fabrication
constraint, a move toward 3D free-form optimization is also
missing due to the computational challenge associated with
such 3D designs. Moreover, the fabrication technology is
progressing, for example, via additive manufacturing and two-
photon polymerization, and it is timely to satisfy the
fundamental curiosity in nanophotonics of what is the shape
of optimized free-form nanostructures in 3D. With this
question in mind, we demonstrate the universality and
efficiency of our method by optimizing free-form 3D metallic
and dielectric nanostructures for field confinement under
broadband excitation. Investigating the interaction of light with
such computer-made complex designs can enable novel
functionalities in nanophotonics, as the recently reported
anapole in a plasmonic nanostructure.46 Nanostructures
optimized for broadband response in a free-form fashion
exhibit shapes and geometries that have never been proposed
before, which can later inspire traditional forward design.

■ INVERSE DESIGN OF ARBITRARY DISPERSIVE
MATERIALS IN THE TIME DOMAIN

Most materials exhibit dispersion at optical frequencies, which
enables various nanophotonic effects in plasmonics, epsilon-
near-zero materials, and nonlinear optics. In the literature,
various models are used to describe the materials dispersion,
such as Debye, Drude, Lorentz, modified Lorentz, and Drude
+ Critical Points.36 These models can usually fit one type of
material. Although adjoint schemes based on such material
models for inverse have been presented in various forms,16,30

they are limited to only a specific class of materials or tackling
only low dispersion problems. This lack of generalizability
within the time-domain framework prevents the ability to
address different classes of materials within one optimization
routine or prevents the optimization of challenging dispersive
materials from being considered at all (such as gold in the
spectral range of interband transition). The CCPR model was
recently proposed as a versatile model that can be used to fit
any arbitrary material dispersion, including also the modeling
of anisotropy.36 We employ the CCPR model to inversely
design arbitrary dispersive materials aiming at a wide-band
performance of nanophotonic devices.

The complex relative permittivity tensor of the CCPR model
for an anisotropic, dispersive medium is given by36
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where ε∞,αβ is the relative permittivity at infinite frequency, σαβ
is the static electric conductivity, and ε0 is the vacuum
permittivity. We assume the ejωt time-dependency. The indices
α and β denote the x, y and z component, and * represents the
complex conjugation. By a proper selection of its coefficients,
the CCPR model can be used to incorporate all the standard
dispersive models. Another strength of the model lies in its
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ability to accurately fit experimental permittivity data of
materials using the vector fitting technique47,48 or other related
algorithms.49 Figure 1a−d shows the fitting of the experimental

permittivity of aluminum (Al),50 gold (Au),51 silicon (Si),52

and anisotropic titanium dioxide (TiO2),
53 respectively, using

the CCPR model. The spectral range of 350−1000 nm
corresponds to the range of interest for our broadband
optimization. To fit the experimental data, we use three poles
for Al and Au, two poles for Si, and a single pole for each axis
of the anisotropic TiO2. The ordinary and extraordinary
permittivities of titanium dioxide were fitted separately. By
choosing the number of CCPR poles, we can compromise
between the required fitting accuracy and the computational
demand. The coefficients of the fitted model of the four
materials are presented in Table 1.

In order to enable density-based topology optimization
using the CCPR model, we need an interpolation strategy. In
fact, the method requires the description of the material in the
design domain as a spatial density distribution (0 ≤ ρ ≤ 1)
which is mapped to the material’s complex permittivity and
consequently describes the topological shape of the photonic

device as the density function converges to a binary design.
The interpolation scheme for the CCPR model is presented in
the Methods section together with its incorporation into the
time-domain Maxwell’s equations. We emphasize that our
developed topology optimization algorithm can target any
arbitrary dispersion of linear materials, and it is required to
modify only the model’s coefficients and number of poles. In
the next section, we describe the optimization setup and the
computational challenges associated with it, which results in
the adoption of parallel computing in topology optimization.

■ RESULTS AND DISCUSSION
Topology Optimization Setup. In order to handle the

topology optimization of arbitrary dispersive materials in time-
domain methods, a considerable amount of computational
resources is required in terms of memory. This is because the
electric field and the auxiliary fields associated with the CCPR
model must be stored for all time steps in the entire design
domain. The auxiliary fields are needed to model dispersion in
the FDTD, and their numbers correspond to the number of
CCPR poles used to fit the material permittivity data. For
example, storing the fields for the optimization of silicon
nanostructures fitted with two CCPR poles, as shown in Figure
1c, results in a three times memory consumption higher than
the case of modeling a dispersionless dielectric material.

If we add to this our aim to design 3D free-form
nanostructures, then the use of high-performance computing
approaches becomes imperative. Therefore, we implemented a
fully parallel topology optimization algorithm within our
parallel in-house FDTD solver with message passing interface
functionalities, whose nearly linear scalability was tested up to
16k cores on a supercomputer.35 In our parallel software, the
simulation region is divided into multiple subregions; each of
them updates the fields at every voxel and exchanges the fields
on its exterior surfaces with the adjacent subregions.54 To
incorporate topology optimization into our solver, we use the
library developed by Aage et al.55 This library builds on the
PETSc ToolKit and provides an efficient implementation of
filtering, projecting, and updating of the design using the MMA
in parallel.37

Here, we describe the optimization problem that leads to the
3D designs presented in the next section. To demonstrate our
method, we chose to tackle a canonical problem in
nanophotonics: the maximization of the field enhancement
in a small volume near a nanostructure. Figure 2 shows the
optimization setup. We aim to maximize the electric field
energy inside an observation volume Ωg over a time duration
T, by optimizing the topological structure of a given material in
the design domain Ωd that surrounds Ωg. During the forward
simulation, the electric field energy in Ωg is observed over the

Figure 1. Complex relative permittivity ε′ − jε″ of (a) Al, (b) Au, (c)
Si, and (d) anisotropic TiO2 fitted using the CCPR model in
expression (1). We use the experimental data reported in refs 50−53,
respectively. The corresponding CCPR parameters are listed in Table
1.

Table 1. CCPR Parameters for the Permittivity Spectral Fitting Are Given in Figure 1

parameter Ag Au Si TiO2 (εo) TiO2 (εe)

ε∞ 3.07 2.31 1 2.87 3.26
σ 1.49 × 107 1.21 × 107 0 0 0
a1 −1.89 × 1014 −1.28 × 1014 −8.00 × 1014 + 6.39 × 1015j −6.65 × 1015j −6.49 × 1015j
c1 −1.00 × 1018 −6.85 × 1017 7.31 × 1014 − 2.89 × 1016j 1.01 × 1016j 1.29 × 1016j
a2 −5.46 × 1014 − 6.37 × 1015j −6.36 × 1014 − 3.89 × 1015j −2.32 × 1014 + 5.12 × 1015j
c2 1.30 × 1015 + 1.54 × 1015j 2.06 × 1015 + 8.70 × 1014j 4.68 × 1015 − 4.55 × 1015j
a3 −5.68 × 1014 − 3.43 × 1014j −2.96 × 1015 − 6.12 × 1015j
c3 1.61 × 1017 + 1.00 × 1012j 1.60 × 1013 + 1.47 × 1016j
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time duration T until the fields are sufficiently decayed to
ensure convergence of the simulation. The objective function,
to be maximized, is defined as

[ ]F t rE EE
2

d d
T

0

0
,g

3

g (2)

where we assume that the gap region contains a nondispersive
material, air in our case (ε∞,g = 1). We remark that by placing
the observation region in eq 2 outside the nanostructure yields
other optimization possibilities, such as hybrid nanogap
resonators,38 broadband absorbers (an example is provided
in Figure S1 of Supporting Information), or achromatic
metalenses.56 We fix the size of the design problem to Ωd =
100 × 25 × 100 Yee cells for all investigated materials, which
can provide a comparison in terms of the required computa-

Figure 2. (a) Illustration of the optimization setup. The gap region Ωg
is located at the center of design region Ωd. We excite the system
using a z-polarized plane wave carrying a truncated sinc signal
covering the spectral range 350−1000 nm. (b) Time and (c)
frequency domain plots of the excitation source.

Figure 3. (a.1−d.1) Top and bottom view of the topology-optimized nanostructures for aluminum, gold, silicon, and titanium dioxide. (a.2−d.2)
Corresponding progress of relative enhancement inside the gap versus the iteration number during the optimization. The nanostructures are excited
by a z-polarized broad band pulse propagating along the positive y-direction. The physical size of the metallic nanostructures is Ωd = 200 × 50 ×
200 nm3 with a gap size of Ωg = 12 × 50 × 12 nm3. The size of the dielectric nanostructures is Ωd = 500 × 125 × 500 nm3 with a gap size of Ωg =
30 × 125 × 30 nm3. For the optimization of the anisotropic titanium dioxide, an alignment of the extraordinary permittivity ϵe′ axis with the z-axis
was considered, while the ordinary permittivity ϵo′ axis is parallel to the x-axis.
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tional demands. The observation region with a size of Ωg = 6 ×
25 × 6 Yee cells is located at the center of Ωd. We chose a
uniform spatial discretization in all directions with space step
ΔD = 5 nm for the optimization of silicon and titanium dioxide
and ΔM = 2 nm for aluminum and gold. This provides a
physical domain size that is large enough to capture the
different physical effects contributing to the local field
enhancement, such as plasmonic and multipole resonances,
and ensures enough accuracy for the simulation of all materials
using the FDTD method.35 All parameters used for the
optimization as well as the simulation parameters based on the
FDTD method are listed in the Methods section.

The excitation signal in Figure 2b is injected as a z-polarized
plane wave, propagating along the y direction. In time-domain
topology optimization, the excitation signal defines the target
bandwidth. As shown in Figure 2b, the source consists of a sinc
signal truncated to a few lobes with a bandwidth of ∼50% at
half-maximum. Such a signal modulates a carrier with a
frequency of 576.5 THz that corresponds to the center of the
spectral window of interest and covers the spectral range 350−
1000 nm, as shown in Figure 2c. The excitation signal is also
multiplied by a Hanning window to reduce the ripples in the
excitation spectrum.

To enable gradient-based topology optimization, we use the
adjoint-field method in the time domain to derive a gradient
expression for our objective function, defined in expression 2.
To compute the gradient of the objective function with respect

to the material density, an additional adjoint simulation must
be performed, which differs from the forward simulation only
in the source of excitation. Both the forward and adjoint fields
observed in the design region Ωd are then used to compute the
spatial gradient profile to update the design at each iteration
step. The theoretical and technical details of our method are
given in the Methods section and Supporting Information.

In the next section, we demonstrate the flexibility of our
inverse design method by aiming at free-form 3D designs
enabled by our optimization algorithm for different optical
materials with dispersion and anisotropy. We acknowledge that
constraints such as length scale or structural invariance along a
certain direction can be imposed on the algorithm. Initially, we
chose not to impose any of such constraints to explore the free-
form optimization. Then, for two study cases, we compare the
performance of the free-form designs to structures where
invariance along the y-direction, as an important lithographic
manufacturability constraint, was enforced.

Free-Form 3D Nanostructures. In this section, we
present our free-form topology-optimized dispersive metallic
(Al and Au) and dielectric (Si and TiO2) nanostructures for
broadband field enhancement over the spectral range of 350−
1000 nm. The designs obtained based on the optimization
setup described in the previous section are illustrated in Figure
3. All optimizations were performed for 200 iterations to
ensure a reasonable convergence and to enable a comparison
of performance and computational requirements between

Figure 4. Performance of the nanostructures shown in Figure 3. (a.1−d.1) Average electric field enhancement inside the gap region over the
spectral range of excitation. The dashed curve in (d.1) shows the performance of the TiO2 antenna when the original orientation (Orient. A) of the
anisotropy is rotated by 90° so that the lower ordinary dielectric constant ϵo′ is aligned with the polarization of the incident excitation (Orient. B).
(a.2−d.2) Corresponding field distribution for the wavelength for which the field enhancement has a maximum.
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different materials. We note the difference in shape between
top and bottom views for the Al nanostructure in Figure 3a.1,
where the left subfigure shows typical features of plasmonic
nanostructures,16 such as a double-hole aperture, while the
right subfigure shows features that are typical of metallic
antennas in the microwave regime, such as a horn-shape
aperture. Also, the Au exhibits typical plasmonic geometrical
features, such as a double-hole aperture, that are responsible
for field localization and enhancement. This shape was also
recently reported to exhibit an anapole state,46 which is also
observed in this case (not shown). The dielectric nanostruc-
tures were optimized with a larger space step to allow, at parity
of the design domain size, more physical space for the
nanostructure to develop. In general, dielectric nanostructures
have a larger footprint compared to metallic ones at parity of
resonant frequency. In the Si case, we observe the development
of complex geometries with a profound difference between top
and bottom views, where one side (left) shows an aperture
similar to that observed for Au and the other side (right)
shows a quasi-free-standing nanostructure. The difference
between top and bottom views is remarkable for all materials,
and we think this is what enables broadband performance. In
the case of Au, although there is a difference in the size of the
double-hole aperture in the top and bottom views, the shape of
the double-hole does not change significantly, making the
overall design very close to a lithographic-constrained
structure.

As a measure of the broadband performance, we computed
the averaged electric field enhancement inside the gap region
over the wavelength range 350−1000 nm, as shown in Figure
4a.1−d.1. In addition, we captured the local field profile for the
wavelengths for which the enhancement has a maximum in
Figure 4a.2−d.2. The gold and aluminum nanostructures yield
a stronger enhancement than the silicon and titanium dioxide
nanostructures due to their plasmonic effects and the smaller
gap size. From the field distribution plot, we see that the
electric field barely penetrates into the bulk in the metallic
cases compared with the dielectric designs. The gold
nanostructure demonstrates the strongest enhancement,
especially for high wavelengths. However, in contrast to
aluminum, gold shows a significantly poor performance at low

wavelengths. This can be explained taking the physical
properties of gold into account, such as the presence of
absorption in this wavelength range associated with the
interband transition. In contrast, aluminum is able to enhance
the energy at low wavelengths more efficiently. We saw a
difference in the topological shape of both materials. The
aluminum developed more pronounced carving features
compared to gold to maximize the electric energy for the
broadband pulse and is apparently bounded by the physical
size of the design domain. As a representative example, we
plotted the development of the aluminum design during the
optimization and the field distributions for multiple wave-
lengths corresponding to the converged design (Figure 5).
Broadband field enhancement is achieved also in the case of
the Si nanostructure with several peaks due to the multipole
resonances. The field enhancement obtained for Si is lower due
to the larger gap size (30 nm vs 12 nm in Au and Al). Although
both dielectric designs do not show such a significant
difference in the topological shape, we acknowledge a weaker
overall performance of titanium dioxide than silicon.
Comparing their materials properties in Figure 1c,d, we can
attribute it to the fact that the real part of the permittivity of
silicon is higher than the ordinary and extraordinary values of
titanium dioxide, enabling a more efficient local field
enhancement. Also, silicon shows weaker performance for λ
< 500 nm, where it starts being absorptive.

In addition, we studied the performance of the titanium
dioxide nanostructure by rotating the anisotropic orientation,
on which the antenna was originally designed, by 90°, as
shown in Figure 4d.1. The titanium dioxide nanostructure was
optimized based on an anisotropic axes orientation, where the
extraordinary permittivity ϵe′ axis is aligned with the z-polarized
incident pulse, while the ordinary permittivity ϵo′ axis is
perpendicular to it and oriented along the x-axis. Since ϵo′ < ϵe′,
we obtain a shift of the spectral response to lower wavelengths.
This effect is also well-known from Mie resonances and their
appearance at certain wavelengths when changing the
material’s permittivity. The frequency-domain response is
highly dependent on the underlying material and dispersion
in the desired frequency range as well as the physical size to
which the design is constrained. We expect to see deviations in

Figure 5. (a) Development of the filtered and projected density during the optimization of the aluminum nanostructure presented in Figure 3a.
The final binary design was obtained by thresholding at iteration 200 with a projection value of η = 0.5. (b) Spatial distribution of the electric
field magnitude for different wavelengths within the optimized aluminum nanostructure shown in Figure 3a, including the maxima at 592 and 960
nm that appear in the frequency-domain response in Figure 4a.
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the frequency-domain response, when modifying the injected
source in terms of the spectral content and amplitude.16 This
might enable better control over broadband enhancement,
especially by enforcing a better performance in regions of high
absorption. One challenging aspect of time-domain optimiza-
tion is the ability to precisely control the frequency-domain
response of the device under test.9 Attempts to use hybrid
approaches to solve such challenging problems emphasize that
this issue still requires further investigations.30

In addition, we compared our 3D free-form designs to
structures where an important lithographic manufacturability
constraint was enforced: a fixed thickness (invariance along the
y-direction), i.e., restricting the design to only vary in the (x,
z)-plane during the optimization process. We chose aluminum
and silicon as representatives for metallic and dielectric
materials for demonstration purposes. The topology of the
optimized structures differs in both cases compared to the free-
from-optimized designs, as shown in Figure 6. In the case of
aluminum, we notice a slight improvement in the performance
of the 3D free-form design compared to its constrained
counterpart. More precisely, by allowing the design to expand
in the direction of the incoming wave, the structure forms the
engraving shown in Figure 3a.1, which results in stronger
enhancement for smaller wavelengths. It is obvious that this
similarity in the performance is related to the limited physical
size. We expect a more significant difference when we give the
design more space to expand. The difference in the
performance between the free-form and constraint optimiza-
tions is significant for the case with silicon. We remark that the
physical size here is greater than that for the metallic
structures. Interestingly, we see a redistribution of the peaks
compared to that of the 3D free form design. Overall, apart
from a peak at around 860 nm, the constraint design shows a
weaker performance, which highlights the potential of free-
from design in 3D for dielectric nanostructures. These results
encourage a more detailed investigation of how reducing the
degrees of freedom of the design affects the performance (e.g.,
for large-scale designs).

Contrary to traditional nanostructures for field enhance-
ment, such as dipole and bow-tie nanoantennas, where the two

branches are disconnected and separated via a small gap
region, the designs discovered by our algorithm present a
similar central gap region but are laterally connected. Although
no constraints are given on the connectivity, the volume
available for the optimization tends to be filled by the design
material, and the final designs look like solid blocks carved with
complex topologies. This observation could suggest alternative
strategies to design nanostructures with a reduced footprint as
well as ideas to improve traditional designs. Free-form
optimized nanostructures may also enable exotic physical
phenomena, such as anapole meta-atoms.46 Although such
investigations are out of the scope of the current manuscript, in
order to promote further studies, we make all of our design and
simulation files freely available (see data availability statement).

■ METHODS
Time-Domain Adjoint Formulation. In this section, we

formulate the density-based topology optimization problem for
dispersive materials in time-domain. We use the adjoint
method to derive the gradient expression for an objective F[E],
where E is the electric field that depends on a density
distribution ρ that represents our design variables. The
objective function and its gradient are needed for gradient-
based optimization algorithms. The full derivation is given in
the Supporting Information.

We formulate the conceptual optimization problem

[ ]F tE rmax ( , )

s. t. Maxwell’s equations

r( )

(3)

We assume nonmagnetic materials. All of the following
derivations, however, can also be conducted for the magnetic
permeability tensor and magnetic field H(r, t). The density is
mapped to the physical material described by the CCPR model
in expression 1. In the following, we denote the background
material with index i = 1 and the design material with index i =
2. For a given density value ρ ∈ [0, 1], we apply a linear
interpolation of the parameters and complex pole pairs in
expression 1 of the following form

Figure 6. (a.1,b.1) Comparison of the broadband performance of the aluminum and silicon 3D free-form nanostructures shown in Figure 3 with
designs where invariance has been constrained along the y-direction. (a.2,b.2) Corresponding constraint designs sharing the same physical size as
their 3D free-form optimized counterpart.
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where κ(1)(ρ) ≔ (1 − ρ) and κ(2)(ρ) ≔ ρ. For the static
conductivity in expression 5, we added an additional damping
term γ, which can be tuned to avoid zero crossings of the
permittivity (e.g., for metals) for intermediate values of ρ,
inhibiting the optimization convergence.16,30 The interpolated
relative permittivity can be written as

= + +( , ) ( ) ( ) ( , ), (7)

For simplicity, we assume the permittivity of both design
and background material to be diagonal, εαβ = 0 for α ≠ β, and
denote the spatial component of permittivity and fields by k ∈
{x, y, z}.

For the formulation of the adjoint problem to maximize an
objective F[E], we follow a similar approach as in ref 16 with
the same boundary conditions, but replacing the material
model by our CCPR model. The electric field components Ek,
k ∈ {x, y, z}, of the forward system driven by an incident pulse
injected far away from the design and observation region can
be obtained by solving the Maxwell equations
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where the complex auxiliary fields Qp,k
(i) must be computed for

all poles p ∈ 1,..., Pk
(i) and for the corresponding component k

of both materials i = 1, 2. To compute the gradient of the
objective with respect to the density, an additional adjoint
system must be solved, which differs from the forward system
only in the source of excitation. The adjoint fields Ek, H , and

Q p k
i
,

( ) are obtained by solving the same set of equations but
introducing a source term Sadj on the right-hand side of eq 8a,
which acts as the source for the adjoint system instead of the
plane wave injected into the forward system. The adjoint
source is the time-reversed (denoted by the symbol “←”)
functional derivative of the objective F[E] with respect to the

forward field: [ ]
’ ÷÷÷÷÷÷÷÷÷

S F E
Eadj . The expression for the adjoint

system as well as for the gradient can be obtained as follows
(see the Supporting Information). First, we differentiate eqs
(8) with respect to the density, and multiply eq 8a by Ek, eq 8c
by Hk, and each of eq 8b by a corresponding term

Q
c t p k

i( )
,

( )i

p k
i

( )

0 ,
( ) , assuming a nonvanishing parameters cp,k

(i) ≠ 0.

We further sum all spatial components and integrate over time

and space, taking the imposed boundary conditions of the
forward fields into account. Then, we reverse the time t → τ ≔
T − t and change the signs of the adjoint magnetic fields and
currents,57 which leads to the adjoint system as described
before. Moreover, we obtain the expression for the gradient of
the objective function with respect to the density
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The derived expression also covers nondispersive dielectric
materials by simply setting all coefficients to 0, except for the
ε∞,k terms, leaving only the first term in expression 9.

FDTD Implementation and Design Export. According
to the FDTD method, each component of the electric and

Figure 7. (a) According to the FDTD method, the electric field components are stored on a staggered grid. Each component Ek is placed at the
center of the corresponding edge of the Yee cell. (b) Definition of subcells, being half as wide and locally offset by a quarter of the width of the Yee
cell in each direction. Each of these cells encapsulates a density point ρk to the associated electric field component. (c) Empty space is filled with
virtual subcells, encapsulating undefined density values ρvirtual. Their values must be assigned by a proper filtering, taking the defined values of
neighboring subcells into account.
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magnetic field is placed at different locations of the Yee cell
(Figure 7a).58 If the design region is divided into N ≔ Nx × Ny

× Nz Yee cells, we assign density values ρk,n,n ∈ {1, ..., Nk} at
each location of the electric field components Ek, where Nk is
defined as

+
{ }

N N( 1 )k
l x y z

l kl
, , (10)

with δkl denoting the Kronecker delta. Here, the additional 1 −
δkl cells ensure an accurate description of the design domain
boundaries. As a consequence, we optimize { }N Nk x y z k, ,

design variables in total.
The update equations for the fields in eqs (8) within the

FDTD framework are discussed in detail in ref 36. The
gradient of the objective function in expression 9 with respect
to each design variable ρk,n can be discretized in a similar
manner57
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where ∂ρκ(1) = −1 and ∂ρκ(2) = 1, Δt denotes the time
discretization, and M is the maximum number of time steps
that corresponds to the simulation time.

When the optimization is complete and all density values are
binarized after a proper thresholding, the design must be saved
so that it is transferable to other software for simulation or to a
software for planning the manufacturing, e.g., as STL file. To
do so, we need to define a smallest volume (Wigner-Seitz cell)
around each density point so that their adjacent arrangement
would fill the entire space without leaving any gaps or holes.

In this way, material or no material can be assigned to each
cell to build and visualize the final design. Due to the lack of
symmetry of the staggered Yee grid in 3D, the construction of
such a cell is not possible. Therefore, we construct a symmetric
material grid by dividing each Yee cell into eight subcells,
which are half as wide and locally offset by a quarter of the
width of the original cell in each direction (Figure 7b,c). In
that way, each density point located at the edges of the Yee cell
is encapsulated by a subcell. For the other five undefined,
virtual subcells, we perform an interpolation, by averaging over
the next neighbors, including the noninterpolated density
points only. This interpolation scheme leaves the assignment
of the original density points at the edges untouched and well-
defined and is, therefore, transferable to any FDTD framework,
assigning the material for the staggered grid in reverse.

Filtering and Projection. Filtering is an effective way of
introducing a weak sense of length scale into the design, to
eradicate the appearance of single-pixel features59,60 or to cure
the self-penalization issue when optimizing lossy struc-
tures.9,61,62 To control spatial design-field variations, we filter
the design variables and apply a threshold procedure.
Assuming we have Ñ design variables in total, we enumerate
the variables with the index n ∈ {1, ..., Ñ} in the following. At
each iteration step and for each density point ρn, we average
over a neighborhood set of densities to obtain the filtered
variable ρ̃n

=
w

w

r r

r r

( , )

( , )n

n m m

n m

m R
n

m R
n (12)

where R
n describes a sphere with radius R around ρn. w(rn,rm)

is the weighting function defined as

= | |w Rr r r r( , )n m m n (13)

and ensures that values at a greater distance contribute less.
Next, we project the filtered density using the smoothed
Heaviside function

=
+
+

tanh( ) tanh( ( ))

tanh( ) tanh( (1 ))n
n

(14)

Figure 8. Demonstration of the filtering and projection of the density in 2D. The original density ρ representing a sphere with a radius R0 is filtered
according to eq 12 with a filter radius of R = 0.3R0, marked as a yellow dashed circle. The filtered density ρ̃ will be projected using the smoothed
Heaviside function in eq 14 to obtain , which is used as an input for the forward and adjoint simulation. Here, projection parameters β = 10 and η
= 0.5 were used.
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The parameter η determines the threshold value, and β
controls the sharpness of the projection, consequently leading
to the binary design for β → ∞. Figure 8 demonstrates the
filtering and projecting procedure for a spherical density in 2D.

The gradient of the objective with respect to the original
density ρ can be calculated using the chain rule

=F F

n m

m

m

m

nm R
n (15)

The β value will be increased during the optimization until
the objective does not show any significant change, yielding an
almost binary design. One way to tell whether an optimized
design has converged to a discrete solution is to use the
measure of discreteness63

= ×=M
N

4 (1 )
100%nd

n
N

n n1
(16)

This measure is zero if the design only consists of elements
with a 0 or 1 density and gets maximized if all density points
have an intermediate value of 0.5. Finally, the projected density
is mapped to a binary design by thresholding with respect to
the parameter η. The final design in the FDTD framework is
exported by the interpolation scheme described in the previous
section.

Technical Details of the Optimization. In this section,
we list the parameters used for the topology optimization of
the nanostructures presented in the paper. It includes the
simulation parameters for the FDTD method that were used to
perform the forward and adjoint simulation as well as the filter
and projection variables to transform the density at each
iteration step and technical details about how the simulations
were performed, including the parallelization strategy.

The design region Ωd consists of 100 × 25 × 100 Yee cells.
The observation region with 6 × 25 × 6 cells is located at the
center of Ωd (see Figure 2a). The design region is surrounded
by convolutional perfectly matched layer layers with a
thickness of 20 Yee cells. We chose an isotropic spatial
discretization Δ ≔ dx = dy = dz and set its value small enough
to ensure a sufficient accuracy while performing the FDTD
simulations for all chosen materials.35 We set ΔD = 5 nm for
the optimization of silicon and titanium dioxide, and ΔM = 2
nm for aluminum and gold. We aim to optimize a Ωd = 200 ×
50 × 200 nm3 aluminum and gold nanostructure with a gap
size of Ωg = 12 × 50 × 12 nm3, and for a Ωd = 500 × 125 ×
500 nm3 silicon and titanium dioxide nanostructure with a gap
size of Ωg = 30 × 125 × 30 nm3. We chose a time
discretization of dt = 8.34 × 10−3 fs for both dielectrics and
performed forward and adjoint simulations for 10,000 time
steps, which corresponds to a time duration T = 83.40 fs in eq
2. For metals, we chose dt = 3.34 × 10−3 fs and 18,000 time
steps, corresponding to T = 60.12 fs. This parameter setting
ensured Courant stability and a sufficient decay of the fields so
that the objective and gradient did not show a significant
change at the end of each forward or adjoint simulation.

For all materials, an artificial damping γ = 500,000 was
chosen in eq 5, to ensure convergence. The proper choice of
this parameter is discussed in ref 16. For the radius of the filter,
we chose R = 12 Yee cells, corresponding to a radius of RD =
60 nm for dielectrics and RM = 24 nm for metals. Starting with
an initial projection value of β0 = 10−4, we run each
optimization for 200 iterations, increasing β up to a value of

βmax = 52. The threshold value was set to η = 0.5. The
maximum number of iteration together with βmax ensured that
the density does not contain larger gray areas of
intermediate density values between 0 and 1 before thresh-
olding, i.e., performing a binarization of . For verification, we
computed the measure of discreteness of the final designs
according to eq 16 and obtained: Mnd

Al = 1.0229%, Mnd
Au =

0.3918%, Mnd
Si = 1.8153%, and =M 1.1907%nd

TiO2 . The
densities were updated by the MMA.64

The optimizations were performed with our in-house FDTD
code, and we used the commercial software Ansys Lumerical to
cross verify the performance of the final optimized designs.
The simulations were performed on the supercomputer
HLRN-IV-System Emmy in Göttingen, Germany, provided by
the North German Supercomputing Alliance as part of the
National High Performance Computing (NHR) infrastructure.
It took ≈2−14 h to optimize the structures presented in this
paper, using 1536 cores (Cascade 9242, HLRN-IV-System
Emmy in Göttingen, Germany). The computation time
depends on the number of the CCPR poles used in the
simulation. Since the part of the simulation domain containing
the design region needs to perform additional tasks and
requires additional memory due to the storage of the electric
and auxiliary field, a parallelization strategy based on a uniform
decomposition of the simulation domain among the processors
would not be efficient. Thus, we applied a load-balancing
scheme in which the density domain (100 × 25 × 100 =
250,000 Yee cells) was assigned to 576 cores, and the
remaining simulation domain (150 × 78 × 150−250,000 =
1,505,000 Yee cells) was divided among the remaining 960
cores. This refinement ensured an improved speedup and
memory allocation.

■ CONCLUSIONS
We introduced a general density-based topology optimization
approach to the inverse design of arbitrary dispersive and
anisotropic nanophotonic structures. The optimization prob-
lem is formulated in the time domain based on the CCPR
model. We employ the auxiliary equations approach to
Maxwell’s equations and derive an adjoint system that allows
us to compute the gradient using only two system solutions. By
choice of the number of CCPR poles, a compromise between
the required fitting accuracy and the computational require-
ments can be found. The formulation of the figure of merit and
corresponding adjoint source is kept in a general form and is
interchangeable so that the method can be applied on various
design problems in optics.

The method was implemented in our highly parallelized
FDTD code, and we provided an interpolation scheme to
extract the final design from the staggered Yee grid. The
reliability of the method is demonstrated by designing
dielectric and metallic nanostructures for local broadband
enhancement, enabling free-form optimization in 3D. By
combining parallel topology optimization and parallel FDTD
solver, we unlock not only the design of arbitrary dispersive
materials but also the free-form optimization of nanostructures.
We note that the presented adjoint method is not limited to
the FDTD method but is given in analytical form and thus
could be implemented in a time-domain FEM framework with
an auxiliary field approach included.65

Despite the computational effort required for free-form
optimization in 3D and the limitations of current manufactur-
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ing techniques, our results give insights into which topological
features may lead to an enhancement of light−matter
interactions at the nanoscale, thus expanding the set of shapes
used in traditional design. Beside the presented optimization of
nanocavities of different material classes, our contribution
holds great potential for a variety of other inverse design
problems where dispersion is included, such as broadband
absorbers using plasmonic metals, highly absorbing nano-
structured thin-films for maximizing the efficiency of solar cells,
or broadband antireflective coating based on dielectrics.
Moreover, our adjoint time-domain formulation allows us to
tackle any design problem where time-dependent objectives
are appropriate, such as dynamic phenomena, transient
nonlinear effects, or considering time-varying materials. Due
to the increasing interest in time-domain phenomena in
nanophotonics and relative methodologies, this method is
likely to become very relevant in the near-future for the
solution of many interesting inverse design problems.
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