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ABSTRACT
Widely used in datacenters and clouds, network traffic shaping is
a performance influencing factor that is often overlooked when
benchmarking or simply deploying distributed applications. While
in theory traffic shaping should allow for a fairer sharing of network
resources, in practice it also introduces new problems: performance
(measurement) inconsistency and long tails. In this paper we in-
vestigate the effects of traffic shaping mechanisms on common
distributed applications. We characterize the performance of a dis-
tributed key-value store, big data workloads, and high-performance
computing under state-of-the-art benchmarks, while the underly-
ing network’s traffic is shaped using state-of-the-art mechanisms
such as token-buckets or priority queues. Our results show that
the impact of traffic shaping needs to be taken into account when
benchmarking or deploying distributed applications. To help re-
searchers, practitioners, and application developers we uncover
several practical implications and make recommendations on how
certain applications are to be deployed so that performance is least
impacted by the shaping protocols.
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1 INTRODUCTION
Cloud performance is highly volatile [26] either due to hardware
fail-slow phenomena [38], noisy neighbors [7] or interactions with
providers policies [82]. The latter are commonly instantiated by
cloud providers to maximize utilization of available hardware re-
sources, such as servers or networks, while ensuring that a min-
imum Service Level Agreement (SLA) is met. This allows for the
maximization of profits at minimal cost for the provider.
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Cloud providers can generally consistently provide RAM [75]
and – to a lesser degree – (v)CPUs [27, 75], however, the avail-
able network bandwidth is only shown as a maximum available
amount [32, 80], which is not guaranteed [33, 75, 80]. While it is
possible to provide a minimum bandwidth guarantee, in practice
this impacts over-subscription [7] and is therefore not specified
by current cloud providers. As a result, the end-user performance
predictability is severely compromised [75, 78], as in practice per-
formance distributions are long-tailed [18, 82].

To ensure a fair sharing of network resources between tenants,
and thus ensuring a Quality of Service (QoS), cloud providers utilize
traffic shaping techniques like priority queues and token buckets.
The former allow for prioritizing certain network flows over others,
causing an imbalance between flows of different priorities. This
could be used to ensure that latency-sensitive traffic flows (e.g. Voice
over IP; VoIP) get processed with a lower latency, for example [10].
The introduction or removal of such flows may therefore cause
sudden changes in network performance – provided the network is
nearing congestion – when using a traffic flow with a lower priority.
The latter allows for limiting the available bandwidth to each host,
by limiting the amount of data able to be sent in a certain time
frame. The token bucket refills at a preset rate, up to a maximum
buffer [42, 43]. This allows for short bursts of high bandwidth traffic
– which appear uncapped – provided there is little network usage
in between, allowing for the bucket to refill.

Variance and inconsistency in network performance due tomulti-
user resource sharing across servers and networks [75], combined
with over-subscription on network links [34] as well as traffic shap-
ing [82], can impact the performance of applications relying on the
consistency of these resources [6]. This, in turn, impacts any per-
formance evaluations or generally experiments, which may lead to
unfair, unrepeatable or incorrect results. Evaluation of distributed
applications without regard for the impact of variable network per-
formance therefore may not be representative of the performance
in a real-world cloud environment with shared resources.

Since cloud users and experimenters have no control over those
mechanisms, their impact on application performance is difficult
to assess. As a consequence, our community lacks a deep under-
standing of the effects of traffic shaping on cloud-based distributed
applications. In this article we showcase and quantify the severity
of such effects on a variety of workloads with the goal of aiding
practitioners, experimenters and cloud providers with novel in-
sights on how applications interact with traffic shaping and giving
practical advice on how to counteract these effects.

We create a comprehensive benchmarking and experimental
harness using setups similar to state-of-the-art cloud environments,
with physical and virtualized resources (e.g. switches), as well as
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commonly used traffic shaping techniques. The addition of a suite
of distributed applications covering multiple domains (e.g., key-
value store, big data, and high-performance computing) allows for
real-world representative results to be obtained.

We enforce shaping techniques using either dedicated network
equipment, such as switches, or on-host virtual appliances. The
former allows for a more granular control over network flows [64].
The latter is achieved using a kernel-bypass network processor such
as the Data Plane Development Kit (DPDK) [22]. Our experiments
are deployed on CloudLab [25], which allows to create dedicated
links between nodes as well as user-managed switches to apply the
QoS traffic shaping measures.

This article makes the following contributions: (1) We design
a novel experimental setup to uncover the interaction between
state-of-the-art distributed applications and traffic shaping. Our
application-independent framework1, is tailored to CloudLab but
adaptable to a broader context. (2) After running over a thousand
individual experiments and analyzing application behavior, we pro-
vide novel insights into the effect of traffic shaping on distributed
applications spanning different domains. (3) We give recommenda-
tions and actionable insights for the benchmarking of distributed
applications in the context of traffic shaping, as well as determining
the optimal environment when deploying them.

2 BACKGROUND: CLOUD NETWORKS
The Software Defined Networking (SDN) [50] paradigm has for-
ever changed the design of cloud- and datacenter networks. SDN
separates the data plane – which processes network traffic – from
the control plane, which configures it. Via this decoupling, the con-
trol of the network can be centralized for rapid deployment. Net-
work equipment supporting SDN may either be hardware-based or
software-based, like Open vSwitch [71] (OVS). Most modern clouds
nowadays implement SDNs [16, 30] to enable better control over
the networking infrastructure. The control plane configures the
SDN switches through OpenFlow [60], specifying “flows” through
the network based on packet header data [72], which may option-
ally be modified [65]. The Data Plane Development Kit (DPDK) [22]
allows for network packet processing to bypass the kernel entirely,
providing speed at the cost of reduced configurability. Combining
this with OVS into OVS-DPDK [71] alleviates some of this cost, as
OVS can be configured using OpenFlow [60] at runtime.
Quality of Service & Traffic Shaping. Quality of Service allows
for distinguishing between applications based on communication
requirements [10, p. 6]. Network flows can be treated with different
priorities or be given more or less bandwidth. This in turn can also
influence ping or jitter [10] In practice, bandwidth between flows is
divided using priority queues, with bandwidth caps being enforced
through token buckets [12, 19]. In public Cloud environments this
increases fairness and gives rise to multiple bandwidth tiers [32, 80].
Priority Queue. Priority Queues divide bandwidth between traffic
flows using strict and/or (weighted) fair queues [44]. The former
allows high priority flows to starve other flows by using all available
bandwidth [44] The latter shares bandwidth between flows using
weights [68], with higher priority resulting in a larger bandwidth
share. The flow priority is stored in the IP header’s DSCP [36] field.
1available at https://github.com/JasperAH/ts-ds-resources

It has four priority tiers and three “drop probability” tiers. This is
used to drop packets if the available bandwidth is exceeded [83].
Token Bucket. Token Buckets are used to limit the maximum flow
bandwidth. They are defined by the Committed Burst Size (CBS) and
Committed Information Rate (CIR): the bucket size and refill rate,
respectively [42, 43]. Both are defined in bits or packets (“tokens”)
within this context [42, 43]. Traffic transmitted on a flow does
not exceed the specified CIR on average [42, 43], though it can be
exceeded temporarily. Transmitted traffic subtracts “tokens” from
the token bucket proportionally to the packet size or count [42, 43].
If traffic rates exceed the CIR, the built-up tokens in the bucket
are first depleted before the traffic is shaped down to the CIR [42].
Adding a second token bucket, defined by the Excessive Burst Size
(EBS) and Peak Information Rate (PIR) [43], allows for a larger burst
where traffic is sent with a higher (DSCP) drop probability once it
exceeds CIR. This way more bandwidth may be utilized. The PIR
is only used if remaining available bandwidth allows it, the CIR
remains as the minimal bandwidth that is guaranteed [43].

3 EXPERIMENT DESIGN: HOW TO QUANTIFY
TRAFFIC SHAPING EFFECTS ON
DISTRIBUTED APPLICATIONS

To understand the implications of traffic shaping on modern cloud-
based applications, we design a set of large-scale, extensive ex-
periments. The main goals of this article and of the design of our
large-scale experiments are:

(1) Designing a networking setup that is realistic, akin to mod-
ern cloud datacenter networks.

(2) Implementing state-of-the-art traffic shaping techniques on
top of the aforementioned networks.

(3) Running a suite of modern, state-of-the-art benchmarks and
applications against state-of-the-art traffic-shaped cloud net-
works.

(4) Understanding how traffic shaping mechanisms, policies,
and parameters influence the aforementioned modern bench-
marks and applications.

To understand the interaction between traffic shaping and work-
loads, we measure achieved performance against or relative to a
baseline without traffic shaping or even without interference traffic.
Next to this, we assess performance consistency. We define as
consistent the performance which exhibits low variability, and
as inconsistent highly-variable performance, e.g. with long tails.
We use the CloudLab [25] platform, which allows users to re-

serve nodes and create private (user-managed) networks.We do this
through a user-shareable profile, which contains the number and
type of nodes used, the connecting network and other resources,
such as storage.We provide each nodewith a pre-configured Docker

Node: xl170
CPU 10-core Intel E5-2640v4 (2.4GHz)
RAM 64GB ECC DDR4-2400 (4x 16GB)
Disk Intel DC S3520 480 GB 6G SATA SSD

NIC
Two Dual-port Mellanox ConnectX-4
25 GB NIC (PCIe v3.0, 8 lanes)

Table 1: The xl170 node [13] on CloudLab [25].
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image, which – together with the profile – allows us to create iden-
tical experiment environments for our experiments, enabling repro-
ducibility. For the networking setup, we describe a solution in the
form of a Docker overlay network which uses OVS-DPDK to model
the behavior of common public clouds on a regular network, in-
cluding the generation of interference traffic generation and traffic
shaping settings. We conduct all experiments using Docker contain-
ers backed by our OVS-DPDK setup as this allows us to apply traffic
shaping both on-host and on-switch, both with (network-)resource
contention present. In all experiment setups we use the xl170 nodes,
described in Table 1. These contain Mellanox ConnectX-4 NICs,
which support DPDK [63]. They are connected to a user-managed
Mellanox MSN2410-BB2F switch using 10Gb/s Ethernet links which
are allocated via a NetScout 3903 L1 switch managed by CloudLab.

3.1 Docker Overlay Network
We use the Docker overlay network as the basis for our experiments,
which is backed by OVS-DPDK on each host. This virtual network
lays on top of the physical user-managed network provided by
CloudLab. We use a single Consul [40] cluster store instance, which
tracks the network status across nodes, as well as a Docker and OVS-
DPDK instance on each node [2]. These instances communicate
with Consul over a separate control network. This way we create a
realistic setup, similar to those found in Cloud environments, where
there is a combination of an on-host (kernel-bypass) and a physical
network, with on each node a system that allows for the creation
of virtualized environments [17, 47].

When creating virtual networks or adding containers to Docker,
all network-related events are passed to the OVS-DPDK instance
through the use of an OVN Docker overlay driver [79] on each host.
This enables regular Docker commands to manage the network. The
driver translates the network events to OpenFlow, used to control
OVS-DPDK. We slightly modified the overlay driver to make it
compatible with current library versions and Python3.

Using this setup, we can automatically assign IP addresses within
the overlay network IP pool to our containers upon creation, which
allows them to communicate using the user-managed network. To
allow our containers to automatically connect, we first create an
OVS-DPDK backed network in Docker, and specify its name in the
docker-compose file for each container.

3.2 Interference Traffic
Since traffic in networked environments varies over time, we cre-
ated interference traffic in our experimental setup that exhibits
similar behavior. We based our traffic pattern on the traffic gen-
erated in the experiments simulating cloud environments ran by
Ballani et al. [6]: our interference traffic is normally distributed
around max_bandwidth

2 . To make sure our higher and lower interfer-
ence bandwidths are used more frequently, we choose our standard
deviation such that our distribution is slightly wider than the feasi-
ble values between [0,max_bandwidth].

To generate the interference traffic according to this distribution
we use Iperf3 [24], which batches packets to create small (bidi-
rectional) bursts of traffic. We use each sampled bandwidth for
5 seconds to account for wind-up time between switching band-
widths, after which we sample a new value and repeat the process.

Experiment Profile Description
No Interference No changes
Normally Distributed
Interference

Normally distributed interference traffic on
node interfaces

Token Bucket Token bucket on node interfaces in addition
to interference

Priority Queue
Priority queue alternating between high and
low priority on node interfaces in addition to
interference

Token Bucket &
Priority Queue Combination of the above

Table 2: Experiment profiles with regard to traffic shaping
and interference. We execute experiments on each of the
profiles above.

By carrying out experiments multiple times or over a prolonged
period we ensure the setup is exposed to a range of bandwidths.

3.3 Traffic Shaping
We use the same set of traffic shaping profiles in all of our experi-
ments, described in Table 2. The interference traffic we described
in Section 3.2 is present in all profiles except the “no interference”
profile. We apply the token bucket and priority queue settings to
the switch ports connected to all nodes, with the priority queue
settings having high and low priority for different ports.

Priority queues on-switch work on a port-by-port basis. There-
fore we cannot subject traffic emerging from a node to different
QoS parameters. However, we can subject external traffic sources
transmitting to the same node or port to them. We therefore con-
figure DSCP priorities on the source ports of traffic. We choose two
configurations: Equal priority and low/high priority. In the first
we use equal (or no) DSCP values for the traffic, whereas in the
second we use traffic class 1 (low) and 4 (high) to grant priority
to alternating nodes. We omit drop probability as it is superseded
by traffic class. All queues that we use are Weighted Round Robin
(WRR) queues, as strict priority queues could cause lower priority
traffic to never be transmitted. We apply priority queues to switch
ports in an alternating fashion, such that our hosts transmitting
interference traffic between them have different priorities. In our ex-
periment topologies, which we describe in Sections 3.5, 3.6 and 3.7,
the interference traffic we show between nodes has one node on
higher priority than the other if we use unequal priority. We realize
priority queues on-host in a similar way using OVS-DPDK, giving
flows different DSCP traffic classes – as we mentioned previously –
in an alternating fashion.

Traffic shaping is configured using a single bucket, with a CBS of
100k and a CIR of 1000M. This way we utilize most of the available
bandwidth, reducing the impact the bandwidth reduction itself has
on performance – though we do still throttle it to a small degree.
This way of shaping allows us to send traffic via micro bursts,
consuming the CBS, which should cause our applications that send
traffic infrequently to be hardly impacted by the token bucket. The
bursts may cause small temporary bottlenecks, however, which we
expect to impact the performance of the distributed applications.
We apply the token buckets to the switch ports corresponding to the
nodes and police only outgoing traffic from the node (i.e. incoming
traffic from the perspective of the switch). This restriction with
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relation to policing direction also applies to the interfaces used by
OVS-DPDK, which we use to apply a per-container token bucket.
We use the same CBS and CIR as the token bucket on the regular
switch for these token buckets.

Finally we use a hybrid traffic shaping approach, using both the
physical switch as well as the OVS-DPDK backed on-host switch.
In this approach we use either an on-host token bucket and an
on-switch priority queue, or vice versa. We do not alter the config-
urations of either – they are as we described previously – which
allows us to observe the effect of shared responsibility on the per-
formance of the applications as well. We expect that this allows for
more fine-grained control using on-host shaping, while we could
use the on-switch shaping to reduce the load on the host to take
over course-grain traffic shaping tasks.

If we were to use the dual-bucket setup we described in Section 2,
we would be able to utilize the full link speed at all times without
any baseline throttling. However, since traffic exceeding the CIR is
marked using lower DSCP values to accomplish this – increasing
the probability packets are dropped – this would cause an overlap
between our token bucket and priority queue profiles. We therefore
only use the single bucket traffic shaping.

3.4 Distributed Applications
The distributed applications we use in our experiments fall in the
following categories: Key-Value Store, Big Data, and High Perfor-
mance Computing (HPC), thereby creating a representative baseline
covering different types of distributed applications typically found
in cloud environments nowadays [5, 29, 46, 61]. Concretely, we
picked MongoDB [62], Apache Spark [86] and applications using
the Message Passing Interface (MPI) [35] respectively.

3.5 Key-Value Store Experiment Setup
We use a synchronizing MongoDB cluster with one primary and
two backup nodes, which replicate data from the primary. The Mon-
goDB cluster is reachable from the node we run the benchmark
on through a user-managed switch, as we show in Figure ?? of the
Appendix. On-switch traffic shaping is implemented here. Between
node pairs we generate bidirectional, normally distributed interfer-
ence traffic, described in Section 3.2. An OVS-DPDK backed Docker
overlay spans the network through the user-managed switch, to
connect MongoDB, our benchmark, and our Iperf3 noise generation.
Our nodes communicate out-of-band to transmit Docker network
overlay events, such as containers joining or leaving.

To evaluate the performance of the MongoDB Key-Value Store
cluster, we use the MongoDB YCSB benchmark [14]. This contains
six predefined experiments [15], which we show in Table 3. They
cover a range of use cases using varying relative amounts of read,
update and write operations.

3.6 Big Data Experiment Setup
To measure the effect of traffic shaping on a Big Data workload, we
use Apache Spark [86] and the HiBench [45] “sparkbench” bench-
mark. This benchmark comprises real-world workloads from web
search, machine learning and analytical query domains, as well as
“micro” benchmarks based on the example applications provided
with Apache Spark. Our experiment topology consists of four Spark

workers with interference traffic between themselves – which we
generate as described in Section 3.2 – as well as a separate master
node which also houses the namenode, as we show in Figure ??.

In the preliminary experimentswe conducted, the Terasort bench-
mark showed promise due to its reconfigurability with regard to
data size, as well as due to its degree of use of communication
channels. This makes it more susceptible to changes in bandwidth
and latency, which should allow any effect of traffic shaping to be
visible through application performance.

3.7 HPC Experiment Setup
Our setup for the High Performance Computing experiment con-
sists of a cluster of MPI nodes with bidirectional interference traffic
between them – as we described in Section 3.2 – which we connect
through a user-managed switch, as we show in Figure ??. We run
the Docker containers on the MPI nodes using privileged mode, as
well as in the host IPC namespace, to ensure that the MPI send &
recv calls run without error.

We tested the performance of the cluster of MPI nodes using
the HPC Challenge (HPCC) benchmark suite [56], which consists
of a set of standardized benchmarks as well as latency and band-
width related benchmarks [54], which we show in Table 4. These
benchmarks cover a range of workloads such that we can evalu-
ate multiple facets of the performance of the system. We run the
benchmark suite for 100 times for all the traffic shaping settings
we described in Section 3.3, using the “base run” settings. This
prohibits us to modify the HPCC source code, which we found was
not needed in order to run HPCC on our Docker-based MPI cluster.
We configured each node through a hostfile to have eight slots,
with a maximum of ten. We imposed no memory constraints.

4 RESULTS
After executing the experiments described in Section 3 we ended
up with a large collection of over 1000 individual experiments. We
discuss a selection of the most relevant and interesting results.

4.1 Data Interpretation
As best practice suggests, we ran experiments sufficiently many
times to achieve statistical significance (more details in Section 4.5).
After ensuring that our results are stationary and not multi-modal,
we decided to present our data in as much detail as possible rather
than only a single value such as either median or mean.

Therefore, in most of the graphs presented in this section we
focus on the full distribution of data through presenting boxplots.
We have decided to use these because they are better at presenting
the spread (and hence variance) of data. For experiments where
performance exhibits a rather long-tailed distribution, we present
additional data for the 95th, 99th, and 99.9th percentiles, which are
widely used to describe the tail performance of systems.

When comparing boxplots, several aspects are important. First,
boxplots where whiskers are more far apart show a distribution that
exhibits more variability and longer tails. Therefore, practitioners
should always prefer results depicted in boxplots that have tighter
ranges as the performance they characterize is more predictable.
The same goes for the box part of the boxplots, which characterize

210



The Performance of Distributed Applications:
A Traffic Shaping Perspective ICPE ’23, April 15–19, 2023, Coimbra, Portugal

Workload Description Example
A Update heavy workload Recent actions being recorded in a session store
B Read mostly workload Tagging Photos. Tags can be added (update), but reading tags is the most occurring operation
C Read only Caches of user profiles which are created elsewhere
D Read latest workload News, where people want to read the latest, e.g. user status
E Short ranges Forum threads, where each scan retrieves all comments for the thread, using e.g. a thread id
F Read-modify-write workload A database allowing for the recording of user data/activity i.e. reading, writing and modifying data.

Table 3: The workloads contained in the YCSB Benchmark Suite, which cover a range of use cases [15]. We run each benchmark
using a record and operations count of 1, 000, 000, using a modified version of YCSB which outputs more detailed results.

Benchmark Benchmark Focus
HPL [69] Floating point execution rate for solving a system of linear equations.
DGEMM [21] Floating point execution rate for double precision real matrix-matrix multiplication.
STREAM [59] Sustainable memory bandwidth (in GB/s).
PTRANS [4] Rate of transfer for large arrays of data from multiprocessor’s memory.
RandomAccess [48] Rate of random updates of memory.
FFT [81] Floating point rate of execution of double precision complex one-dimensional Discrete Fourier Transform (DFT).

Latency/Bandwidth
(Based on b_eff [76])

Latency and bandwidth of network communication using basic MPI routines. The measurement is done during
(non-)simultaneous communication and therefore covers two extreme levels of contention that might occur in real applications:
no contention and contention caused by each process communicating with a randomly chosen neighbor in parallel.

Table 4: The measurement focus of workloads [55] contained within the HPCC benchmark suite [56]. The suite covers different
aspects of HPC performance such that we can obtain a representative measure of system performance. We run each benchmark
for 100 passes in the “base run” config, where no altered source code is allowed.

the 25th, 50th and 75th percentiles. Moreover, when directly com-
paring two distributions practitioners usually focus on a certain
percentile. Therefore, for example, one could pick the median (e.g.,
50th percentile) for drawing conclusions about certain configura-
tions of the traffic shaping setup. When drawing conclusions about
specific traffic shaping techniques we either consider the median
performance or tail percentiles (e.g., P95, P99, P99.9).

Finally, in all our experiments, when presenting performance we
either focus on throughput (e.g., operations per second, bandwidth
etc.), or latency. For the former, higher is better, while for the latter
smaller is preferred in practice.

4.2 Key-Value Store
Key-value stores are an integral part ofmodern cloudworkloads [29].
They exhibit a unique network fingerprint in that they send and
receive many relatively small payloads coming from many (dis-
tributed) users.
Hypothesis: Key-value store workloads are generally more sensi-
tive to latency rather than bandwidth.
The results we obtained from the Key-Value Store experiments

fell into roughly three categories. The first category encompasses
the general improvement of the latency consistency when we apply
traffic shaping techniques, with the exception of on-switch token
buckets which slightly reduce consistency and have high tail latency.
The second category concerns the fact that we observed that traffic
shaping techniques have little effect on the latency consistency, with
the exception of on-switch token buckets which make it slightly
worse. The third category is similar, where we generally observe
little influence from the traffic shaping techniques, though in this
case we see that the on-switch token bucket has a large negative
impact on the latency consistency. In this Section, for each of the
categories we highlight some of the results.

4.2.1 General Latency Improvement. We show an example of the
first category – a general improvement over the baseline with
interference traffic – in Figure 1. All traffic shaping techniques
reduce the spread of operation latencies we measured, with the
exception of the on-switch token bucket. We observe this in the
results of READ operations across workloads B, C and D, which
are READ-heavy workloads. We measured a median latency below
200𝜇s, whereas the median latency of the READ or SCAN operations
we measured in other workloads is much higher, even when we
compare the “no interference” baseline latencies. We presume this is
due to the fact that their READ operations are larger, which reduces
the relative effect the traffic-shaping techniques might have.

While the spread of the latencies depicts the on-switch token
bucket as equivalent or slightly worse compared to the normally
distributed interference without traffic shaping, the tail latencies
show a very large difference. As we show in Table 5, these tail
latencies are two to three orders of magnitude larger. We presume
this is due to the fact that in this case we share the token bucket
between tenants (i.e. the benchmark and the interference), causing
heavy contention. We also observe a negative impact on tail latency
caused by on-host token buckets, achieving a P99.9 twice as high
as the experiment without any traffic shaping present. We can
slightly improve this by adding a priority queue, which across
all experiments improves tail latencies. For this READ operation
workload in particular, we observe that the on-host priority queue
outperforms the other options in both consistency and tail latency.
Conclusion 1. In Key-Value Store workloads, smaller read
operations benefit from priority queues in both latency consis-
tency and tail latency.

Conclusion 2. In Key-Value Store workloads, the latency
consistency of smaller read operations may benefit from on-
host token buckets, though at the cost of a higher tail latency.
On-switch token buckets provide worse consistency and have
tail latencies two to three orders of magnitude higher.
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Figure 1: Read latency YCSB workload B (whiskers:
±1.5IQR). Traffic shaping measures generally improve
latency, on-switch token buckets have little effect.

Figure 2: Read latency
YCSBWorkload F (whiskers:
±1.5IQR). Traffic shaping
measures generally have
little effect on latency,
on-switch token buckets
make latency slightly less
consistent.

Figure 3: Update latency
YCSBWorkload F (whiskers:
±1.5IQR). Traffic shaping
measures generally have
little effect on latency, except
the on-host priority queue.
On-switch token buckets
greatly reduce latency consis-
tency.

Experiment Runtime (𝜇s) P95 P99 P99.9
No Interference 246 360 551
Normally Distributed Interference 440 633 937
Token Bucket on Switch 430 205695 211199
Priority Queue on Switch 389 536 759
Token Bucket & Priority Queue on Switch 429 205823 211071
Token Bucket on Host 394 856 1947
Priority Queue on Host 318 449 681
Token Bucket & Priority Queue on Host 391 653 1708
Priority Queue on Host,
Token Bucket on Switch 428 205695 210687

Token Bucket on Host,
Priority Queue on Switch 392 626 1610

Table 5: The tail latencies of the Read operation in YCSB
Workload B with shaping present we observed are generally
slightly above or below that of interference without shaping,
though the on-switch token bucket incurs a tail latency far
larger than any other traffic shaping measure.

4.2.2 No Latency Improvement & Large Tail Latency. We show an
example of the second category, in which traffic shaping has little
effect on latency consistency in general, in Figure 2. Here we once
again observe the on-switch token bucket slightly reducing con-
sistency compared to the baseline interference without any traffic
shaping present. We also observe this pattern in the READ operation
of workloads A and F, the READ-MODIFY-WRITE operation of work-
load F, and the SCAN and INSERT operations of workload E. These
workloads generally take more time than those of the first category
we showed in Section 4.2.1, and they are more focused on updating,
inserting or modifying records instead of primarily reading them.
This shift in focus might also be the reason that we observe a higher
baseline “no interference” latency in these workloads, which leaves
little room for improvement due to traffic shaping.

Similarly to the READ-focused workloads, the tail latencies we ob-
served for traffic shaping measures using on-switch token buckets
are two to three orders of magnitude larger than the other solu-
tions, as we detail in Table ?? (see Appendix). Contrary to these
READ-focused workloads, however, we observe that any other traffic
shaping measure is equivalent or improves tail latencies compared
to the baseline with interference traffic. This is further improved by
the addition of a priority queue, except in the case where we imple-
ment the token bucket on-host and the priority queue on-switch.

We found that the INSERT operation of workload E is a special
case since its on-switch token bucket tail latencies differ from the
others, as they are more in line with that of the other traffic shaping
techniques. In the case of the on-host token bucket, we found
that it even achieves the lowest tail latency of all traffic shaping
settings, though the on-host priority queue still provides the most
consistent latency. We expect that this may be because workload
E uses (short) ranges in its operations. Assuming that inserting
a range takes longer than a single insert or update, the latency
consistency may be relatively less impacted between traffic shaping
settings. We found that the on-host token bucket is better due to the
same reason, as the larger size of ranges benefits from per-tenant
throttling as this results in a fairer division of bandwidth.
Conclusion 3. In Key-Value Store workloads, read operations
in update-heavy workloads benefit from traffic shaping – espe-
cially priority queues – mostly by reducing tail latency, though
general consistency is hardly impacted. This does not hold for
on-switch token buckets which increase tail latencies by two to
three orders of magnitude.

Conclusion 4. In Key-Value Store workloads, insert opera-
tions inserting (small) ranges – i.e. consecutive records of a
sorted attribute – benefit from on-host token buckets to reduce
tail latency and exhibit a small impact on consistency and tail
latency when using on-switch token buckets.

212



The Performance of Distributed Applications:
A Traffic Shaping Perspective ICPE ’23, April 15–19, 2023, Coimbra, Portugal

4.2.3 Large Decrease in Latency Consistency. We generally ob-
served little impact on latency consistency by introducing traffic
shaping techniques in the third category, with the exception of
the on-switch token bucket. When we added this, it negatively
impacted the consistency, as we show in Figure 3. We also observed
this kind of behavior in the UPDATE operations of workloads A, B
and F, as well as the INSERT operation of workload D. As we found
that this UPDATE-heavy workload generally has a very low opera-
tion latency, and that the negative impact of the on-switch token
bucket is relatively large compared to the previous two categories.
Still we expect that small improvements may be achieved through
the use of the on-host priority queue.

Compared to the other two categories, we observe that tail laten-
cies hardly increase through the use of traffic shaping techniques.
Similarly, we observe that the on-switch token buckets generally
show an increase in tail latency over the interference without traffic
shaping, though this increase is comparatively small, as we detail in
Table ?? (see Appendix). Given the structure of the experiment, we
think it is likely that the UPDATE operations hardly gets impacted
by the on-switch token bucket, since this meters incoming traffic
from the perspective of the switch, i.e. traffic sent by the nodes.
While our interference traffic is bidirectional, the sending part of
the benchmark has no contention with it due to this reason. We pre-
sume that only the confirmation response from the MongoDB node
has a possibility of getting delayed due to contention, which would
explain why we observe no large tail latencies for the on-switch
token bucket configurations. We could then explain the overall
increase in latency – both in the tail and consistency – as a flat
overhead seemingly introduced by the on-switch token bucket.

4.3 Big Data
Widely-spread in current clouds, through offerings such asDatabricks,
Snowflake or AWS EMR, big data workloads are an integral part of
the cloud workload landscape nowadays. While most workloads
are CPU-intensive [66], several are sensitive to traffic shaping [82],
especially due to changes in bandwidth. This is because these work-
loads usually send large payloads for either fully reading remote
files or exchanging intermediate data through shuffles.
Hypothesis: The network-bound big data workloads make large
data transfers and are therefore sensitive to bandwidth rather than
latency.
Not all benchmarks are equally dependent on the underlying

network [66], we found that it would be very difficult to show the
effect of traffic shaping on an application hardly using the network
over the noise of background interference traffic. We found that
Terasort, by comparison, is network-bound. We thus present results
achieved when running Terasort using a large dataset.

We found that the results of the HiBench Terasort benchmark, as
we show in Figure 4, show that an increase in throughput directly
translates to a decrease in runtime. The on-switch token bucket
has a negative impact on performance, though it retains similar
performance consistency to the results achieved on interference
traffic without traffic shaping. This behavior is expected, as all com-
munication between nodes (i.e. the benchmark traffic as well as the
interference traffic) gets throttled by the token bucket, increasing

Figure 4: Execution time of Terasort under the effects of
different traffic shaping settings (whiskers: ±1.5IQR).We find
that only the combination of on-switch priority queue and
token bucket shows a decrease in consistency.

contention. When we add a priority queue to the token bucket, how-
ever, we observe a decrease in performance consistency, especially
so when it concerns an on-switch priority queue. This decrease in
consistency is greater than we would expect when compared to
the slight decrease in consistency resulting from adding only the
(on-switch) priority queue.

The cause is the difference in priority between nodes causes
workloads to sometimes send to nodes at a higher priority than the
interference traffic, leading to an increase in observed performance.
However, the opposite may also occur, where the interference traffic
has higher priority. We find that these differences are then exacer-
bated by adding the token bucket, which (in the presence of lower
interference) could lead to higher tails in performance, as well as
lower tails when higher interference is present.
Conclusion 5. In Big Data workloads, the throughput related
performance loss caused by the introduction of the on-switch
token bucket may increase variability caused by the on-switch
priority queue. This happens in cases where any node may
connect to any other node, with not all nodes having equal
traffic shaping settings.

4.4 High Performance Computing
HPC primitives are widely used nowadays in the cloud for many
applications, such as high-frequency trading [53] or, weather or
seismic simulation [67], or more recently, deep-learning [3, 11, 77].
These applications send and receive both large and small payloads,
but, more importantly use networks as a means for synchronizing
computation.
Hypothesis: HPC workloads are sensitive to both latency and
bandwidth as they send both small and large payloads. Moreover,
synchronization primitives (e.g., barriers) are especially sensitive
to latency increases such as those given by packet buffering.
As we previously mentioned in Section 3.7, we used the HPCC

benchmark suite to benchmark MPI performance in our High Per-
formance Computing experiment. This suite consists of many sub-
benchmarks, each of which has their corresponding results. We
identified roughly four categories, which are as follows. In this
Section, for each category we highlight and discuss some results:
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Figure 5: The on-switch token bucket improves performance
consistency over no-shaping interference. Priority queues
make it worse. When we combine the two, consistency in-
creases further, while such improvements are not observed
for on-host token buckets. Whiskers are ±1.5IQR.

• Performance of Token Bucket and Priority Queue combina-
tions

• Negative Impact of the On-Switch Token Bucket
• Token Bucket Improvement
• Minimal Effect

4.4.1 Performance of Token Bucket and PriorityQueue combinations.
We found that in multiple HPCC sub-benchmarks the combination
of a token bucket and priority queue results in better performance
when compared to the baseline, where only the normally distributed
interference without any traffic shaping is present. We primarily
found that this increase presented itself in either increased con-
sistency, decreased consistency with higher performance tails, or
equivalent consistency at a higher performance level. We did not
see this improvement across all combinations of token bucket and
priority queue locations – i.e. both on-host, both on-switch or split
up either way – however. In some cases, we found that the perfor-
mance of the token bucket and priority queue combination even
gets worse. In this Section we highlight some of these combinations.

The first combination concerns the on-host priority queue and
the on-switch token bucket. As we show in Figure 5, both the aver-
age and maximum ping-pong latencies are very consistent when
we use the on-switch token bucket, which is further improved upon
when we add a priority queue. When we use the same configura-
tion with an on-host token bucket we observe worse performance,
however. We see similar behavior when measuring the average
bandwidth, though we find that here the influence from the token
bucket is far less. Do note that we measured this using dedicated
latency and bandwidth-measuring benchmarks, which do not mea-
sure any other aspects of the system.

We were surprised by the latency results in particular, since
they directly contradict the results we obtained in YCSB on Mon-
goDB in Section 4.2. We expect this may be caused by the fact that
the ping-pong latency is measured between all nodes, while the
YCSB benchmark communicates with a singleMongoDB entrypoint.
Because this spreads the load, we presume that the impact from
contention at the token bucket might be smaller. Another point of
difference we found is that YCSB measures the entire operation
latency, not merely the network latency.

Since this HPCC ping-pong benchmark has negligible operation
cost on the nodes, as well as minimal required IP-packet size – the
packet size is 8 byte – we find that the chance for contention to
occur due to the token bucket is simply lower. Iperf3, by comparison,
has a packet size of 8KB for TCP and 1470 byte for UDP [37]. With
standard Ethernet frames having a maximum size of 1500 byte
by default [23] (we do not use 9000 byte jumbo frames), the TCP
packets we send using Iperf3 have to be split up into multiple large
frames. All our Iperf3 traffic is therefore far larger than the traffic
we generate in the ping-pong experiment. This might cause these
small frames to be able to pass the token bucket whereas the Iperf3
frames would be dropped, when the token bucket nears depletion.

Due to the fact that the Ethernet links have a maximum band-
width by default, we would expect to also observe this behavior
when the token bucket is absent, which we do not. As we show
in the bandwidth benchmark results in Figure 6 there is only a
small difference in consistency between the presence and absence
of the on-host token bucket. We expect that the Iperf3 traffic is
allowed to fully saturate the Ethernet link, leaving less chance for
smaller ping-pong packets to pass, increasing their latency due to
head-of-line blocking.
Conclusion 6. In HPC workloads, very small IP-packets or
Ethernet frames may benefit from on-switch (i.e. shared) to-
ken buckets when competing traffic consists of large Ethernet
frames.

The second combination concerns the increase in performance
at the cost of consistency when we use both the on-switch priority
queue and token bucket. As we show in Figure 7, the throughput
increases by adding the on-switch token bucket. We find that it
manages to approach the performance of the benchmark without
any interference present when the on-switch priority queue is
added, which allows higher throughput peaks though at a far lower
consistency. This behavior is not repeated for any other HPCC
benchmark, however.

We find it plausible that the StarSTREAM “Add” benchmark
benefits from the same perks as the latency benchmark previously
did, in that the packet sizes are small enough to be allowed past
the token bucket. The overhead added by on-host processing –
which we did not observe in the latency benchmark – leads us to
believe that this HPCC benchmark is more susceptible to other
forms of resource contention (e.g. CPU). We also find that the
decrease in consistency by adding the on-switch token bucket may
be explained by the difference in priority of the node, as it varies
between nodes. We would expect traffic from higher priority nodes
to be less likely to be dropped than that from lower priority nodes,
and given the fact that we use a star topology, we do meet multiple
priority combinations. In our experiment, the MPI node on which
we started the HPCC benchmark had a higher priority, which could
explain the higher peaks.

A third combination is one where we observe worse performance
when using the on-switch token bucket and on-switch priority
queue, contrary to the performance we see in the StarSTREAM
“Add” benchmark. As we show in Figure 8, this is likely due to the
on-switch token bucket. Because the HPCC “Single” benchmarks
runs on a (randomly selected) single node, we would expect hardly
any network influence to be possible.We presume that themeasured
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Figure 6: The on-switch token bucket improves perfor-
mance consistency over no-shaping interference. On-
switch priority queue degrades performance consis-
tency. Combined on-switch token bucket with an on-
host priority queue improves consistency. Whiskers
are ±1.5IQR.

Figure 7: The on-switch
token bucket with the addi-
tion of an on-host priority
queue performs better for the
StarSTREAM “Add” bench-
mark only. Whiskers are
±1.5IQR.

Figure 8: The on-switch token
bucket, both by itself and com-
bined with the on-switch prior-
ity queue, performs worse on
“Single” FFT andRandomAccess.
Whiskers are ±1.5IQR.

latency inconsistency is due to the transferring of data from the
main HPCC node to the selected benchmark node at the start and
end of the experiment, though this should not have this large an
influence. We observe this behavior in both the Single FFT and
RandomAccess benchmarks. While we find these results surprising
– since the “Single” benchmarks are inherently non-distributed –
we omit further analysis of these results.

4.4.2 Negative Impact of the On-Switch Token Bucket. Some of
the HPCC experiments showed severe impact when we added the
on-switch token bucket, to the point where in some cases there
are orders-of-magnitude differences compared to other results. In
Figures 9 and 10 we show two such examples. In the left case, we
find that the difference is relatively small, allowing the results of
the other experiments to still be visible. The MPI FFT benchmark
we show on the right seems very sensitive to the on-switch token
bucket in particular, showing far worse performance.

We find this large difference is surprising since the addition of
the on-switch token bucket showed an improvement of perfor-
mance with regard to latency, as we previously showed in Figure 5.
We also showed in Figure 6 that the consistency of the bandwidth
is improved by the addition of the on-switch token bucket. It is
possible that the ping-pong bandwidth we showed there suffers
less than the “Naturally Ordered Ring Bandwidth” benchmark of
Figures 9 and 10, and that the MPI FFT benchmark is particularly
sensitive to reductions in available bandwidth. Considering the pre-
vious results we find it exceedingly unlikely that high tail latency
would be the cause in this case.

Conclusion 7. In HPC workloads, bandwidth-dependent ap-
plications have their performance reduced due to bandwidth
contention when an on-switch token bucket is implemented. If
bandwidth management is required, usage of an on-host token
bucket for more granular control is recommended instead.

4.4.3 Token Bucket Improvement. We find that some of the HPCC
benchmarks perform considerably more consistent once a token

bucket gets added. TheHPCC StarSTREAMbenchmark in particular
shows improvement on “Copy” and “Scale” when we introduce an
on-switch token bucket. Unlike our previous results where the on-
switch token bucket caused either a gain or loss of performance,
in the case of the HPCC HPL benchmark we find that both the
on-switch and on-host token bucket have a positive impact, as we
show in Figure 11. When we add a priority queue in this case, we
mostly observe a reduction in consistency.

HPL solves a dense linear system [69] and claims to be scalable
with respect to computation and communication volume [70]. This
latter claim comes with the assumption that there are direct point-
to-point links between processors, which have a communication
time roughly linearly dependent on the number of items communi-
cated. This is not the case in our experiment since we use a switched
network, where no point-to-point connections between nodes exist.
When we take this into account, we find that the token buckets
increase the reliability (i.e. consistent latency and available band-
width) of the network, while the priority queues likely interfere
with the assumed linear nature of communication, or at least do
nothing to improve it. We find that this makes sense, as the traffic
from different nodes or containers in the experiment is not treated
equally when using priority queues, so a decrease in consistency
would be unexpected.
Conclusion 8. In HPC workloads, the applications with
stricter assumptions regarding network bandwidth and/or la-
tency are likely to benefit from traffic shaping, token buckets
in particular.

4.5 Threats to Validity
The focal points when discussing the validity of research results
are construct, internal, and external validity [28, 84]. We discuss
these three validity concerns in the following four points.
1. Result Statistical Confidence. As best practice suggests [51,
58, 82], we have run our experiments sufficiently many times
such that we achieved confidence in the presented results. This
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Figure 9: Negative impact due to the on-switch token
bucket. This behavior is a stark contrast to the im-
provement in performance we showed in Figure 5.
Whiskers are ±1.5IQR.

Figure 10: Large negative im-
pact due to the on-switch token
bucket. This behavior is a stark
contrast to the improvement in
performance we showed in Fig-
ure 5. Whiskers are ±1.5IQR.

Figure 11: Token buckets con-
sistently improve the perfor-
mance achieved without any
traffic shaping, unlike priority
queues, which approximately
match it.Whiskers are±1.5IQR.

resulted in running experiments hundreds to thousands of times
until confidence intervals for median performance became suffi-
ciently tight [58]. This resulted in experiments being run many
more times than the current status quo which favors few repeti-
tions which do not offer confidence in results [82]. While this still
leaves (negligible) potential room for error, we believe it is sufficient
for the purpose of this article. Applying state-of-the-art statistical
experimentation techniques gives us confidence that the results we
achieved and the conclusions we have drawn are accurate.

Moreover, performing many trial and error microbenchmarks
and experiments we ensured that the parameters we vary and
consider for the traffic shaping techniques are the right ones for
generating effects in the applications we considered. To make sure
the list of parameters we consider and modify is exhaustive and
there are no others that could be relevant we conducted exhaustive
literature reviews of the topic [16, 22, 30, 41, 47, 74, 85]. We have
described these in detail in Section 2.
2. Cloud Network Setups. Commercial clouds have different and
constantly evolving datacenter networks [16, 30, 31]. These net-
works are likely to differ significantly between providers either in
topology, technology or simply customer-facing policies. Hence,
researchers or practitioners might find it difficult to quickly exper-
iment with and understand the details behind cloud network im-
plementations. This is either due to provider opaqueness or simply
because of the inability to emulate such large-scale systems in lab-
based setups. Nevertheless, although commercial cloud networks
might seem out of reach, in this article we experiment with all their
building blocks – from traffic shaping policies, to kernel-bypassing
technology like DPDK. We therefore stress that our results consti-
tute the very basis of understanding the performance of distributed
applications under more complex cloud network incarnations.
3. Applicability to Other Application Domains. When design-
ing the experiment presented in Section 3, one of themost important
decisions was to thoroughly choose the application benchmark do-
mains. The benchmarks we chose span wide and very important
domains such as key-value stores, big data and high-performance
computing.

While these domains are broad, the industry-standard bench-
marks we used to evaluate their performance are both extensive and
thorough, providing detailed results on many facets of their perfor-
mance. Other domains which we do not cover – e.g. microservice-
based architectures or distributed machine learning – can have
overlapping network requirements to ours, such as low latency
or high bandwidth, which may be subject to additional variance
constraints. Moreover, we believe behavior exhibited by other appli-
cations, such as machine learning could be similar to applications
we used in this work. For example, widely-used machine learning
frameworks use MPI-based primitives for transferring data [8, 11].

While their corresponding performance impacts may not be
completely equivalent, when we consider the spread of domains
comprising our results we find that despite this, our findings could
serve as a basis for estimating performance impact in these domains
when the characteristics of their network usage are known.
4. Over-fitting to well-known Benchmarks.Overfitting systems
to specific applications is a phenomenon many practitioners fall
victim to. We argue that in this work the benchmarks we used are a
means to an end – namely measuring effects when applying traffic
shaping. Moreover, the overall method presented here is generic,
and can be applied easily to other application domains as well by
adding more benchmarks in the suite.

The benchmarks cover many facets of application performance,
and we run them using mostly default settings. We have not done
any benchmark specific tuning, and we have kept the benchmark
settings identical between experiments. We do not benchmark a
solution where tuning it to perform better on those specific bench-
marks would be relevant or show better results. We merely aim to
show differences in performance when traffic shaping is applied.
The benchmarks are therefore a tool and not a measure of the
quality of our work. Despite this, other benchmarks and/or other
applications will likely exhibit some differences in performance
changes, due to the nature of them having (slightly) differing net-
work requirements. However, as the reliance on networks will show
similarities, so will the results, which should follow the general
trend shown in our results.
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5 PRACTICAL IMPLICATIONS
When we take the results generated in this work into account,
there are practical implications that one needs to consider when
experimenting, benchmarking or deploying in shared cloud environ-
ments. We note that in all cases part of the distributed application
performance is at the mercy of the cloud providers, since the traffic
shaping policies for the shared network are not set in stone and
may therefore be subject to change. Even after careful evaluation,
it may be possible that after some time a different solution would
provide better performance, everything else being equal.
1. Benchmark the to-be-deployed application. We found that
the response of distributed applications to the addition of traf-
fic shaping techniques varies based on both the application and
traffic shaping techniques used, as the variety in our Conclusions
shows. No one-size-fits-all solution is possible. We therefore ad-
vise to benchmark the application in the desired environment on a
smaller scale, comparing the results to a (non-shared) controlled
environment to quantify the impact. Additionally, if the provider
of the shared cloud environment allows for some control over the
intermittent traffic shaping, we encourage adding this as a tun-
able parameter in the benchmark. Finally, different cloud providers
have differences in their traffic shaping policies. Should project
constraints allow it, we find it worthwhile to compare between
providers as well.
2. On-switch Token Buckets negatively impact tail latencies
of many applications.We mentioned this in Conclusions 2 and 3.
We find that this occurs primarily when implemented in a way
where contention may occur, which sharply increases tail latency
compared to a baseline without traffic shaping. We therefore ad-
vise the use of an on-host token bucket if control of bandwidth is
required. This also allows for more granular, per-container control,
and impacts tail latencies to a smaller degree, as we mentioned in
Conclusion 7. While this does not hold for all types of applications,
we found that the introduction of a priority queue may alleviate
some of this impact, as we mentioned in Conclusion 1.
3. Applicationswith small IP packetsmay benefit fromToken
Buckets. If the distributed application sends small IP packets or
Ethernet frames – compared to other traffic on the shared links –
we found that the use of a token bucket may reduce tail latency
when we compared it to a baseline without traffic shaping. In cases
where tail latency is not reduced, we observed a relatively small
increase. We observed this effect in both on-host and on-switch
token buckets in Conclusions 2, 4 and 6. Note that this introduces
a dependency on the network traffic of other tenants, which are
generally outside our control.
4. Consider the assumptions about the network. In the general
case, we find that applications with strict assumptions about the
network benefit from traffic shaping techniques like priority queues
and token buckets, which we mentioned in Conclusion 8. If we
make assumptions about the topology of the network (e.g. star or
mesh topology), we need to consider that this may influence the
performance of the application when traffic shaping is added, as
we mentioned in Conclusion 5.
5. Design experiments taking cloud variability into account.
We found that both use of token buckets and priority queues – re-
gardless of whether they are on-host or on-switch – may exacerbate

the increase of variability caused by contention. While we may be
willing to tolerate some variance when getting a rough estimate
of viable cloud providers and traffic shaping settings, when we
require repeatability and representative results, we need to take
additional measures. While some of these recommendations have
been made in the past [82], in the context of the acquired results
we think they deserve repeating. In the case of repeatability, when
we run experiments in shared cloud environments, we find that
the presence of traffic shaping may require additional repeats of
experiments to improve the reliability of the results. In the case of
representative results, we find that specific experiments showing
the change in performance in the presence of traffic shaping – such
as those seen in shared cloud environments – may be necessary.We
find that in both cases it may be beneficial to specifically benchmark
the network latency and bandwidth over time – alongside other
sources of contention – and provide this information in addition to
the acquired results.

6 RELATEDWORK
In this section we describe the relation of our contributions to the
following categories of related work.
Effect of Network Conditions on Distributed Applications.
Previous work has looked at the effect of sudden changes in WAN
topology or traffic shaping on the performance of distributed appli-
cations [52, 57], as well as the impact of virtualization of network
equipment, in particular when caused by CPU contention [78]. We
further elaborate on the analysis of the effect the network has on
distributed applications in this work by analyzing the impact of
traffic shaping in particular.
(On-Host) Congestion Control in Data center Networks. Sev-
eral articles have previously discussed ways to realize congestion
control within data center networks, taking latency and bandwidth
requirements, as well as impact on local resources (CPU, mem-
ory) into account [41, 47, 74, 85]. They achieve this either through
on-host shaping techniques or VM placement. We further build
upon this by determining the impact of such techniques on the
distributed applications using the network, and we attempt to min-
imize this through e.g. hierarchical traffic shaping, which divides
responsibilities between the on-host vSwitch and the traditional
network switch.
Repeating Experiments in Networked Environments. In order
to take countermeasures against variance in networked environ-
ments, previous research has looked at randomized multiple inter-
leaved trials [1] and simultaneous benchmarking [9]. Next to this, it
has identified inconsistencies in performance in public cloud envi-
ronments despite or because of countermeasures being in place [82].
In addition to this, we discuss the resulting performance variance
in distributed applications due to network contention caused by
traffic shaping in particular.
Performance Guarantees. Performance guarantees have previ-
ously been measured using either dedicated tools to measure (tail)
latency [49] combined with statistical tests, as well as combin-
ing simulation and emulation accurately representing a real-world
topology to benchmark performance [39]. We further emphasise
the importance of such guarantees in this work, given the impact
that traffic shaping has on distributed applications.
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Data Plane Development Kit. Previous research has expanded
upon DPDK by processing traffic based on expected processing
time [20]. It has also been compared to other state-of-the-art kernel-
bypass network processors [73]. We utilize OVD-DPDK as a kernel-
bypass network processor, omitting extensions to it and bench-
marks of it.

7 CONCLUSION
Traffic shaping is a given in modern cloud datacenters. Cloud work-
loads are therefore inherently affected even though the experi-
menters who deploy them may not be aware. This leads to per-
formance inconsistency, long-tailed performance and difficulty in
determining what datacenter setups benefit applications.

In this article we set up to understand the performance impli-
cations of state-of-the-art traffic shaping mechanisms on a wide
range of distributed applications. To this end we developed a com-
prehensive experimental harness that mimics real-world behavior
while running real-world applications. Our comprehensive sets of
experiments revealed novel insights into the non-trivial interaction
between traffic shapers and applications.We offer a set of actionable
insights, helping practitioners run benchmarks, deploying applica-
tions and making sense of performance.
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