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Abstract

Data Management (DM) is crucial for maintaining the transparency, integrity, and
reproducibility of research findings by systematically organizing, storing, preserving,
and sharing data throughout the lifecycle of research projects in various domains.
This is particularly critical in data-intensive sectors like the energy sector. This sector
faces unique challenges due to the complex nature of its data, ranging from sensor
readings to policy assessments. DM is important not only for effective data han-
dling, maintenance, and accessibility, but it also significantly enhances the reliability
and trustworthiness of scientific research. By ensuring data is findable, accessible,
interoperable, and reusable (FAIR), DM supports the credibility of outcomes and
enhances data sharing practices, facilitating innovation and applied research in this
rapidly evolving field.
In this thesis, we explored DM within the energy sector by identifying its require-
ments, assessing current practices, and understanding the perspectives of profession-
als in the field. Our research methodology began with a systematic literature review
to collect foundational knowledge on the field’s challenges and requirements. This
was followed by a survey that focused mainly on the top 10 most mentioned DM
requirements to understand the current state of DM in the energy sector. We dis-
covered a strong emphasis on data quality for analytical purposes and the need for
systems that are scalable and capable of integrating diverse data sources. Interest-
ingly, while real-time data processing was not seen as a high priority by the majority
of survey respondents, those with in-depth DM expertise highlighted its importance,
indicating different perceptions based on DM knowledge. Additionally, our survey
showed a preference for simulation tools over graphical visualization and highlighted
a significant gap in familiarity with the FAIR principles among professionals, which
pointed to limited external data sharing practices. To address one of these identified
needs, we introduced the ckanext-gitimport extension as a proof of concept. This ex-
tension is designed to simplify the collection of metadata from external repositories.
In summary, our work contributes to the understanding of DM in the energy sector
by highlighting its current state, challenges, and areas for improvement. Through a
combination of literature review, survey analysis, and the development of the exten-
sion, we lay the groundwork for future advancements in DM practices, essential for
enabling data sharing in the energy sector.

Keywords: Data Management, Energy, Requirements
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Chapter 1

Introduction

In the current scientific environment where data plays a crucial role, data manage-
ment (DM) becomes increasingly important. DM includes a variety of tasks such
as organizing, storing, preserving, and sharing data gathered during research. This
practice is crucial not only for maintaining scientific rigor but also facilitates inter-
disciplinary collaborations. It is important to note that DM is not limited to data
storage but extends to data curation, collaboration, and associated ethical consid-
erations [55]. Particularly in the energy sector, there are dual challenges of rapid
technological development and rising global energy demands. This sector is particu-
larly rich in data, covering a range of complex datasets from sensor readings to policy
assessments. Therefore, DM in this sector not only presents unique challenges but
also opportunities for innovation and applied research [44]. A DM framework serves
as the structured foundation for managing data efficiently across the entire project
lifecycle, involving all project stakeholders. Such frameworks are instrumental in
ensuring data integrity, facilitating collaboration among project participants, and
enhancing the data’s findability, accessibility, interoperability, and reusability (FAIR
principles) [100].

Data ecosystems, which are infrastructures driven by data that enable stakehold-
ers to exchange data [31], are an important component of DM. They should be de-
signed to offer semantic interoperability, essential for integrating varied data sources
across different domains. It needs to be able to provide practical guidelines for achiev-
ing this interoperability within modern data ecosystems. Furthermore, data spaces
within the ecosystem are expected to support the ability of different data systems to
work together seamlessly and autonomously, for specific use cases, facilitating secure
and efficient collaboration and data sharing among various organizations. This ap-
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Chapter 1. Introduction

proach ensures both trust and security in data transactions. The ecosystem should
also empower individuals to control their personal data, enhance opportunities for
data monetization, and amplify the socioeconomic impact of research data across
domains and even countries. Additionally, establishing data repositories is crucial
for improving government services and supporting evidence-based policy decisions
[4] [34].

This work focuses on extracting the requirements necessary for DM in the energy
sector through a comprehensive systematic literature review. It will be complemented
by a survey filled out by energy experts, to validate the requirements and gain insights
into them. As a proof of concept, this thesis presents an implementation of one of
the requirements in the Leibniz Data Manager (LDM) [81], an existing framework
for DM.

Figure 1.1: Project Overview-Kennedy Energy Park Phase I [69]

Several challenges are emerging in the energy sector. One of these challenges is
the relatively new nature of the industry compared to others, which brings difficulties
in collecting and handling data effectively. Another issue is the need for adaptability,
especially in areas with diverse energy sources, requiring systems that can read data
from different sources (RFID [83], GPS [93], camera, sensors, etc.) without major
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1.1. Motivating Example

modifications. Additionally, managing various data inputs and standards from differ-
ent providers is complex, and there is a need to find ways to efficiently use this data
with minimal human intervention. Integration is also crucial, with the old methods
of connecting systems no longer being feasible. Instead, a single, flexible system
is needed to handle data from various sources while ensuring control and security.
These challenges emphasize the importance of addressing DM issues in the energy
sector [39].

1.1 Motivating Example
An example that motivates the challenges of integrating various data sources in
energy data management is the Kennedy Energy Park, a hybrid renewable energy
facility located in Hughenden, North Queensland Australia [7]. Developed in part-
nership between Windlab and Eurus, this facility integrates 15MW solar photovoltaic
(PV), 43.2MW wind, and a 2MW/4MWh lithium-ion battery storage facility. Such
a hybrid approach not only generates energy but also addresses one of the challenges
faced by North Queensland’s energy network. Traditionally, transporting energy
from the southern parts of the state to the northern regions has proven costly and
inefficient. The Kennedy Energy Park provides a solution by producing 60MW of
renewable energy closer to the consumption point, reducing the pressure on long
transmission lines. This project not only tests the combination of wind, solar, and
storage, but it also sets the stage for the upcoming Big Kennedy phase, which is
the second phase of the project that could further augment the renewable energy
presence in North Queensland by providing 1.2GW of wind and solar energy [7].

The Kennedy Energy Park, with its integration of solar, wind, and battery stor-
age, as can be seen in Figure 1.1, presents an example of the diverse challenges in DM
within the renewable energy sector. This facility underscores the complexity involved
in managing diverse data streams by combining various energy sources. Its use of
advanced sensors and systems to optimize energy production highlights the necessity
of sophisticated data integration and analysis techniques. Moreover, the scale and
innovation of this project reflect the broader challenge of scaling DM frameworks
in line with the evolving energy market. The variety of data sources, from energy
meters in wind turbines to solar panels, captures invaluable data to ensure the effi-
cient generation and storage of energy, making DM an important component in its
management. These aspects of the Kennedy Energy Park provide an insightful and
practical context for this thesis, demonstrating real-world applications and challenges
in DM in this sector.
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Chapter 1. Introduction

It is important to mention that inter-organizational data sharing can help realize
the objectives of projects like the Kennedy Energy Park. The capability to share
data effectively between varied entities is not only a technological requirement but
a fundamental step in achieving innovation and generating value from data across
different sectors [61].

1.2 Overview of the Document
The structure of this thesis is as follows: Chapter 2 provides a general background
on DM, covering its practices, challenges, and relevant tools. Chapter 3 examines
the contributions and findings in various sectors related to the field of DM. The
methodology used in this research is detailed in Chapter 4, including a review of the
literature, the extraction of requirements, a survey conducted for this study, and the
selection of the DM platform. Chapter 5 discusses LDM, and its selection as the data
manager for this thesis, followed by Chapter 6 which details the implementation of
an extension of LDM. In Chapter 7, the thesis presents the results of the survey,
discussing the outcomes and findings. The final chapter, Chapter 8, wraps up the
thesis, offering conclusions, acknowledging the study’s limitations, and suggesting
avenues for future research.

1.3 Summary of the Chapter
This chapter outlines the significance of DM and mentions the essential features of
a data ecosystem in the context of the energy sector. It highlights the critical needs
and requirements for establishing an effective data ecosystem, emphasizing aspects
like semantic interoperability and secure data exchange. The chapter also sets the ob-
jectives of this thesis, which includes conducting a survey based on certain identified
requirements extracted from the literature review. It discusses the various challenges
in energy data management, particularly focusing on data integration from diverse
sources. An example that effectively illustrates this challenge is the Kennedy Energy
Park, which demonstrates the practical implications and complexities of integrating
multiple data streams in the energy sector.
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Chapter 2

Background

This chapter discusses the main topics necessary for the comprehension of the devel-
opment of the thesis. It explores data management (DM) and examines its roles in
enhancing scientific research and practical applications. Key sections include DM,
FAIR Data Principles, Best Practices and Challenges in DM, and Exemplar Cases
Study. The discussion aims to highlight how effective DM contributes to scientific
integrity, innovation, and sustainable development.

2.1 Concepts, Tools, and Services
The first section in this chapter defines some essential concepts, tools, and services
crucial for understanding the following sections and chapters:

• Data: Refers to a collection of facts, measurements, or observations, often
represented in the form of numbers, words, or images. It is the raw information
from which conclusions can be drawn or analysis can be made. Data can be
quantitative (numerical) like prices or weights, or qualitative (descriptive) like
names or colors [13].

• Metadata: It is a detailed information that describes the data. Metadata can
include details about how, when, and by whom data was collected, as well as
what the data represents. Therefore, makes it easier to reproduce processes
executed over the data [38].

• Research Data: Includes various forms of data that are collected or used to
confirm and support the findings of the research. This can include numerical
measurements, text, survey results, or observational notes, among other types.
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Chapter 2. Background

Research data is diverse and reflects the wide range of methods and disciplines
in academic research [95].

• Digital Data: Represents a broad array of information stored electronically.
This includes but is not limited to experimental, simulated data; various soft-
ware, codes and algorithms; textual content, audio files; and related metadata
[94].

• Big Data: Refers to vast volumes of data that are too large or complex to
be processed by traditional DM tools. It is characterized by the enormous
scale (Volume), rapid flow (Velocity), and diverse types of data generated from
various sources (Variety) [64].

• Energy Data: Energy data refers to specific types or categories of data related
to the energy industry as defined by regulations, along with any additional data
types specified by regulatory guidelines [53]. It is important to note that the
definition of energy data can vary depending on the context and industry in
which it is used.

• Dataset: It is essentially a collection of related information grouped together.
It can include a variety of data, such as business details like names, salaries,
and sales figures. In a database, a dataset could be all the data within it or
specific groups of data, like the sales records of a particular department [88].

• Data Service: It typically includes a range of software solutions that assist in
accessing, managing, and analyzing data. These services streamline how data
is handled and processed in various computing applications [78].

• Data Preservation: Refers to ensuring that data remains accessible and
usable beyond the duration of the research project for which it was originally
created [94].

• Data Ecosystem: A data ecosystem is a comprehensive network that includes
various tools, platforms, and processes, all connected to manage, process, and
analyze data. It involves an array of elements like databases, data warehouses,
integration tools, and analytics platforms, each playing a role in handling and
making sense of data. The primary aim of a data ecosystem is to help or-
ganizations manage their data safely and efficiently, allowing them to derive
meaningful insights and make well-informed decisions [31].
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2.1. Concepts, Tools, and Services

• Data Lifecycle: Refers to all the stages that data goes through, from its initial
creation to its eventual distribution and re-use. This lifecycle encompasses
the entire journey of data, detailing how it is handled, modified, and utilized
throughout its existence [38].

• Linked Data: Refers to a technique for sharing, connecting, and making
data available on the Semantic Web, a framework designed to enable data
to be interconnected and machine-readable across the internet. The primary
purpose of Linked Data is to facilitate the discovery and utilization of data
across various sources and fields by establishing interlinks between distinct
datasets [97].

• Data Repository: A digital location where data is stored and preserved, often
for sharing, keeping it secure, and making it easy for people to access it [38].

• Data Sharing: The practice of distributing data to other parties, aligning
with the principles of open scientific communication and collaboration [38].

• Data Security: A series of strategies and protective measures designed to
safeguard data from unauthorized intervention, misuse, or damage [38].

• Research Digital Object (RDO): A Digital Object (DO) can be defined as
a sequence or set of bit sequences representing digital information, ranging from
simple text files to complex data structures like Excel spreadsheets [11]. Build-
ing on this concept, a Research Digital Object (RDO) would be a specialized
type of DO specifically designed for academic and scientific purposes.

• Digital Object Identifier (DOI): A distinctive digital identifier assigned to
items irrespective of their nature (physical, digital, abstract). It provides a
consistent way to locate and identify these items across various platforms and
systems, ensuring their traceability and accessibility over time [29].

• GitHub: An online service that offers version control, enabling collaborative
development of projects while maintaining the main code’s integrity [37].

• README: A document, typically in a plain text format, that includes im-
portant information about other files found in the same directory or digital
package. It frequently contains instructions or detailed context relevant to the
data or software it accompanies [38].
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• Likert Scale: It is a scale used in questionnaires to measure attitudes, opin-
ions, or behaviors. It presents a statement to which respondents indicate their
level of agreement or disagreement on a symmetric agree-disagree scale for a
series of statements [74].

• Empirical Data: information obtained through evidence acquired from ob-
servation, experience, survey, or the use of scientifically calibrated instruments
[91].

• Knowledge Graph (KG): Represents data through a network of intercon-
nected entities and their relationships, allowing for the integration, querying,
analysis, and comprehension of diverse and complex data sets. It enables se-
mantic reasoning, which can improve data quality and utility. A KG can also
be visualized using various tools that can show the structure and content of the
graph, and it can have many applications and benefits for different domains
and industries, such as energy, health, education, finance, etc. [41].

2.2 Data Management (DM)

DM includes the collection, storage, organization, and maintenance of data to sup-
port project operations and decision-making. DM functions span various disciplines,
beginning with the development of a data architecture to guide the organization and
deployment of data across systems. Databases play a central role in this process,
serving both transactional and analytical purposes by organizing data for easy ac-
cess, updates, and management. Key tasks include database administration, which
involves setting up, monitoring, and tuning databases, as well as ensuring data se-
curity, backup, and recovery, alongside regular updates and maintenance to support
operational and analytical needs. Effective DM is crucial for leveraging data as
a strategic asset, enabling informed decisions, optimizing operations, and ensuring
compliance with regulatory requirements [25].

2.3 FAIR Data Principles

The FAIR principles aim to enhance the Findability, Accessibility, Interoperability,
and Reusability of digital objects, emphasizing both human and machine usability.
Established in 2016, these guidelines facilitate the ongoing discovery, integration, and
citation of digital objects, contributing to scientific advancement. The principles are
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2.3. FAIR Data Principles

evaluated through metrics and maturity indicators, with tools like FAIRshake as-
sessing compliance to ensure digital objects meet these standards, thus supporting
broader knowledge integration and scientific discovery [47].

Enhancing Findability
The Findability principle necessitates that data should be easy to locate for both hu-
mans and machines. This is often achieved through the use of persistent identifiers
like Digital Object Identifiers (DOIs) for datasets, ensuring that data can always be
found even if its location changes. Metadata plays a critical role here, acting as a
detailed index that makes data discoverable through search engines and specialized
data repositories [100].

Accessibility for All
Accessibility goes beyond only being able to access data; it requires that once found,
data can be accessed under well-defined conditions, respecting privacy and propri-
etary constraints where applicable. Accessibility implies that data and its metadata
should remain retrievable even when the data itself is no longer available, ensuring
that the knowledge it represents is not lost [100].

Promoting Interoperability
Interoperability involves ensuring that data can be integrated with other data, can
be analyzed in various software environments, and can be used in conjunction with
other datasets. This principle is crucial for multi-disciplinary research, where data
from different fields must be combined to solve complex problems. Standards for
metadata and data formats play a key role in achieving interoperability [100].

Reusability for Future Research
Finally, Reusability ensures that data can be reused in new research contexts, max-
imizing the value of the data long after the original research has concluded. This
requires comprehensive metadata that provides context, clear data usage licenses,
and documentation that outlines the data collection process, any transformations
the data has undergone, and how it should be correctly cited [100].

DM and FAIRness
The connection between FAIR principles and DM is important to establish. Although
the FAIR principles were initially designed for the context of research data, their
applicability extends to any digital object, thereby directly informing and shaping
effectively DM practices. By adhering to FAIR principles within DM, researchers and
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Chapter 2. Background

institutions can ensure that the data generated from research activities are managed
in a way that maximizes their utility, impact, and contribution to ongoing scientific
discovery and innovation [40].

2.4 Best Practices in DM

Efficient DM is crucial for enhancing reproducibility, facilitating data reuse, and
recognizing data as a scholarly asset. The push towards data sharing for research
verification and reuse highlights the need for robust DM. Effective DM practices en-
able researchers to quickly find, comprehend, and use their data throughout their
project and beyond [10].

These practices streamline data analysis, visualization, and reporting, thereby
easing the publication process. By adopting foundational DM practices, researchers
can avoid common data handling mistakes, formalize their processes, and save signifi-
cant time. This approach not only benefits individual projects but contributes to the
broader scientific community, enhancing discovery speed, increasing the reliability of
findings, fostering collaboration, and offering new educational data uses. Adopting
these practices is a step towards better, more efficient research data handling across
various disciplines [10].

According to [10], the best practices of DM can be summarized as follows:

• Documentation: Keeping detailed records of experiments and data is crucial.
This includes the person who conducted the experiment, the procedures and
materials used, and the conditions under which data was collected. Good
documentation is important for data reuse and understanding, especially over
time.

• Organize Files and name them consistently: Organizing files logically and
naming them consistently helps in efficiently locating specific files. Creating a
system that groups data by project, analysis type, or date, and sticking to it
is essential.

• Version Control: Keeping different versions of a document as it evolves is
crucial. This practice allows returning to earlier versions if needed and is
particularly useful for procedures and data analysis.
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2.5. Challenges in DM

• Create a Security Plan: For sensitive data, a clear security plan detailing
who has access, data retention, and destruction policies is necessary. Security
protocols should be regularly reviewed and updated.

• Roles and Responsibilities: Clearly defining and documenting the roles and
responsibilities within a research team enhances efficiency and accountability.

• Data Backup: Following the 3-2-1 Rule (three copies of the data, two in
different locations, and one on a different storage type) is a best practice to
prevent data loss.

• Tool Constraints: The choice of tools for data collection, storage, and anal-
ysis should consider their limitations and compatibility with other components
of the research workflow.

• Project Closeout: At the end of a project, it is important to identify and
prepare key research files for long-term preservation, including creating master
copies and snapshots of important files.

• Using Data Repositories: Depositing data in a repository ensures its long-
term care and accessibility, making it easier for others to find and use.

• Write these Conventions down (in a DM Plan): A living document that
describes DM conventions is important. It should be frequently referred to and
updated as necessary.

2.5 Challenges in DM

Managing data has its own set of challenges. These need to be understood and
addressed properly for effective DM. Here are some key challenges [68]:

1. Copyright: Figuring out who owns the copyright of data in research is tricky.
It involves a lot of people like researchers, the people who collect data, data
analysts, universities, and funding agencies. For instance, in Germany, the
law states that the creator of a work owns the copyright and can decide how
it is used by others (§31 of the German Copyright Act (UrhG) [12]). But in
research, it is often a team effort to collect and analyze data. So, deciding who
owns the copyright can be complex. DM needs clear rules about who owns the
copyright in these cases.
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2. Data Licensing: Deciding how to license data is another challenge. This
involves setting rules on how the data can be used, shared, or changed by
others. The type of license needed can vary depending on what kind of data it
is – like text, numbers, or images.

3. Wrong Interpretation of Data: When data is shared without enough infor-
mation on how it was collected or the conditions it was collected under, it can
be misunderstood or misused. This can lead to wrong conclusions, even if the
data is authentic. To reduce this risk, it is better to share data with a detailed
explanation of how it was collected. This is often done in research papers or
reports.

4. Data Privacy: In some studies, like those involving personal information
about patients, data privacy is crucial. This kind of data is sensitive and needs
to be handled very carefully to protect people’s privacy. Tools and systems,
like those offered by Dataverse [28], can assist in keeping this data private.

5. Changing the Mindset: One of the biggest challenges is changing how re-
searchers, data owners, or providers think about sharing their data. Tradition-
ally, researchers focus more on publishing papers than on sharing the data they
used. But now, there’s a growing understanding that sharing data is important
for advancing research. Convincing researchers to share their data openly for
others to use is a major shift in the research culture. In some countries, univer-
sities are starting to require researchers to publish some work before getting a
PhD, but there is still no system for sharing the data from these studies. Steps
need to be taken to encourage data sharing in research.

2.6 Exemplar Cases of DM
In every research project, data plays an important role. It is carefully collected,
analyzed, organized, and used to conduct studies. Without accurate and reliable
data, research in any field, including the energy sector, would not be possible. More
and more, sharing data is becoming a common practice, sometimes even required
by publishers and research institutions. For instance, the Public Library of Science
(PLoS) demands that authors provide access to their research data when they sub-
mit articles for publication [68]. Sharing data has several benefits: it allows others
to reuse data for different purposes, it gives credit to those who collect and analyze
data, it increases trust in the data, and it brings transparency to the research pro-
cess, saving time for researchers who can build upon existing data instead of starting
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from scratch [68].

DM is crucial in this context. It ensures the effective organization, preservation,
and sharing of research data, whether it is measurements, survey results, or field
notes. Proper DM leads to numerous benefits. It increases the visibility of research,
often boosting the citation rate of associated publications. Funders and journals
frequently require a comprehensive DM plan to ensure the data’s accessibility and
reusability, thereby maximizing the research’s societal impact. DM also maintains
research transparency, crucial for validating findings and motivating further studies.
Additionally, it significantly reduces the risk of data loss through reliable storage
solutions and sustainable file formats, ensuring long-term preservation and reusabil-
ity of data. These practices are integral to good scientific practice, maintaining the
integrity and credibility of research [36].

DM plays a critical role in both academic research and practical applications.
A practical example of this importance can be seen in the Soil Transformations in
European Catchments (SoilTrEC) project [33]. SoilTrEC, funded by the European
Commission, was aimed at understanding soil processes within Earth’s Critical Zone
(CZ). The project was not only about collecting data but also about managing and
modeling it effectively. The success of SoilTrEC was largely dependent on the de-
livery of key datasets and the development of tested modeling codes. One of the
achievements of the project was the development of a new comprehensive soil model,
which was designed to monitor soil function within the European Union. This model
relied heavily on data collection, management, and modeling. It connected four EU
field sites for in-depth soil process studies (e.g., the Damma Glacier Critical Zone
Observatory (CZO) in Switzerland). These sites provided valuable datasets that
were enhanced by targeted process studies to validate an integrated model of soil
processes. SoilTrEC’s research methodology shows a comprehensive plan that in-
corporated DM practices at many stages. This project was not confined to Europe
alone; it included collaboration with partners from Asia and the United States, em-
phasizing the global nature of soil sustainability research [33, 59]. The application
of DM in SoilTrEC covers several essential aspects [24]:

• Data Collection and Organization: The project involved extensive field-
work and laboratory experiments across multiple sites, demanding systematic
data collection and organization.

• Data Storage and Backup: Data was stored in secure databases or reposi-
tories, with regular backups to prevent data loss.
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• Data Sharing and Collaboration: Given the collaborative nature of Soil-
TrEC, efficient data sharing among various partners was essential. DM facili-
tated this aspect, ensuring effective collaboration.

• Metadata Creation: The creation of standardized metadata was a critical
part of the project, simplifying data understanding and reuse.

• Long-Term Preservation: For a lasting impact, SoilTrEC’s DM strategies
ensured the long-term preservation and accessibility of its research data.

• Ethical Considerations: Adhering to ethical standards, particularly in han-
dling sensitive data, was a key component of the project’s DM.

2.7 Summary of the Chapter
This chapter lays the foundation for understanding the fundamentals of DM. It
discusses the significance of managing data effectively to enhance research integrity
and facilitate practical applications in energy management and sustainable practices.
The chapter provides insights into the benefits of data sharing and the implications of
proper DM in increasing the visibility and credibility of research work. By exploring
the Soil Transformations in European Catchments (SoilTrEC) project, it offers a
practical example of how DM can be effectively implemented in a research project.
Additionally, it addresses the challenges, practices, and essential concepts in DM,
providing a comprehensive understanding of the role of data in research and its
broader impact on scientific discovery and application.
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Related Work

This chapter reviews related work in the field of data management (DM), exploring
the contributions and findings of other scholars and professionals. It is structured
into three sections to provide a comprehensive understanding of DM’s current state
and its application in various domains. The first section presents work that offers a
broad overview of DM for research, focusing on general practices, challenges faced,
and recent advancements in the field. The second section examines work in DM
within the medical sector, a field that, like the energy sector, deals with complex
data management needs. This comparison helps to understand the problems and
solutions in managing data in different sectors. Finally, the chapter concludes by
concentrating on work related to DM in the energy sector, aiming to provide a clear
picture of the current state and developments in this specific area.

3.1 DM for Research

The paper on Research Data Management (RDM) practices and services [6] explores
the effective management of research data. It highlights that RDM is becoming in-
creasingly important in the academic and research communities, particularly among
researchers and academic libraries. However, its practice is still limited, especially
in developing countries. It faces challenges that require the development of spe-
cific skills and active collaboration among various stakeholders, including university
service departments. Policy formulation for RDM is often inadequate, especially in
developing countries, often due to insufficient collaboration between higher education
institutions, research boards, funding agencies, and higher education commissions.
To address these challenges, the paper recommended that stakeholders collaborate
to make it mandatory for researchers to deposit their data in institutional or subject
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repositories and publish in open access journals. Additionally, there should be pro-
cedures to address data ownership concerns and to ensure proper acknowledgment
and citation of the work of previous researchers.

3.2 DM in the Medical Field

The first paper, titled Functional Requirements for Medical Data Integration into
Knowledge Management Environments [50] addresses the challenge of isolated, non-
interoperable data silos in patient care data management. It focuses on the need to
transition from segregated data systems to unified information architectures. This
transition is critical for effectively integrating medical data from various levels and
sources. The authors employed a systematic two-step approach to determine DM
requirements in the medical field. They began with a web-based systematic liter-
ature review using PRISMA [71] guidelines to identify relevant articles on medical
data integration requirements. Next, they applied a document-based requirement
elicitation approach to the identified literature, using reference management soft-
ware for data extraction and conducting a thorough review. The final stage involved
categorizing the requirements using the Data Lake Life Cycle model [46], covering
aspects like data acquisition, processing, storage, and more. This process involved
evaluating data, consulting with experts, and forming a unified set of requirements.

The second study, Why It Takes a Village to Manage and Share Data [9] of-
fers a detailed look at data sharing in the biomedical field, especially in light of
the United States National Institutes of Health’s new data management and sharing
policy. It emphasizes the need for collaboration among various stakeholders, includ-
ing scientists and academic institutions, to build and sustain effective data sharing
infrastructures. It discusses DM challenges for principal investigators, the impact of
data nature on management practices, and the effect of knowledge infrastructures on
community data sharing. The paper also highlights the roles of university leadership,
computing, libraries, and departments in data management and calls for improved
investment in data management infrastructure. Furthermore, it examines the stake-
holder network, international privacy laws, and policies affecting data sharing. The
study recommends a collective data sharing approach, urging shared responsibilities
and continued support from funding agencies for data repositories, addressing bio-
sciences’ scaling data production challenges.
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The third paper, Research Data Management and Data Sharing for Reproducible
Research—Results of a Community Survey of the German National Research Data
Infrastructure Initiative Neuroscience [51] investigates the challenges in neuroscience
DM. It concentrates on the growing volume and complexity of data and the neces-
sity for effective DM solutions. The main purpose of this work is a survey conducted
by NFDI-Neuro [62] within the German neuroscience community to understand the
current DM state and identify challenges, needs, and opinions.
The survey revealed significant gaps in data and metadata standards, provenance
tracking methods, and secure data infrastructure. It also pointed out a lack of DM
knowledge and skills among researchers and resource constraints. Despite these is-
sues, there was a strong inclination within the community to share data and enhance
DM capabilities. They also suggest a systematic approach to developing DM stan-
dards, tools, and infrastructure, stressing the importance of training, education, and
additional resources. Continuous engagement with stakeholders, including policy-
makers, is crucial for a cultural shift in data management and sharing.

3.3 DM in the Energy Sector
The paper Data Management in Energy Communities [14] discusses the integration
of energy communities into European law and their transposition into national laws.
It highlights the lack of focus on data processing and protection within these com-
munities. The paper emphasizes the need for frequent access to energy data for
allocation and billing purposes, which raises privacy concerns. It also discusses the
implementation of IT systems for energy allocation and billing, the responsibilities
of the Distribution System Operator (DSO), and the need for compliance with the
General Data Protection Regulation (GDPR). The paper concludes by noting the
importance of considering data acquisition, usage, and privacy in the development
and operation of energy communities.

Another work reviewed is the DOE Policy for Digital Research Data Management
[94] that focuses on managing digital research data to support the U.S. Department
of Energy (DOE)’s mission. This policy covers the entire lifecycle of data, including
capture, analysis, sharing, and preservation, with a particular focus on data sharing
and preservation. The policy applies to unclassified and otherwise unrestricted dig-
ital research data produced fully or partly with DOE funding. The policy outlines
principles, roles, responsibilities, requirements, and guidance for various stakeholders,
including DOE research offices, respondents to DOE research funding solicitations,
and recipients of DOE research funding. Data management plans are central to this
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policy, detailing how data will be shared, preserved, and made publicly accessible.
The policy also addresses the protection of confidentiality, personal privacy, and
compliance with legal and policy requirements.

3.4 Summary of the Chapter
This chapter reviews the work done in the field of DM, exploring varied approaches
and challenges across different sectors. It highlights the increasing recognition of
DM’s importance in academic and professional circles. The discussion points out
the depth of research and literature available in the medical sector, where DM is
extensively explored. Studies in this area address complex data integration challenges
and emphasize the need for collaborative data management and robust data sharing
infrastructures. The chapter also touches upon DM in the energy sector, where
there is a noticeable exploration of how DM practices are applied and the specific
challenges faced. The comparison suggests that while significant advancements have
been made in DM, especially in medicine, there is a continuous need for research and
development in other sectors like energy to fully leverage DM’s potential.
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Methodology

This section outlines the methodology followed in this thesis, starting with a system-
atic literature review to identify key energy data management requirements. This
is complemented by a survey conducted with experts in the energy field, aiming
to validate preliminary findings from the literature with empirical data, which con-
sists of firsthand observations and responses gathered directly from these experts.
Following this, the thesis will focus on the practical application of these findings
by introducing a proof of concept. This involves the development of an extension
specifically designed to implement one of the requirements identified. This imple-
mentation is designed to help to reflect a data ecosystem, tailored to the needs of the
energy sector. The goal of this approach is to validate the top 10 most frequently
mentioned requirements collected from the literature by surveying domain experts,
thereby contributing to the field of energy data management.

Figure 4.1: Methodology of the Thesis

4.1 Systematic Literature Review Process
This section explains the methodology used for conducting the systematic literature
review. The process follows the following steps: a) formulating the research ques-
tion, b) developing inclusion and exclusion criteria, c) conducting a comprehensive
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search, d) screening and selecting studies, e) extracting data and assessing quality,
f) synthesizing and analyzing data, g) interpreting findings, and finally, h) reporting
the outcomes. Each step is integral to the overarching objective of this review, which
is to uncover the critical data management requirements within the energy sector,
thereby contributing to its efficient and effective management [67].

Formulating Research Questions
The first step in the systematic literature review process is the articulation of the
research question it seeks to answer. For this study, the question is formulated as
follows: What are the requirements of DM in the energy sector?

Developing Inclusion and Exclusion Criteria
Prior to initiating the search, a set of inclusion and exclusion criteria was developed
to systematically filter the literature. These criteria are important in ensuring that
the search results are relevant and aligned with the objective of identifying the re-
quirements of DM in the energy sector. These criteria will be applied to assess and
filter the articles retrieved through the search query, ensuring a focused and relevant
selection for review. The criteria are as follows:

• Relevance to Energy Sector: Articles should have a clear focus on the
energy sector, such as wind energy or smart grids. Those where energy is
mentioned but is not the main focus should be excluded, particularly those
that focus on unrelated fields such as transportation or healthcare.

• Focus on Big Data and Data Management: Articles should emphasize
big data and data management challenges and solutions relevant to the energy
sector.

• Avoidance of Narrow Scope: Exclude articles with too specific or narrow
scope that can not be generalized for the energy sector’s broader DM needs,
such as those focusing on AI or machine learning without direct relevance to
energy.

Conducting a Comprehensive Search
For the literature collection, SCOPUS was chosen due to its comprehensive interdis-
ciplinary coverage and extensive database (over 90M records) [75], aligning well with
the cross-disciplinary nature of the thesis. It encompasses a broad range of fields,
including the energy sector and data management, and is trusted for its reliable
content, sourced from over 7,000 publishers and vetted by an independent Content
Selection and Advisory Board [75]. Its global coverage and detailed citation metrics
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provide valuable insights into the impact and trends of research in these fields [52].
The search conducted on Scopus targeted articles related to energy, requirements,
and data management from 2020 to 2023. Also, the articles needed to be in English
with open access. Then, a specific filter for Big Data as a keyword was added to
the query. This approach initially identified 102 articles, as determined by a search
conducted on the 27th of November, 2023. The following query was used to conduct
this search:

Search Query
(ALL (energy) AND ALL (requirements) AND ALL (”data management”)
AND PUBYEAR > 2019 AND PUBYEAR < 2024
AND (LIMIT-TO (DOCTYPE, ”ar”∗))
AND (LIMIT-TO (LANGUAGE, ”English”))
AND (LIMIT-TO (OA†, ”all”))
AND (LIMIT-TO (EXACTKEYWORD, ”Big Data”))

Screening and Selection of Studies
From the 102 identified articles, a screening and selection process started, initially
focusing on identifying and removing duplicates and ensuring the basic relevance of
the articles. This first level of screening was essential to ensure that each article
was considered only once in the review process and to quickly ascertain the poten-
tial relevance based on titles and abstracts. After this initial screening, the articles
underwent a more detailed review. At this stage, the inclusion and exclusion crite-
ria previously developed were applied to check the content of each article’s abstract.
This phase was critical for assessing whether the articles clearly focused on the energy
sector’s data management challenges, emphasizing big data and solutions. Articles
that did not align with these criteria were excluded, maintaining the review’s rele-
vance and quality.

A table named decision_articles.xlsx, containing detailed information on each
article, is available in a Leibniz Data Manager [8] (LDM) entry. The table can
be accessed via the following link [57]. It includes each article’s title, along with
information on whether it was included or excluded, and the reasons for each decision
regarding inclusion or exclusion. Additionally, Table 4.1 provides an excerpt of that
table for reference.

∗DOCTYPE refers to the type of document; ’ar’ stands for article.
†OA denotes open access.
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Table 4.1: Portion of the Selected Articles from decision_articles.xlsx
Titles Status Reason
Big data challenges in overcoming
China’s water and air pollution:
relevant data and indicators

Include Focuses on environmental manage-
ment in China, specifically water
and air pollution, with the need of
data management and reporting

Towards a Service-Oriented Archi-
tecture for the Energy Efficiency of
Buildings: A Systematic Review

Include Direct relevance to the energy sec-
tor, discussing energy efficiency in
buildings and the application of
big data in this context

Magnetic Force Classifier: A Novel
Method for Big Data Classification

Exclude Focuses on a machine learning
classification method for big data,
without specific application to DM
in the energy sector

Efficient deadline-aware schedul-
ing for the analysis of Big Data
streams in public Cloud

Exclude While addressing big data in cloud
environments, the article does not
specifically relate to the energy
sector or its unique data manage-
ment challenges

Advancing manufacturing systems
with big-data analytics: A concep-
tual framework

Include Concentrates on manufacturing
systems, and the challenges of han-
dling large amounts of complex
data (big data)

Towards Energy-Efficient Frame-
work for IoT Big Data Healthcare
Solutions

Exclude Focuses on healthcare solutions us-
ing IoT and big data, which is out-
side the scope of the energy sec-
tor’s DM
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After filtering the abstracts, 36 articles remained. An illustration of the selection
process can be found in Figure 4.2, with n being the number of articles.

Figure 4.2: Steps of the Literature Review

Data Extraction and Quality Assessment
This step deals with the extraction of key DM requirements from the 36 selected
articles, emphasizing the identification of challenges and solutions in energy data
management. For quality assessment, each article was examined for its contribution
to understanding the field, ensuring that the data extracted, such as main challenges,
solutions, publication details, and keywords, met the research’s intrusion criteria.
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This examination guaranteed that only relevant and needed information was sum-
marized and included in the analysis.

Data Synthesis and Analysis
Following extraction, the synthesis involved categorizing the extracted data to fur-
ther organize and analyze these requirements. This step is important not just to
facilitate the analysis of requirements, but also to help in managing the complex
and multifaceted nature of energy data management, enabling a clearer and more
structured analysis from initial data gathering to ensuring final security measures
[84].

Building on this approach, this thesis categorizes the gathered requirements fol-
lowing the Data Lake Life Cycle model [46]. This model provides a clear and practical
way to understand how data moves and changes in systems like data lakes and data
warehouses. It looks at all the important parts of managing data throughout its life
cycle, such as collecting data, processing it, analyzing it, storing it safely, manag-
ing (meta)data details, keeping track of data origins and changes (traceability and
lineage), and keeping the data secure [50]:

• Data Acquisition: Involves the gathering, filtering, and cleaning of raw en-
ergy data, essential for the initial stages of data management.

• Data Processing: Focuses on the collection and manipulation of data to
produce usable information.

• Data Analysis: Deals with exploring, mapping, and modeling data to extract
relevant insights and information.

• Data Storage: Concerns the methods and practices of securely storing energy
data (e.g., deletes, backups, etc.).

• Data Lineage: Tracks the origins, history, and evolution of the data through-
out its life cycle.

• Data Traceability: Ensures the history, location, and application of data are
verifiable and transparent.

• Data Security: Focuses on protecting data from unauthorized access, cor-
ruption, or breaches.

• Metadata Management: Involves the creation and management of metadata
to enhance data retrieval and understanding.
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In addition to the categories derived from the Data Lake Life Cycle model, two
other categories were added, influenced by some specific requirements extracted from
the literature:

• Human Skills and Expertise in Data Management: This category was
introduced because the need for skilled professionals who can effectively man-
age and handle data within the energy sector was mentioned in four different
articles.

• Data Governance and Compliance: This category was added because it
fits better some specific requirements mentioned in several articles, such as
the need for regular and impromptu audits to ensure compliance and quality
in energy data practices, as well as strict penalties for any manipulation or
falsification of energy data.

Interpretation of Findings
Following the detailed review and extraction of data from the 36 selected articles, key
DM requirements in the energy sector were extracted. To facilitate the interpretation
of these findings: A table was created to summarize the findings, listing the title of
each article, the main DM challenges in the energy sector, main keywords, publication
date, location, and article keywords. It is also available at this LDM entry [57] under
the name included_articles.xlsx. For quick reference and overview, a portion of this
table is included in Table 4.2.
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Table 4.2: Portion of the Included Articles from included_articles.xlsx

(a) Titles, Challenges, and DM Requirements

Titles Challenges Identified DM Requirements
Big data challenges in
overcoming China’s wa-
ter and air pollution: rel-
evant data and indicators

- Scattered data across
platforms
- Lack of centralized data
exchange
- Insufficient EIA [43]
disclosure
- Data quality and
transparency issues

- Centralizing data management
(for data transparency, improve
standards and security)
- Electronic reporting of pollution
data
- Data sharing from trustworthy
sources
- Supervision and auditing
(periodic and unscheduled)
- Penalties for data falsification
- Metadata inclusion for
interpretation and reproducibility

Big Data Management in
Smart Grids: Technolo-
gies and Challenges

- Sensors’ data sometimes is
updated and overwritten
discarding the previous data
- Data is generated with a
precision of seconds resulting
in Terabytes of data, and the
analytical value per unit of
data is low
- The data communication
requires the high-volume of
data to be compressed before
flow

- Integration of data as part of
the operational process of smart
grids is necessary
- Robustness and a strong disaster
recovery plan are needed for
database management systems
to handle the increasing data size
and ensure data integrity
- Efficient data compression
methods
- Effective storage and transfer
mechanism needed to handle large
amounts of data

(b) Keywords, Publication Date, Location and Article Keywords

Main Keywords Publication Date Location Article Keywords
Data management
requirements

8 March, 2021 China, USA Indicators, Monitoring,
Assessment, Data quality,
Pollution management

Data management
Requirements En-
ergy

14 May, 2021 USA, Qatar Apache spark, Big data,
Data mining, Hadoop, In-
dexing, Management pro-
cess, Smart grid, Stream
mining
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To further illustrate the findings from the table that examines the 36 selected
articles, several plots have been produced. These plots provide different insights into
various aspects of the articles:

1. Geographic Distribution of the Authors (see Figure 4.3): This his-
togram illustrates where the research contributions are originating from, high-
lighting the international nature of the energy data management discourse,
with the USA at the forefront with 6 articles, followed by China and Germany
with 5 articles each.

Figure 4.3: Geographic Distribution of Authors

2. Publication Year Distribution (see Figure 4.4): This histogram presents
the number of articles published per year within the selected range, revealing
that most of the chosen articles were published in the year 2020 with 14 articles.
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Figure 4.4: Publication Year Distribution

3. Keyword Frequency (see Figure 4.5): This histogram focuses on the oc-
currence of keywords that were added in the search query, it doesn’t show
a high difference between the different distributions with Requirements been
mentioned in 31 articles, followed by Data Management in 30 and Energy in
28.

Figure 4.5: Search Query Keyword Frequency
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4. Distribution of Keywords Chosen by the Authors (see Figure 4.6):
The word cloud offers a visual representation of the keywords selected by the
authors, with the size of each word proportional to its frequency. This visu-
alization helps to quickly identify the core topics and terms that define the
research landscape.

Figure 4.6: Distribution of Keywords Chosen by the Authors

A total number of 103 requirements were extracted at the end of the literature re-
view process. However, upon closer examination, it was apparent that many of these
requirements overlapped or were semantically similar. Therefore, they were merged
into a refined set of 47 distinct requirements.

With these additions, the thesis categorizes the 47 refined requirements into 10
distinct categories. To gain a complete overview, detailed documentation of these
categories, including lists of the requirements, their respective categories, the articles
in which they are mentioned, and the frequency of their mentions, can be accessed
via the following link [57].
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Reporting
The systematic literature review results in the identification and categorization of key
data management requirements in the energy sector. Through the examination of
36 selected articles, this process extracted 47 unique requirements organized into 10
categories, offering a structured insight into the sector’s challenges and needs. The
primary findings are documented in files available via the LDM entry mentioned
above. These resources detail the identified requirements, their categorization, and
the supporting literature. Following this, the study narrows its focus to the top 10
most frequently mentioned requirements. This selection serves as the foundation
for a subsequent survey aimed at engaging experts within the energy sector. The
survey seeks to validate these key requirements through expert opinions, ensuring
the relevance and applicability of the findings in this sector.

4.2 Survey
The survey forms an important element of this work, specifically designed to build
upon and validate the findings from the systematic literature review. Its purpose
is to collect empirical data from professionals in the energy sector, with the aim
of validating and enhancing the findings from the literature review. Designed to
target energy sector professionals with any level of data interaction, IT specialists
in energy companies, and researchers involved in energy-related projects. It aims to
gather insights and validate the identified requirements through the perspectives of
professionals in the field. The survey is structured into three sections, it delves into
various aspects of DM in the energy sector:

1. Professional Background and Familiarity with DM: This section consists
of five questions. It gathers information about the respondents’ affiliations,
roles, and areas of expertise in energy. Additionally, it assesses their familiarity
with data management, establishing a baseline for their understanding and
experience in this field.

2. Importance of DM Requirements: Consisting of ten questions, this sec-
tion focuses on evaluating the importance of the top 10 requirements most fre-
quently mentioned in the literature (refer to Table 4.3). Using a Likert scale,
respondents rate the importance of each requirement within their professional
roles, offering insights into the practical applicability of these requirements.

3. DM Tools, Standards, and Challenges: The final section, with four ques-
tions, explores the specific tools and standards used in data management tasks,
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the use of public repositories, data sharing practices, and challenges faced in
managing data.

Table 4.3: Top 10 Requirements with Most Sources (all the articles, with their
enumerations, can be found in the following LDM entry [57])

Requirement Articles Count
Implementing security and privacy measurements
to safeguard sensitive energy information

7, 8, 9, 12, 14, 15, 17, 21,
25, 26, 31, 32, 34, 36

14

Ensuring immediate (high data rates) and simul-
taneous processing of energy data for timely and
efficient decision-making

articles 8, 12, 13, 15, 16,
19, 20, 21, 22, 23, 24, 25

12

Integrating various types of energy data from dif-
ferent sources

3, 5, 6, 7, 8, 9, 10, 11, 12,
13

10

Processing a large volume of data from different
energy systems

5, 9, 10, 16, 20, 21, 23,
26, 27

9

Adapting and growing efficiently to meet increasing
demands in energy data systems (Scalability)

5, 7, 11, 15, 17, 27, 29,
34, 35

9

Comprehensive Metadata for interpretation and re-
producibility

2, 5, 18, 19, 30, 33, 34 7

Developing tools for clear visualization and inter-
pretation of energy data

4, 15, 16, 18, 31, 32 6

Monitoring the quantity and quality of data 3, 4, 16, 18, 26, 33 6
Standardizing data models and incorporating data
analysis to ensure consistency and relevance of data

7, 8, 11, 16, 26 5

Identifying and dealing with anomalies (e.g., out-
liers, duplicates, etc.) in preprocessing phase

4, 5, 13, 24, 25 5

To facilitate a structured and quantitative analysis, the survey predominantly
employs multiple-choice questions and Likert scales, allowing respondents to quantify
their opinions and provide measurable insights. It was conducted over the span of
one month in February 2024 and is estimated to take 10-15 minutes to complete.
Google Forms was selected as the platform due to its ease of use and its capability
to automatically analyze data. As a free tool, it facilitated a quick setup of the
survey and direct analysis of results [82]. The survey was distributed to experts
in various energy fields such as solar, geothermal, and wind energy, as well as IT
specialists in energy companies, and researchers involved in energy-related projects.
Ethical considerations were a priority, therefore participants were informed about
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the academic purpose of the survey and assured of confidentiality and anonymity.
The survey responses were continuously monitored to ensure diverse representation
from different areas of expertise within the energy sector.

4.3 DM Platform Selection
After extracting the requirements from the literature review and validating a subset
of them through the survey, the next step involves developing a proof of concept
that implements a crucial requirement identified: collecting metadata from different
repositories. The goal of this step is to extend a data manager to address a specific
requirement identified for the energy sector. The efficacy of DM practices is signifi-
cantly influenced by the choice of an appropriate DM platform. As the energy sector
continues to evolve, the need for platforms capable of handling complex and diverse
data becomes crucial.

In this context, CKAN (Comprehensive Knowledge Archive Network) emerges
as a strong candidate, due to its widespread use, large developer community, and
adaptability to meet the evolving needs of the energy sector. CKAN’s capabilities
in handling diverse data types, its support for non-standard metadata, features like
faceted search and dataset versioning, and its modular extendable design make it a
good choice for customizing a data manager for specific sector requirements [2].

Building on CKAN’s foundation, the Leibniz Data Manager (LDM) [8] offers a
more tailored solution. Designed to address the broader challenges in DM, LDM en-
hances the lifecycle management of data and research data. It adheres to the FAIR
principles [100], supports various types of research digital objects (RDOs) [81], in-
cluding datasets in different formats, data services demonstrated as live code using
Jupyter notebooks [49], and data visualizations. The platform allows researchers
to manage, analyze, and cite RDOs effectively, providing options to generate Digital
Object Identifiers (DOIs) [29] for each uploaded RDO. LDM enhances CKAN’s func-
tionalities by importing RDOs from other repositories, maintaining updated meta-
data through synchronization, and creating a comprehensive knowledge graph. For a
more detailed exploration of CKAN and LDM, including their architecture, features,
and specific capabilities, refer to Chapter 5 of this thesis.
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4.4 Summary of the Chapter
This chapter presents a structured methodology for the thesis, it begins with a sys-
tematic literature review, focusing on identifying key DM requirements in the energy
sector. This step is complemented by a survey among energy field experts, validating
the literature’s findings with empirical data. The next step involves applying one of
these requirements in the development of a proof of concept, implementation of an
LDM extension. The chapter details each methodological step, underscoring their
significance in the broader research context.
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Data Manager

This chapter discusses the chosen data manager for this thesis, the Leibniz Data
Manager (LDM). To understand it properly, it is important to first introduce the
Comprehensive Knowledge Archive Network (CKAN). Since LDM is built on top of
CKAN, a comprehension of CKAN’s architecture and features is crucial for under-
standing the LDM extension that is implemented in this thesis (discussed in Chap-
ter 6). CKAN is the foundational framework for LDM and serves as its interface.
However, LDM benefits from CKAN’s ability to be extended and its flexibility to
upgrade from a data manager into a knowledge-driven data manager [81]. Therefore,
the following sections will explore CKAN’s architecture, data organization, and flow
mechanisms, followed by an explanation of LDM’s features and capabilities for data
management.

5.1 CKAN
CKAN is an open-source data management system. It is distinguished by its large
community of over 240 contributors [16], more than 267 registered extensions [21],
and over 2000 active CKAN instances [19], which significantly enhance its capa-
bilities. These extensions allow for a tailored experience to meet specific needs,
including advanced visualization tools, document previews, custom themes, various
storage options, efficient link management, and advanced metadata management. It
is globally recognized for its adaptability, powering over 30 major government sites
worldwide with a 100% open-source codebase on GitHub [18]. Some examples of
governments that use CKAN for their DM needs include the Singapore Government,
employing it as an open data portal; the Australian Government, using it to manage
data from over 800 organizations; and the Governments of Canada and the United
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States, which have adopted CKAN for their open data catalogs. Another interesting
instance is Open Africa, a platform aiming to be the largest repository of data on the
African continent [18]. These instances highlight CKAN’s versatility and its ability
to efficiently manage diverse data requirements. Additionally, these portals manage
petabytes of government data and provide access to millions of datasets, with over
15 million datasets accessible through these platforms [18].

The platform’s ease of use and large community contribute to its popularity,
making it a preferred choice for open data initiatives. It offers a rich set of features,
including but not limited to:

• Data Publishing and Sharing: Facilitates easy publication and sharing of
datasets [26].

• User Experience Enhancements: Offers keyword autocomplete, translation
functions, and tagging for datasets [17].

• Security and Governance: Implements authority management through ac-
cess controls and license management [26].

• Dataset Harvesting: Enhances dataset discovery and collection from multi-
ple CKAN instances [26].

• Federated Network: Supports the establishment of a network of data portals
that interconnect and share data [20].

• File Storage: Allows for the uploading of media and image files, with storage
options on the server or in the cloud through extensions [17].

• Geospatial Capabilities: Provides advanced features for geospatial data,
including preview, search, and discovery functionalities [26].

5.1.1 Architecture

CKAN’s design is modular, extensible, and scalable [30]. Its scalability is not only a
technical advantage but also aligns with the crucial requirements of the energy sector,
highlighted in the literature review. It facilitates the customization or expansion of
features through extensions, aligning with the dynamic needs of DM in this field.
It fundamentally employs Flask [65] as the primary web framework, and the back-end
is primarily written in Python [73], which handles data processing, authentication,
and other server-side tasks. The user interface is created using JavaScript [45], which
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enhances the user experience with dynamic interactions and real-time updates. The
data, organized in PostgreSQL [70] databases, allows for structured storage and
efficient retrieval. CKAN’s data model includes various tables, such as those for
datasets, resources, organizations, and users, facilitating complex queries when users
search for specific datasets.

The search functionality is powered by Apache Solr [5], an open-source search
platform built on Apache Lucene that offers powerful full-text search capabilities,
faceted navigation, and efficient indexing. Additionally, CKAN installations provide
Web APIs [1] for external applications and services to interact with CKAN program-
matically. These APIs offer endpoints for querying, creating, updating, and deleting
datasets, resources, and other CKAN entities. Developers can use these APIs to
integrate data from CKAN into their own applications, build custom dashboards,
or automate DM tasks [3, 26]. Figure 5.1 provides a detailed visualization that il-
lustrates this architecture further, highlighting both the structural design and the
practical application scenarios of CKAN.

Figure 5.1: Architecture and Context View of CKAN [3]
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5.1.2 Module Organization

To better understand how CKAN works, it is important to examine it at its mod-
ule structure. CKAN’s internal structure follows the Pylons web framework, which
uses an architectural design pattern called Model-View-Controller (MVC) [92]. The
framework is divided into four main layers [26]:

1. Routes: These define the connection between URLs and the corresponding
Views within the system, directing requests from specific URLs to the appro-
priate Views that will handle and respond to these requests.

2. Views: They are responsible for receiving requests and generating responses.
They use the Action function for reading and updating data, to manage the
request-response cycle. Views also render the Jinja2 [72] template for responses
and employ the Template Helper for frequently reused or too complex to be
included in the template itself.

3. Logic: This layer contains critical functions such as Actions and Auth, which
are responsible for CKAN’s internal operations. These functions also govern
core functionalities and are accessible externally through API URLs with the
same names as the Action functions.

4. Models: They handle the storage and retrieval of data objects in thePostgreSQL
database using Object-Relational Mapping (ORM) [42] with SQLAlchemy [86]
for efficient database interaction.

Fig 5.2 provides a more detailed view of the main layers of CKAN.

Figure 5.2: Modules of CKAN [26]
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5.1.3 Data Flow

The data model utilized by CKAN consists of three primary entities: organizations,
datasets, and resources. Organizations act as the highest level of categorization
and allow for the grouping of datasets. Each dataset, representing a collection of
related information, may contain multiple resources. These resources are either ac-
tual data files or links to data stored externally. CKAN uses the pull-push data
flow mechanism. In this system, data producers (e.g., the creators or contributors
of information) upload or ”push” datasets into the platform, organizing them under
relevant organizations and as part of specific datasets. On the other side of this
mechanism, data consumers engage in a ”pull” process. They utilize CKAN’s in-
terface to search for specific datasets, downloading them directly or accessing the
data via CKAN’s API. This dynamic between pushing new or updated datasets by
producers and pulling required datasets by consumers ensures a continual flow and
update of information within CKAN [3]. Figure 5.3 shows the complete data flow in
CKAN.

Figure 5.3: CKAN Data Flow [3]
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5.1.4 Extensions and Code Organization

As mentioned earlier, the ability to extend and customize CKAN is a key feature of
its design. In CKAN, extensions are used to modify or enhance the platform’s default
functionalities, following the unique needs of various projects or organizations. This
adaptability is especially useful in scenarios that require custom dataset fields or
integration with external databases. Understanding the structure of CKAN’s source
code is important for developing extensions. The main directory, labeled ckan, houses
crucial components such as models, views, controllers, as well as modules for data
migration and testing. Extensions implemented by users are stored in a separate
directory named ckanext. This directory, along with others containing configuration
files and binaries, forms the backbone of CKAN’s customizable framework [3].

Figure 5.4: Code Structure of CKAN [3]
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Maintaining the integrity and functionality of the code through testing is crucial.
CKAN enforces rigorous testing protocols to ensure the reliability of both its core
code and any new extensions. New or modified code, including that within exten-
sions, must pass a set of predefined tests before integration into the main codebase
[17].

5.1.5 Key Concepts Used in the Implementation

This part focuses on crucial concepts for understanding the implementation aspects
of CKAN, particularly its extension mechanism and integration capabilities [17].

• Plugin Interfaces: These are instrumental in modifying its standard func-
tionality. Extensions use these interfaces to interact with the core system,
allowing for the creation of new web pages or altering existing functionalities.
For instance, the IRoutes interface is utilized to change CKAN’s routing, en-
abling the development of custom web pages.

• Plugin Toolkit: This plugin is a flexible Python module, that provides de-
velopers direct access to a range of methods, classes, and exceptions from the
core system. It includes a get_action() method, which extensions can use to
invoke internal methods from CKAN’s Action API. This API exposes CKAN’s
core operations for use by both clients and extensions, ensuring compatibility
and safe usage across different versions of CKAN.

• IBlueprint Interface: It works with Flask, CKAN’s underlying micro web
framework, the IBlueprint interface allows for the creation of modular compo-
nents or Blueprints. These Blueprints enable developers to add new function-
alities, such as web pages or API endpoints. This not only enhances CKAN’s
modularity but also its scalability, allowing it to adapt to various project re-
quirements.

• Configuration and Common Functionality: The ckan.common module
and config.get() methods play crucial roles in managing configuration set-
tings and accessing shared functionalities within a CKAN instance. This
includes managing global variables and configuration parameters to request
objects, thereby ensuring a seamless and customizable experience across the
CKAN platform.
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5.2 Leibniz Data Manager
LDM [8] is a data management system developed in alignment with the FAIR data
principles, emphasizing the importance of machine-processable metadata for efficient
data discovery, accessibility, interoperability, and reuse. Built upon Semantic Web
technologies, LDM provides comprehensive support to researchers in documenting,
analyzing, and sharing research datasets. It stands out for its ability to integrate
datasets from diverse repositories and solve interoperability challenges, utilizing well-
established vocabularies like DCAT [96] and DataCite [27] for effective metadata
presentation. Additionally, LDM integrates Jupyter notebooks as data services, en-
abling the execution of live code for interactive data analysis [8]. Figure 5.5 provides
an overview of LDM.

Figure 5.5: LDM Overview [81]

41



Chapter 5. Data Manager

5.2.1 Architecture
LDM’s architecture is designed to facilitate the entire lifecycle of DM, including
data planning, collection, processing, analysis, publishing, preservation, and reuse.
The system is capable of handling data in various formats and integrates datasets
from different repositories (e.g., Leibniz University Hannover [54], PANGAEA [66],
or RADAR [76]). In adherence to Linked Data and FAIR principles, LDM employs
DCAT and DataCite for metadata description. Each dataset within LDM is uniquely
identified with a Digital Object Identifier (DOI), enhancing traceability and citation.
The platform offers robust functionalities for dataset exploration and analysis, in-
cluding keyword-based searches, various RDF [77] serializations of metadata, and
the utilization of multiple plots and visualizations [8].

5.2.2 Additional Features
As an open-source extension of the CKAN data repository system, LDM includes
several advanced features that significantly enhance its DM capabilities. Alongside
harvesting datasets from other repositories, it features a synchronization scheduler,
an important tool for ensuring that the imported metadata remains updated and ac-
curate. In addition, LDM generates a knowledge graph from the metadata, whether
they are published by LDM users or imported. This knowledge graph provides de-
tailed insights into the properties of DCAT resources, licensing information, and
links to scientific publications. The knowledge graph also connects to Wikidata [99]
resources, thus offering extensive and detailed descriptions of these objects. Another
significant feature is the SPARQL [98] endpoint accessibility. This functionality
allows users to access the knowledge graph via a SPARQL endpoint, facilitating so-
phisticated queries and data retrieval processes. Furthermore, the federated query
engine DeTrusty [79] is integrated into LDM. This tool enables the execution of
queries over the LDM KG, ORKG [87], and Wikidata [99] knowledge graphs, en-
hancing the platform’s capabilities for in-depth data analysis [80, 81]. Collectively,
these features underscore LDM’s role as a versatile and powerful tool for DM, offer-
ing a wide array of functionalities to meet the diverse needs of researchers and data
managers.

5.3 Summary of the Chapter
This chapter examines LDM, a DM system developed on top of CKAN. It covers the
key aspects of both LDM and CKAN, including their architectural designs and main
features. Additionally, the chapter explores the unique capabilities and functionali-
ties of LDM that extend beyond the core features of CKAN, highlighting its role as
a comprehensive tool in the field of DM.
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Implementation

As already mentioned in Chapter 5, CKAN is an extensible platform that provides
multiple entry points for extension development through its programming interfaces.
These interfaces play an important role in managing the lifecycle of datasets and
resources within CKAN, which includes the creation, updating, and deletion of
datasets. While the IResourceController interface, integral to CKAN’s Python-
based framework, is primarily focused on resources, managing datasets often involves
interactions with interfaces like IDatasetForm or IPackageController. These in-
terfaces provide functions to manage key events in the dataset lifecycle [17].

In the context of CKAN, a package typically represents a dataset and includes
information about it, such as various attributes and a list of associated resources.
These resources usually represent external files, each linked via a unique URL [17].
The ckanext-gitimport extension, developed in this thesis, enhances the dataset
creation process by automating the population of dataset fields with metadata re-
trieved from GitHub repositories. Furthermore, it incorporates the README file
from the corresponding repository as a resource within the dataset. This functional-
ity serves as a proof of concept and directly addresses the need for efficient, metadata
collection and management (see Chapter 7), a DM tool highlighted as important by
survey participants in the energy sector.

43



Chapter 6. Implementation

6.1 Workflow of the Extension
The workflow of the ckanext-gitimport extension initiates when a user inputs a
GitHub repository name into the designated template interface and activates the
metadata retrieval by clicking the Fetch Metadata button. This action starts the
extension’s automated process for populating dataset fields with metadata from the
GitHub repository, streamlining dataset creation within the CKAN framework. The
extension is designed to handle sensitive operations, such as token retrieval and secure
metadata retrieval, through server-side Python scripting. Furthermore, it employs
JavaScript to facilitate responsive client-side interactions. The extension has three
main modules: views.py, plugin.py, and gitimport.js, each serving a distinct role in
the workflow.

1. views.py - Server-Side Logic: This module acts as the ’bridge’ between
the GitHub API and the user interface, by keeping sensitive data safe during
transmission. It is responsible for setting up a blueprint using Flask [65],
which defines the endpoints for interaction within the CKAN instances. It
also manages the secure retrieval of GitHub access tokens from the ckan.ini
configuration file, a critical step for authenticated API requests. In the event
of an API call, this module extracts the repository name from the incoming
parameters and fetches the corresponding metadata from GitHub. Once the
metadata is obtained, views.py compiles it into a JSON [48] format and serves
it back to the client for further use.

2. plugin.py - CKAN Configuration and Plugin Registration: This mod-
ule manages the extension’s configuration and its registration within the CKAN
framework. It integrates the extension with CKAN by implementing plugin in-
terfaces that augment the platform’s capabilities, including the registration of
the blueprint established in views.py. Additionally, it declares the necessary
resources such as templates for the user interface and directories for static files.
To ensure the extension’s seamless operation within the CKAN ecosystem, plu-
gin.py modifies the platform’s configuration to include the settings specific to
the extension.

3. gitimport.js - Client-Side Interaction: It manages the dynamic aspects of
the extension’s interaction with users. It captures the GitHub repository name
as user input and retrieves metadata in JSON format from the server-side
endpoint defined in views.py. Following the metadata retrieval, this module
processes and presents the metadata, which includes key details for a GitHub
repository such as owner, license, description, contributors, etc. This process
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enhances the user experience by automating the population of dataset fields
with relevant GitHub metadata. In addition, the gitimport.js module fetches
the README file URL from the GitHub repository, ensuring its automatic
integration into the appropriate resource field on the subsequent page within
the CKAN user interface. This inclusion is crucial for the resource aspect of a
dataset in CKAN, as resources are a mandatory element, and the README file
serves as a good option due to its usual comprehensive documentation about
the dataset.

Figure 6.1 provides a visual representation of the extension workflow.

Figure 6.1: The Workflow of the Extension
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6.2 The Scheming Extension
The ckanext-scheming extension [22] is a popular CKAN extension, that enables
the configuration and customization of metadata schemas using YAML or JSON files.
This extension supports custom validation and template snippets for both editing
and display purposes, providing a flexible way to tailor metadata schemas to specific
needs.

This extension was used to create the GitHub template, created within this YAML
file, that includes a variety of fields customized to GitHub metadata. Each field is
designed to capture specific aspects of a GitHub repository, ensuring that the created
dataset is rich with relevant and useful information. These fields include but are not
limited to, repository details such as the name, description, contributor and their
name, topics, and other metadata elements like stars, forks, and license information.
For a detailed explanation of each field, refer to Table 6.1. This table outlines
every field defined in the GitHub template, providing a quick definition and its
relevance in the context of GitHub. By integrating these fields into the CKAN dataset
schema, the extension significantly enhances the dataset’s metadata, making it more
informative and useful for users who rely on CKAN for DM and discovery. This
integration exemplifies the flexibility and power of the ckanext-scheming extension
in customizing CKAN to suit specific metadata requirements.

6.3 Additional Features
The extension incorporates several additional features to ensure the accurate incor-
poration of metadata into the CKAN database. These functionalities specifically
address potential user input errors and changes within the dataset creation form,
focusing on user interactions with the repository name field (github_repo) and the
dynamic nature of the metadata fields.

A key feature is the ability to reset fields when there is a partial change in the
repository name. After metadata is fetched by pressing the Fetch Metadata button,
any modification to the github_repo field by the user triggers a reset of all metadata
fields to a default status of no value or an empty string. This preventive measure
ensures that the metadata remains accurate and relevant to the dataset’s information,
avoiding incorrect association with a different repository. If the github_repo field is
altered after the initial fetch, users need to press the fetch button again to retrieve
metadata for the new repository name.
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Table 6.1: GitHub Metadata Fields Defined in the YAML file

Field Name Description
github_repo Name of the GitHub repository.
name URL-friendly slug for the dataset must be unique.
github_owner Owner of the GitHub repository (user or organization).
github_contributor Username of a contributor to the GitHub repository.
extra_contribs Additional contributors’ usernames, supports multiple entries.
github_author Full name of the main author or maintainer of the repository.
extra_authors Repeating field for additional authors’ full names.
owner_org Organization hosting the dataset.
github_description Description of the GitHub repository.
license License information for the dataset.
pb_doi * Digital Object Identifier (DOI) for the dataset.
repository_topics Topics or tags related to the GitHub repository.
extra_topics Repeating field for additional topics or tags.
repository_stars Number of stars received by the repository on GitHub.
repository_forks Number of forks the repository has on GitHub.
programming_language Primary programming language of the repository.
Resource Fields
url URL of the resource (by default the README file).
name Unique name of the resource.
description * Description of the resource.
format * Format of the resource.

Note: Fields marked with star (*) are optional and not automatically populated.

Another feature involves reloading the entire page if the github_repo field is
cleared. This page reload serves a dual purpose: it resets the form to its initial state
based on the default GitHub template and removes any dynamically added fields like
those for contributors, authors, and topics. This ensures that the form reverts to its
original, unaltered state, maintaining the form’s integrity and relevance, especially
when users remove the repository name after having populated fields with metadata.

Additionally, the extension handles scenarios where a user might paste a new text
into the github_repo field over an existing entry. In such cases, if the existing repos-
itory name is partially highlighted and new text is pasted over it, the extension resets
all metadata fields to their default no value status. This feature is another safeguard
to ensure that metadata fields reflect the current repository name accurately and
prevent erroneous associations.
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6.4 Unit Testing
Unit testing is a fundamental aspect of software development, focusing on indepen-
dently testing individual units or components to ensure their proper functionality. In
the ckanext-gitimport extension, the unit testing suite employs jsdom [32], Sinon
[85], and Chai [15] to create a simulated browser-like environment within Node.js
[63]. This setup is essential for testing JavaScript functions that interact with the
Document Object Model (DOM) [58], replicating browser behavior in the Node.js
runtime. The suite uses jsdom to create a simulated DOM environment, crucial for
testing functions that manipulate web page elements. Sinon is used for creating
stubs, spies, and mocks, with its primary role in these tests being to stub the fetch
function. This strategy is key for testing network request scenarios, allowing the
simulation of various network conditions without actual network calls. Chai’s expect
syntax provides a clear and expressive means for writing assertions, ensuring effective
validation of test outcomes. Also, Mocha [60], a versatile JavaScript test framework,
was used to run these tests in Node.js, it is suitable for both server-side and client-
side JavaScript. It works together with Chai, facilitating various assertions about
the JavaScript code [23].

The testing process covers several key functions of the extension and has eight
unit tests including clearFieldsById, clearDynamicFields, resetFields, and
fetchGitHubMetadata. These functions are crucial for manipulating form fields and
fetching data using the fetch API. For instance, the resetFields function is cru-
cial for resetting all GitHub metadata fields to their default state. Its effectiveness
is tested by creating a mock DOM structure, filled with input elements, and then
executing the resetFields function. The test checks that the values of these inputs
are correctly reset, typically to empty strings, ensuring that the function reliably
clears all relevant fields in the user interface. Similarly, the fetchGitHubMetadata
function fetches metadata from GitHub and populates the fields in the extension’s
form. Testing this function is more complex due to its use of network requests. Using
Sinon to stub the global fetch function, the test suite simulates different response
scenarios. This includes successful fetches where the stub resolves with mock data,
resulting in the correct population of DOM elements, and fetch failures where the
stub rejects with an error, prompting resetFields to reset the form fields. These
scenarios ensure that the function can handle various network conditions and respond
appropriately. The results of these tests are indicative of the functions’ reliability and
effectiveness within the extension. All eight tests pass, underscoring the robustness
of the extension’s operation. More information about these tests is available in the
public GitHub repository of the extension, discussed in section 6.5.
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6.5 CKAN Extension and LDM Customization
One of the goals of implementing the ckanext-gitImport extension is to contribute
to the CKAN community. Therefore, the extension is available in a public GitHub
repository, accessible to the wider community for use and contribution. The reposi-
tory can be found at the following URL [56]. The public availability of this extension
not only benefits the CKAN community but also invites further development and
enhancements from other developers.

Customization for LDM
In addition to creating a general CKAN extension, this thesis also customizes the
extension to specifically work with LDM. The main logic and server-side work of the
extension remain consistent across both the CKAN instances and the LDM instance.
However, certain customizations were necessary to adapt the extension to the unique
interface of the LDM instance. The primary changes in the LDM-specific version of
the extension include modifications to the HTML file that generates the header and
the addition of a new JavaScript script named get_datasets. It adds a new item
to the dropdown list in the user interface, providing a seamless integration with
LDM’s existing layout and navigation structure. In contrast, for standard CKAN
instances, the ckanext-gitimport functionality is introduced as a new button in
the navigation bar, making it readily accessible and easy to use for CKAN users.

In addition, some minor modifications were also necessary in the gitimport.js
script to account for differences in field ID names and other instance-specific char-
acteristics between the CKAN and LDM systems. These tweaks ensure that the
extension functions correctly in both environments, catering to the specific needs
and configurations of each system.

The dual development approach for both general CKAN and LDM instances
highlights the extension’s versatility and adaptability, hopefully making it a tool for
a wide range of users and instances within the CKAN community.

6.6 Summary of the Chapter
In this chapter, the development process of a new extension called ckanext-gitImport
is discussed, including an exploration of the range of tools, workflow, and technical
decisions employed in its implementation. The extension is designed to automate the
importation of metadata from GitHub repositories into CKAN datasets, enhancing
the user experience by minimizing manual input and reducing potential errors in
metadata entry.
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Results

The survey was designed to mainly address the following research questions:
RQ1) What are the key requirements for DM in the energy sector, and RQ2) What
is the current state of DM within the energy community? Therefore, this chapter
presents the analysis of the survey responses conducted to answer these questions.
The survey gathered responses from a diverse group of professionals with varying
roles and expertise in the energy sector.

Survey Participants
The survey captured insights from 14 participants, revealing an adequate repre-
sentation between the academic and private sectors within the energy field. From
these participants, eight of the respondents are associated with research institutions,
such as Fraunhofer IWES [35], TIB [89], and TU Clausthal [90], indicating a strong
representation from academic and research-focused organizations. The remaining
participants are from the private sector, enriching the data with varied perspectives
(see Figures 7.1 and 7.2). The survey included a variety of roles, with six partici-
pants holding Doctor of Engineering titles and two being PhD students. The rest
of the participants are energy experts working in different energy sectors, with roles
such as project developer and planning engineer. A diverse set of expertise areas is
represented, with wind energy being the most commonly reported, accounting for
40.9% of the survey participants. This is followed by other areas such as solar energy
at 22.7%, geothermal energy at 13.6%, and hydrogen energy at 9.1% (see Figure 7.3).

50



Figure 7.1: Distribution of Affiliations Among Survey Respondents

Figure 7.2: Distribution of Respondents’ Job Positions

51



Chapter 7. Results

Figure 7.3: Respondents’ Primary Areas of Expertise in Energy

Familiarity with DM
As can be seen from Figure 7.4, the survey results indicate that the majority of the
respondents, at 64.3%, are somewhat familiar with DM, possessing a general under-
standing but with limited practical experience. A further 21.4% have heard of it
but do not understand it well, and only 14.3% are very familiar, having extensive
knowledge and experience. This distribution of familiarity levels underscores a po-
tential opportunity for educational initiatives to enhance the practical skills required
for DM in the energy sector.
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Figure 7.4: Distribution of Data Management Familiarity Responses

Given that two of the respondents (i.e., 14.3%), are energy experts with extensive
knowledge and experience in DM, their answers will be compared with the overall
findings of the survey in Section 7.1. This comparison will elucidate how the views
of these experts on energy DM align with or diverge from the broader survey results,
thereby providing a deeper understanding of the significance of specific DM aspects
within the energy sector.

Key Requirements for DM in the Energy Sector
The survey highlights the top 10 mentioned requirements in the articles, extracted
from the literature review (see Chapter 4), for DM in the energy sector, providing
a clear indication of the priorities and challenges faced by professionals in this field.
As can be seen from Figure 7.5, 71.4% of respondents place high importance on the
quality of data in analytical tasks, indicating a primary focus on the precision and
dependability of data for analysis purposes. Security measures and privacy practices
are also a top concern, with half of the participants rating them as highly important.
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This shows a clear need for robust data protection systems within the sector.

When also considering moderate importance, integration of various types of data
for interoperability and compatibility is chosen by 50% of respondents, with an ad-
ditional 42.9% viewing it as highly important. This underscores the sector’s require-
ment for diverse systems to work together effectively and for different data types
to function without conflicts. Processing large volumes of data is similarly critical,
cited as moderately important by 50% and highly important by 35.7% of respon-
dents. This reflects the challenge of managing increasing data volumes and diversity
in the energy sector.

Surprisingly, real-time data processing and metadata management are seen as less
critical, according to the survey participants. Real-time data processing is considered
of low importance by 28.6% and not important by 14.3% of respondents. This could
suggest that in some fields, such as geothermal energy or some research-oriented
projects, reliance on immediate sensor data or other real-time inputs may not be
important. Similarly, metadata management for interpretation and reproducibility
is regarded as of low importance by 42.9% and not important by 7.1%. This might
be more common among professionals in private companies, where the focus is often
on the direct usage of data for operational purposes, rather than investing resources
in comprehensive metadata management, which might be more critical for long-term
research and development projects.

In conclusion, the survey results reveal that the energy sector values data quality
for analysis purposes and the security and privacy of data above all in DM. At
the same time, the capacity to handle diverse and large datasets efficiently is also
essential. These insights should inform the development of DM strategies that align
with these identified priorities.
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Figure 7.5: Distribution of Requirements Responses Among Survey Respondents

Data Sharing Practices
Data sharing practices within the energy community are predominantly oriented
towards internal collaboration, with 10 out of 14 respondents indicating that they
share data primarily with internal collaborators within their institution. A smaller
proportion of the survey participants, only 28.6%, utilize public repositories or plat-
forms for data sharing, highlighting a tendency towards closed-loop data exchange
within organizational boundaries (see Figure 7.6). However, it is important to note
that the survey format restricted respondents to select only one option for data shar-
ing, which could have influenced the results. For instance, although no respondents
indicated sharing data with external partners, this might not accurately represent
the complete picture. One respondent commented that they would have also chosen
external partners if multiple responses were permitted. This suggests that, if given
a second option, some participants might engage in broader data sharing practices,
including external collaborations.
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Figure 7.6: Distribution of Data Sharing Responses

Challenges and Tools in DM
The survey also addressed the challenges in DM, with respondents identifying three
primary concerns. As can be seen from Figure 7.7, the two most common challenges
are data ownership and intellectual property, and technical difficulties with data up-
loading both at 26.9%, the third concern is the lack of expertise in DM at 19.2%.
Concerns over data ownership and intellectual property, chosen by respondents seven
times, reflect a concern about the legal and proprietary aspects of DM. This high-
lights the importance of establishing clear data governance policies. The technical
difficulties with data uploading, such as file size limitations, format compatibility, and
data integrity issues, was also chosen seven times. This indicates that the current
DM infrastructures may struggle to handle the volume and variety of data efficiently.
Additionally, the lack of expertise or resources for DM, mentioned five times, sug-
gests a need that could be met by increased investment in training and infrastructure.

In the context of tools used for DM tasks, Figure 7.8 presents a range of tools and
standards employed by professionals in the energy sector. Foremost, data analysis
tools emerge as the most important, with 19.3% of survey participants incorporating
them into their DM routines. This underlines the crucial role of data analysis in
driving insights and decisions within the sector. Simulation and modeling tools also
receive significant attention, with 14% of the participants reflecting the preference
for predictive and scenario-based analyses in understanding and navigating complex
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energy systems. Metadata collection and management tools, along with data format
tools, are utilized by 12.3% of respondents. This underscores the sector’s need for
efficient organization and use of collected metadata.

Conversely, data visualization and data exchange with collaborators are less com-
mon in the responses, marked at 1.8% and 5.3% respectively. The modest reliance on
data visualization tools could suggest a preference for simulations over graphical rep-
resentations in the current DM plans and best practices. The relatively low interest
in tools for data exchange with collaborators points towards a more inward-looking
approach to data sharing. This also validates the findings of Section 7, which suggest
a preference for keeping data within the organization

Figure 7.7: Respondents Data Management Challenges
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Figure 7.8: Respondents used Tools for Data Management Tasks

7.1 DM Expert Insights vs. Survey Findings
In the survey, the majority of participants had a low level of familiarity with DM, with
only two respondents indicating extensive knowledge and experience. This section
compares the findings of these two experts, both wind and solar energy professionals,
with the broader findings to understand how expert opinions align with or differ from
general perceptions.

In terms of DM requirements, both professionals highlighted the importance of
the scalability of systems and data processing capabilities, which aligns with the
survey’s emphasis on the efficiency of handling large volumes of data. However, they
also identified the importance of real-time data processing, a viewpoint that was
not as strongly reflected in the overall survey responses, where the need for real-
time processing was not considered of moderate or high importance by 50% of the
respondents. The need for interoperability and compatibility was strongly advocated
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by the experts, echoing the survey results that stressed the importance of enabling
different systems and data types to function cohesively. Their views on data quality
for analytical purposes were consistent with the survey results. However, there was a
difference in the importance of metadata management, which was considered highly
significant by one expert and less so by another, reflecting the divided opinions
of the survey participants on this matter. The challenges related to data sharing
described by the experts, such as issues of data ownership, technical barriers, and
resource limitations, reflect the obstacles identified in the survey, indicating these
are widespread concerns within the industry.

7.2 Summary of the Chapter
The survey results present a picture of the energy sector’s engagement with DM. Data
analysis emerges not just as a critical tool, with 19.3% of professionals reporting its
use in their DM tasks, but is also considered as the most important DM requirement
by 71.4% of respondents.
Also, the survey indicates that security and privacy practices are a top priority for
energy professionals, reflecting the need to safeguard energy data. This strong focus
on security measures resonates with the sector’s need for protecting sensitive and
proprietary information. However, the survey also shows less concern for real-time
data processing and metadata management for interpretation and reproducibility
within the current DM practices. While these aspects are recognized, they do not
hold the same significance as data analysis and security, with each being considered
of low to no importance by almost 50% of the responses. Additionally, data sharing
does not appear to be a priority, with a significant number of respondents favoring
internal over external or public data exchanges. This preference could be influenced
by proprietary data concerns or a focus on internal data utilization strategies.
The survey also reveals that while there is some familiarity with DM concepts, there
is a potential need for enhanced expertise. This is indicated by the fact that 64.3% of
participants have some understanding of DM but may lack comprehensive practical
experience, suggesting that further education and training in DM in general could
benefit the sector.
These findings should not be seen as a complete representation of the entire energy
sector but can offer valuable insights into the priorities and potential areas for the
development of DM practices as perceived by the survey participants.
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Chapter 8

Conclusions and Future Work

This thesis explored DM within the energy sector, focusing on its requirements, the
current state, and practices among professionals. Through a comprehensive literature
review and a targeted survey, this study aimed to discover key requirements of DM
that are critical for the advancement and efficiency of research and operations in
the energy sector. This chapter summarizes the main findings, acknowledges the
limitations of the study, and proposes directions for future research.

8.1 Conclusions
This study began with the review of the literature, examining 36 articles to set the
stage for a comprehensive survey. The survey was developed to gather insights from
professionals in the energy sector, uncovering several important findings. It was
found that professionals within the energy sector place a high priority on data qual-
ity for analytical tasks, alongside the need for systems that can scale and integrate
various data types for effective DM. This emphasis reflects the sector’s need to ensure
data reliability for analysis and the necessity for systems to work together without
issues.

Another interesting observation from the survey is that real-time data processing
is not considered of high importance by half of the respondents. In contrast, experts
who are very familiar with DM view it as crucial, indicating differing opinions on
its significance based on the respondent’s level of expertise in DM. Additionally, the
survey showed a stronger preference for using simulation tools rather than tools for
graphical visualization. This suggests a greater interest in using predictive models
and scenario analysis over visual representation of data. Furthermore, the survey
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uncovered a significant lack of understanding and implementation of the FAIR prin-
ciples among the respondents, with many indicating they only share data within
their own organizations. This reveals a broader challenge of limited external data
sharing and a general unfamiliarity with these key principles.

The survey also highlighted a pressing need for better DM expertise and skills
within the sector, pointing out the importance of further training and development
in this area. Also, this thesis presented the gitimport extension, developed as a proof
of concept, representing a tool type highly valued by survey participants: metadata
collection. This extension, is specifically designed for gathering metadata from ex-
ternal repositories, in this case GitHub. This work demonstrates the potential for
tools to streamline and improve the process of metadata acquisition, aligning with
the needs highlighted by professionals in the energy sector.

8.2 Limitations
Given that the vast majority of the respondents surveyed are located and work in
Germany, with only one exception, this geographical concentration represents a lim-
itation of this work. Such a constraint could potentially affect the generalizability of
the findings across different national and cultural contexts, which may face unique
DM challenges and practices. This situation indicates a need for future research to
include a broader and more geographically diverse participant base.

Another limitation was the survey’s relatively limited sample size and scope,
which might have impacted the findings. This underscores the need for future re-
search to engage a larger and more diverse participant base. Additionally, the sur-
vey’s design, which mainly focused on renewable energy experts, may require refine-
ment to encompass a broader and more varied set of respondents. The initial survey
targeted energy experts across a spectrum of DM experience levels, with the majority
having very little familiarity with the subject. Future surveys present an opportu-
nity to specifically target energy experts who possess a significant background in
DM, aiming for a more informed and comprehensive understanding of DM’s current
state within the sector.
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8.3 Future Work
Future research needs to extend the survey to specifically target energy experts with
extensive experience in DM. This focused approach is likely to provide deeper in-
sights into the real-world challenges and applications of DM in the energy field. The
next steps should involve the development and testing of new tools or extensions
that meet these specific needs, like data analytics and simulations.

An important direction for subsequent work is also to raise awareness among
professionals in the energy sector about the importance of the FAIR principles. Ed-
ucating these individuals on the significance of making data Findable, Accessible,
Interoperable, and Reusable is crucial because it can enhance data usability across
different platforms and projects, leading to more collaborative and efficient research
outcomes. Changing the mindset around data sharing and improving knowledge
in DM are essential steps towards building a more open and cooperative research
environment within the energy sector.

8.4 Summary of the Chapter
In summary, this thesis contributes to the ongoing discourse on DM in the energy
sector. By highlighting the current priorities, challenges, and gaps in DM prac-
tices, this work lays the foundation for future research and development aimed at
enhancing the sector’s data management capabilities. Through targeted surveys,
proof-of-concept tool development, and the identification of key areas for improve-
ment, this study seeks to pave the way for more efficient, secure, and collaborative
research and operational practices in the energy field.
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