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Abstract
In this workwe study various notions of uncertainty for angularmomentum in the spin-s
representation of SU(2).We characterize the ‘uncertainty regions’ given by all vectors, whose
components are specified by the variances of the three angularmomentum components. A basic
feature of this set is a lower bound for the sumof the three variances.We give amethod for obtaining
optimal lower bounds for uncertainty regions for general operator triples, and evaluate these for small
s. Further lower bounds are derived by generalizing the technique bywhichRobertson obtained his
state-dependent lower bound. These are optimal for large s, since they are saturated by states taken
from theHolstein–Primakoff approximation.We show that, for all s, all variances are consistent with
the so-called vectormodel, i.e., they can also be realized by a classical probabilitymeasure on a sphere

of radius s s 1 .+( ) Entropic uncertainty relations can be discussed similarly, but areminimized by
different states than thoseminimizing the variances for small s. For large s theMaassen–Uffink bound
becomes sharp andwe explicitly describe the extremalizing states.Measurement uncertainty, as
recently discussed by Busch, Lahti andWerner for position andmomentum, is introduced and a
generalized observable (POVM)whichminimizes theworst casemeasurement uncertainty of all
angularmomentum components is explicitly determined, alongwith theminimal uncertainty. The
output vectors for the optimalmeasurement all have the same length r s ,( ) where r s s 1( ) as
s . ¥

1. Introduction

The textbook literature on quantummechanics seems to agree that the uncertainty relations for angular
momentum, and indeed for any pair of quantumobservables A B, should be given by Robertson’s [25]
inequality

A B A B
1

4
tr i , , 12 2 2 rD Dr r( ) ( ) ( [ ]) ( )

valid for any density operator ρ, with A2Dr ( ) denoting the variance of the outcomes of ameasurement ofA on the
state ρ. Perhaps themain reason for the ubiquity of this relation in textbooks is that it is such a convenient
intermediate step to the proof of uncertainty relations for position andmomentum. In that case the right-hand
side is 4,2 independently of the state ρ. For any pair A B, other than a canonical pair, however, the relation (1)
makes amuchweaker statement, requiring some prior information about the state. This begs the question:
When andwithwhat bounds it is true that

[Preparation uncertainty:]One cannot choose a state ρ so that A2Dr ( ) and B2Dr ( ) simultaneously
become arbitrarily small.
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Robertson’s relation supports no such conclusion, but on the other hand such a statement does hold inmany
situations. In fact, in afinite dimensional context it is truewheneverA andB do not have a common eigenvector.
In this paper wewill provide optimal bounds for angularmomentum components, establishing themethods for
deriving optimal bounds in the general case along theway.

The second reason that (1) is unsatisfactory is that it addresses only the preparation side of uncertainty, in the
sense loosely described in the italicized sentence above.However, there is always also ameasurement aspect to
uncertainty, for whichHeisenberg’s γ-raymicroscope [8] is a paradigm. The error disturbance tradeoff would be
stated as

[Error-disturbance uncertainty:]An approximatemeasurement of A of accuracy AD disturbs the
system in such away that from the post-measurement state and themeasurement result for A the
distribution for observable B can only be inferred with accuracy B,D where AD and BD cannot be
simultaneously arbitrarily small.

It is often easier to think of thewhole experiment as a jointmeasurement ofA andB, and state relations of
the kind:

[Measurement uncertainty:] For anymeasurement device with both anA- type and a B-type output,
themarginals will have worst case error A,D BD with respect to idealmeasurements of A and B,
satisfying a tradeoff relation.

Again, generic observables and angularmomenta satisfy non-trivial relations of this kind. Errors
A B 0D = D = can occur only ifA andB commute, i.e., under an evenmore stringent condition than for

preparation uncertainty. In this paperwewill provide some sharpmeasurement uncertainty relations for
angularmomentum, establishing along theway somemethodswhichmay be of interest inmore general cases.

There is a third reason that one should not be satisfiedwith (1)with A L B L, :1 2= = it involves only two of
the three components of angularmomentum. But there is no reason tradeoff-relations as described above
should not be stated formore than two observables. For angularmomentum this seems especially natural.
Moreover, it seems natural to state relations for all components simultaneously, i.e., not only for the three
components along the axes of an arbitrarily chosenCartesian reference frame, but for the angularmomenta
along arbitrary rotation axes, restoring the rotational symmetry of the problem.

Indeed the idea that uncertainty should involve just pairs of observables can be traced to Bohr’s habit of
expressing complementarity as a relation between ‘opposite’ aspects, like ‘in vitro’ and ‘in vivo’ biology. This
dualistic preference hadmore to dowith his philosophy thanwith the actual structure of quantummechanics.
Other founding fathers of quantummechanics did not share this preference. AsWigner said in an interview [34]
in 1963:

I always felt also that this duality is not solved and in this Imay have been under Johnnys (John
vonNeumann) influence, who said, ‘Well, there aremany things which do not commute and you
can easily find three operators which do not commute.’ I alsowas verymuch under the influence
of the spinwhere you have three variables which are entirely, so to speak, symmetric within
themselves and clearly show that it isnt two that are complementary; and I still dont feel that this
duality is a terribly significant and striking property of the concepts.

In this spirit, an uncertainty relation for triples of canonical operators was recently proposed and proved
[16], and further generalizations are clearly possible. However, wewill stick to angularmomentum in this paper,
and particularly seek to establish relationswhich do not break rotation invariance.

Our paper responds to an increasing interest in quantitative uncertainty relations. This interest is connected
to an increasing number of experiments reaching the uncertainty dominated regime, so that that rather than
qualitative or order-of-magnitude statements one ismore interested in the precise location of the quantum
limits.Measurement uncertainty wasmade rigorous in [2, 5, 26]. There is also a controversial [3, 4] state-
dependent version [22]. That adequate uncertainty relations are sometimes better stated in terms of the sumof
variances rather than their product has been noted repeatedly [10, 14, 20]. There has been some renewed interest
also in the uncertainty between angularmomentum and angular position [7], angularmomentumof certain
states [24] and other non-standard complementary pairs [18].
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1.1. Setting and notation
In physics angularmomentum appears as orbital or as spin angularmomentum.Our theory applies to both, but
itmust be noted that the bounds obtained do depend on the quantumnumber for L .2 For example, there are
states with vanishing orbital angularmomentumuncertainties (precisely the rotation invariant ones, i.e., s = 0)
but none for a s 1

2
= degree of freedom. Therefore, onefirst has to decompose the given space into irreducible

angularmomentum components (integer or half integer), and then use the results for the appropriate s. Hence
wewill consider throughout a systemof spin s, with s 1 2, 1, 3 2,= ¼ in its s2 1+( )-dimensional Hilbert
space .s2 1 = + The three angularmomentum components will be denoted by Lk, k 1, 2, 3,= and the
component along a unit vector e 3Î by e L.· Wedenote by mñ∣ the eigenvectors of L3, so that
L m m m3 ñ = ñ∣ ∣ where s m s - and, with L L Li ,1 2= 

L m s s m m m1 1 1 . 2ñ = + -   ñ ∣ ( ) ( ) ∣ ( )

Rotationmatrices, whether they are considered as elements of SO(3) or of SU(2), will typically be denoted byR,
the correspondingmatrix in the spin s representation byUR, and normalizedHaarmeasure on SO(3) or SU(2) by
dR.Wewill always set 1. = Observables are in general always allowed to be normalized positive operator
valuedmeasures, with a typical letter F. For a self-adjoint operatorA the spectralmeasure is an observable in this
sense, denoted byEA. For a component of angularmomentum, i.e., A e L= · wewrite Ee for short. For the unit
vectors ek along the axes we further abbreviate this toEk.

For the variance of the probability distribution obtained bymeasuring F on a state (density operator) ρwe
write

F x F xmin tr d . 32 2ò x rD = -r
x

( ) ( ) ( ) ( )

Thisminimum is taken over a quadratic expression in ξ, and it is attainedwhen x F xtr dòx r= ( ) is themean
value of the distribution. Themost familiar case is that of the spectralmeasure for an operatorA, inwhich case
we abbreviate the variance by A .2Dr ( ) Then the secondmoment x F x Atr d2 2ò r =( ) can also be expressed byA
andwe get

A E A Atr tr . 4A
2 2 2 2r rD = D = -r r( ) ( )( ) ( ) ( )

We say that a unit vector fñ Î∣ is amaximal weight vector, if for some direction e 3Î it satisfies
se L .f fñ = ñ· ∣ ∣ This is the same as saying that, for some rotation R Î SU(2), U sRfñ = ñ∣ ∣ up to a phase. For

such a vector we call r f f= ñá∣ ∣a spin coherent state. These states are candidates for states ofminimal
uncertainty.

1.2. Summary ofmain results
Wenowdescribe the structure of our paper and themain results.

Section 2: Preparation uncertainty. The basic object of study is the variance e L2Dr ( · ) of the angular
momentum in direction e as a function of the unit vector e, especially properties which hold for an arbitrary
state ρ. After clarifying some general features and explicitly solving the two cases s 1 (section 2.2), we look at
the traditional setting of just two components L L, .1 2 The set of uncertainty pairs L L,2

1
2

2D Dr r( )( ) ( ) is studied,

and the fact that not both variances can be small is found to bewell expressed by a lower boundnot on the
product but on the sumof the variances.We compute numerically (and exactly up to s 3 2= ) the best
constants in

L L c s 52
1

2
3 2D + Dr r( ) ( ) ( ) ( )

andfind that they asymptotically behave like c s s2
2 3~( ) (section 2.4). For three components the uncertainty

region is also studied in somedetail. A prominent feature is again given by a linear bound [10]

L L L s, 62
1

2
2

2
3 D + D + Dr r r( ) ( ) ( ) ( )

which is very easy to prove (see section 2.1, (17)).
Turning to features of thewhole function e e L ,2Dr ( · ) we show in section 2.5 that for any ρ there is at

least one direction e such that se L 2,2 Dr ( · ) i.e.
s

e Lmax
2

. 7
e

2 Dr ( · ) ( )

This bound is optimal, since it is saturated by spin coherent states.We generalize from themaximum (seen as
the L¥-norm) to all Lp-norms (proposition 1).

For large s equation (6) suggests the scaling s1~ (section 2.7). Indeed, the triples
L s L s L s, ,2

1
2

2
2

3D D Dr r r( ( ) ( ) ( ) ) converge as s  ¥ (theorem4). The lower bound on the limit set is obtained
by a generalization of Robertson’smethod for proving (1) section 2.6, which forfinite s is (39)

3
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L L L s s L L L
1

4
1 , 82

1
2

2
2

3
2

1
2

2
2

3D D + D + - D - D - Dr r r r r r( ) ( )( ) ( ) ( ) ( ) ( ) ( )( ) ( )

where the components are ordered so that L L L .2
1

2
2

2
3 D D Dr r r( ) ( ) ( ) The upper bound in theorem4 is

provided by a family of states suggested by theHolstein–Primakoff approximation.
Section 3.1: Vectormodel andmoment problems.We revisit the so-called vectormodel of angularmomentum,

a classicalmodel which is still found in some textbooks.We show that it can correctly portray themoments up to
second order (i.e., means and variances) of the angularmomentumobservables, but fails on highermoments
and, of course, on correlations.

Section 3.2: Entropic uncertainty relations.We discuss entropic uncertainty relations only very briefly.We
point out that the criteria ‘variance’ and ‘entropy’may disagree onwhich of two distributions is ‘more sharply
concentrated’. This effect is illustrated by the uncertainty diagrams for s= 1.We show also that the general
Maassen–Uffink bound [19]while suboptimal for s= 1, becomes sharp for s , ¥ and determine a family of
states saturating it.

Section 4:Measurement uncertainty.We consider twomeasures for the deviation of an approximate
observable from an ideal reference, calledmetric error and calibration error.We then discuss uncertainty
relations for the jointmeasurement of all angularmomentum components. The output of such an observable is
an angularmomentum three-vector ,h fromwhich one can obtain ameasurement of the e-component (for any
unit vector e) simply by taking e h· as the output. Such amarginal observable can in turn be comparedwith the
quantumobservable e L.· The uncertainty relation in this case gives a lower bound on the error in theworst
case with respect to e.Ourmain result (theorem12) is a determination of the optimal bound, and an observable
saturating it. It turns out that the optimal observable is covariant with respect to rotations, and this implies that it
simultaneouslyminimizes themaximalmetric error and themaximal calibration error. All the output vectors
have the same length r s ,min ( ) which depends in a non-trivial way on s but is close to s for large s.

2. Preparation uncertainty

In this sectionwe consider the preparation uncertainty, i.e., a property of a given state ρ. For every unit vector
e 3Î we can form the variance of the angularmomentum component e L,· and hence study the function

v e e L e L e Ltr tr 92 2 2r r= D = -r ( )( ) ( · ) ( · ) ( · ) ( )

on the unit sphere. For the purposes of this section, this function summarizes all the uncertainty properties of
the state ρ, and all results in this section are statements about properties of this function, which are valid for all ρ.
To visualize the function v, we can use a three-dimensional radial plot, i.e., the surface containing all vectors
v e e,( ) as e runs over all unit vectors. A typical radial plot is shown infigure 1.Oftenwe are also interested in the
components with respect to someCartesian reference frame. In this case the best visualization is an uncertainty
diagram, which represents the possible pairs/triples etc of variances in the same state. In our case this will be the
set of pairs v ve e, ,1 2( ( ) ( )) or triples v v ve e e, , .1 2 3( ( ) ( ) ( )) The diagrams for s= 1 are shown in figure 4. In this
diagram it can be seen that the uncertainty region is not convex in general. Sincewe are only interested in lower
bounds, we therefore always take themonotone closure of the uncertainty region, i.e., we also includewith every
point thewhole quadrant/octant of points inwhich one ormore of the coordinates increase. This is described in
more detail in section 2.3.

It turns out that after a rotation to suitable principal axes (which has already been carried out infigure 1), the
function v depends only on three real parameters , , .1 2 3m m m To see this we introduce the 3× 3-matrix

rL = L( ) by

Figure 1.The function v e( ) from equation (10), whereΛ is diagonal.

4
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v e ee with 10
jk

j k jkå r= L( ) ( ) ( )

e L Ltr , 11jk j k j kRr r l lL = -( )( ) ( )

Ltr . 12j jl r r= ( )( ) ( )

Since the Lk transform as a vector operator (i.e., with respect to the spin-1 representation of SU(2))we see that by
choice of an appropriate coordinate basis in 3 we can diagonalizeΛ, i.e., we can choose jk j jkr m dL =( ) with

0.1 2 3  m m m
The eigenvalues , ,1 2 3m m m( ) of anymatrix rL( ) are also a possible triple of variances, namely for a suitably

rotated state. In fact, we can find the uncertainty triples for all rotated versions of ρ quite easily:WhenR is the
rotationmatrix taking the eigenbasis ofΛ to the basis e e e, ,1 2 3 under consideration, then

v Re . 13j
k

jk k
2å m=( ) ( )

Now the squared rotationmatrix is doubly stochastic, so by Birkhoffʼs theorem it is a convex combination of
permutationmatrices.We therefore find the variance triple in basis e in the convex hull of the six points, arising
from the triple of km by permutation. These six points lie in a plane orthogonal to the vector 1, 1, 1 ,( ) so they
form a hexagon (see figure 2), which degenerates into a triangle if two of the km are equal. One can easily check
that the full hexagon is attained by squared rotationmatrices.

2.1. Basic bounds
For an L3-eigenstate m mr = ñá∣ ∣we find m0, 0,l = ( ) and

m m s s m
s1

2
1

1 0 0
0 1 0
0 0 0 2

1 0 0
0 1 0
0 0 0

, 142
⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟L ñá = + -( )(∣ ∣) ( ) ( )

which re-inforces that, for eigenstates, the variances in all directions are smallest for themaximal weightm= s.
Maximal variance is attained for an equal weightmixture s s s s1 2 ,r = ñá + - ñá-(∣ ∣ ∣ ∣) which has L3-variance
s2. Hence, for all e:

v se0 . 152 ( ) ( )

The average v e( ) over e with respect to the surfacemeasure on the sphere, or equivalently the average of
v Re( ) overHaar-random rotationsR, is readily computed from (10), since the average of e ej k over the unit
sphere is just 3.jkd Therefore, from (10),

v s s s s s
s

e
1

3
tr

1

3
1

1

3
1

3
. 162 2 lr= L = + - + -( ) ( )( ) ( ) ( ) ∣ ∣ ( ) ( )

In the same simplewaywe can get an inequality for the variances along the three coordinate directions of a
Cartesian coordinate system:

v se tr . 17
k

k
1

3

å r= L
=

( ) ( ) ( )

Figure 2.The orbit of a point under permutations of the coordinates, and its convex hull.
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In both cases equality holds precisely for s,l =∣ ∣ i.e., if ρ is an eigenstate of one of the operators e L· for the
maximumeigenvaluem= s.

2.2. Special features for s 1 2= and s= 1
For s 1 2,= it happens that Lj and Lk (i.e., up to a factor the Paulimatrices) anticommute for different j k, , so
that

s
1

2
:

1

4
. 18jk jk j kr d l l= L = -( ) ( )

The eigenvalues are , , 1 4 1, 1, 1 4 .1 2 3
2m m m l= -( ) ( ∣ ∣ ) Of course, pure states are characterized by .1

2
l =∣ ∣

The uncertainties are 1 4 ,j
2l- and so the uncertainty region is described by a triangle.

The case s= 1 is still special because the 3+ 6 operators Lk and L L L L 2j k k j+( ) form a basis of the operators
on .3 Therefore, ρ can be reconstructed from ,l L( ) and, in particular, the set of pure ρ can be characterized in
terms of conditions on the eigenvalues km and .kl In order to analyze these conditions, let us take the
representation of the group SU(2) by real orthogonalmatrices. Now consider a vector ,3y Î whichwe can
split into e miR Iy y y= + with e m, .3R I y y Î Note that the real continuous function
t e m te , eti iR Iy y ( ) ( ) changes sign between t= 0 and t 2,p= sowe can choose a complex phase forψ to
make eR y and mI y orthogonal.Moreover, we can apply a rotation, so that eR y and mI y are along thefirst
two coordinate axes. Hence, up to a rotation, we have

t
t

t t

cos
i sin

0

0
0

2 sin cos

0 0
0 1 0
0 0 1 4 1

, 19
⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟ly

t
t

t t
= = L = -

- -( )
( )

where t ,p pÎ -[ ]or tsin 0, 1 .2t = Î( ) [ ] In the three-component diagram the curve parameterized by τ is a
parabola lying in a diagonal plane. This parabola, and the two copies arising by coordinate permutation are
shown infigure 3, as well as the body of uncertainty triples of all pure states, which arises by adding to each point
on the parabola the hexagon formed by its permutation orbit. A paper cutoutmodel of this solid is provided as a
supplement2.

2.3. Generalminimizationmethod
Consider now, a littlemore generally, any collection ofHermitian operators A A, , .n1 ¼ Wecan then form, for
any state ρ, the variance n-tuple A A, , ,n

2
1

2D ¼ Dr r( ( ) ( )) and askwhich regionΩ in n isfilled, when ρ runs over
thewhole state space.We callΩ the uncertainty region of the operator tuple. Typically, this is not a convex set,
because A2Dr ( ) contains a termquadratic in ρ, which consequently does not respect convexmixtures.Ωwill be

Figure 3.Pure state uncertainties for s= 1: left panel: parabola after (19)with its permutations. Adding to every point the hexagon
generated by its permutation orbit generates the solid shown in the right panel. This is precisely the set of all variance triples for pure
states. Itsmonotone closure is shown in figure 4.

2
Supplementarymaterial—cut-out papermodel, available at stacks.iop.org/njp/17/093046/mmedia.
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simply connected (as a continuous image of the state space), but beyond that there are few general facts. It can
happen that starting froma point in the uncertainty regionwe can leave the region by increasing one of the
coordinates, i.e., the region encodes upper bounds on variances as well as lower bounds. This is clearly not
relevant to the theme of uncertainty relations, wherewe ask for universal lower bounds only.We can therefore
consider themonotone closure of the uncertainty region, by including all points with larger uncertainties, i.e.

x x x A, , . 20n1
2W = ¼ $ " Da r a

+ { }( ) ( ) ( )

This is still not necessarily a convex set.Wewill denote the convex hull of W+ by W and call it the lower convex
hull ofΩ (seefigure 4). It is this set which has an efficient characterization. Indeed, as a closed convex set it is the
intersection of all half spaces containing it, and themonotonicity condition restricts these half spaces to those
whose normal vectorw has all components non-negative. In other words

x x w w x m w w, , 0 : , , , 21n n1 1
⎪

⎪

⎪

⎪

⎧
⎨
⎩

⎫
⎬
⎭ åW = ¼ " ¼a

a
a a

 ( ) ( ) ( )

m w w w A

w A a

, , inf

inf inf tr . 22

n

a a

1
2

, ,

2

n1

å

å r

¼ = D

= -

r a
a r a

r a
a a a

¼


( ) ( )
( ) ( )

In this double infimumwe can exchange the order, leading to two kinds of operations:Withfixed ρ the global
minimumover the aα is obviously at a Atr .r=a a On the other hand, withfixed aα the globalminimumover ρ
is computed by finding the ground state of the positive semidefinite operator H a w A a .2å= -a a a a( ) ( ) An
efficient algorithm is therefore obtained by alternating between these two steps. The upper estimates onm
obtained in this way are non-increasing and in practice converge quite well, and independently of the starting
value.However, we do not have a theorem to this effect. An analytic consequence of this algorithm (independent
of convergence) is that we can restrict the infimum to pure states, since this is sufficient to get the ground state
energies.

The algorithm is then run for a suitable set of tuples w w, , ,n1 ¼( ) so that for each run, one obtains a tangent
plane to W but also the state ρ andwith it, the tuple of variances inΩ.We illustrate the results infigure 4 for the
case of spin 1, and the operator tuples L L,1 2( ) and L L L, , ,1 2 3( ) respectively. For low spin these diagrams can be
determined analytically (see the next subsection). Themost prominent feature of two-component diagram is the
symmetric linear bound, which depends on s and is determined in section 2.4.

Figure 4.Themonotone closure of the uncertainty region of spin 1. Since this turns out to be convex, it is equal also to the lower
convex hull (see text). Left panel: for two orthogonal spin components. The light gray area belongs to themonotone closure, but these
points cannot be realized as uncertainty pairs. The parabolas outline the shape (compare alsofigure 3) the orange lines correspond to
coherent states. Right panel: the analogue for three spin components. Projecting this body onto one coordinate plane gives the shape
shown in the left panel.
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2.4. The linear two-component bound
For every s, let c s2 ( ) be the best constant in the inequality

L L c s . 232
1

2
3 2D + Dr r( ) ( ) ( ) ( )

For s 1 2, 1= it is readily computed from the eigenvalues ofΛ given in section 2.2. For arbitrary swe can use a
slightly simplified version of the variational principle (21).We have w w 1,1 3= = and can assume that a 01 =
by rotation invariance around the two-axis. Thus

c s s s L aL ainf inf 1 2 , 24
a

2 2
2

3
2f f= + - - +

f
 ( ) ( ) ( )

where thefirst infimumruns over all pure states (forfixed a a ground state problem) and a over the reals (for
fixedf the expectation value of L3). One notes that in this operator onlymatrix elements with even m m- ¢ are
non-zero, so the problem can be further reduced. For up to s 3 2= it effectively leads to two-dimensional
ground state problems. In this way (resp. by using the results of section 2.2)we get

c
1

2

1

4
, 252 ⎜ ⎟⎛

⎝
⎞
⎠ = ( )

c 1
7

16
, 262 =( ) ( )

c 3 2
9

4
4 2 1 0.600 933

where cos 9 . 27

2
2 2g g g

g p

= + - + + »

=

( )

( ) ( )

Note that the bound c 12 ( )was already obtained in [10]. It is readily seen numerically that c s2 ( ) increases with s,
but sub-linearly. Thismeans that if we scale the diagramof W (see figure 4, right) by a factor s1 so that the
bottom triangle described by (17) stays fixed, the two-component inequality excludes an asymptotically small
prism around the axes. Figure 5 shows the asymptotic behavior of c2 in a log–log plot, which suggests that

c s s s0.569 524 for large . 282
2 3»( ) ( )

2.5. Powermean andmaximal uncertainty
Anatural way to characterize states with small variance is to look for themaximumof the variance function v e( )
defined in (10). An uncertainty relationwould then put a lower bound c(s) on thismaximum. In other wordswe
would like to prove the following statement: for every state ρ there is some direction e such that Ee

2Dr ( ) is larger than
c.By considering coherent states we can immediately see that c s s 2.( ) The following proposition shows that
coherent states in fact haveminimal variance in terms of this criterion, andwe even have equality.

Such a result can be seen as one end of a one-parameter family of criteria, of which (16) is the other end: we
can judge the ‘size’ of the function v by its p norm, of which themaximum is the special case p ,= ¥ and the
mean the case p= 1.We therefore formulate a proposition to cover all these cases.

Proposition 1. For every s 2Î and every p 1,Î ¥[ ] there is a constant c p s,( ) such that, for every density
operator ρ in the spin s representation

Figure 5. Left: log–log plot of the numerical calculations of the two component bound c s2 ( ) in black and the arising fit (28) in blue.
Right: numerics and the fit for small s.

8

New J. Phys. 17 (2015) 093046 LDammeier et al



v
e

c p se L
d

4
, 29p

p
p
1

⎜ ⎟⎛
⎝

⎞
⎠ ò p

= Dr∣∣ ∣∣ ( · ) ( ) ( )

with equality whenever ρ is a spin coherent state. For p < ¥ these are the only states with equality. For p = ¥
equality holds also formixtures p s s p s s ,r = + ñá+ + - ñá-+ -∣ ∣ ∣ ∣ and rotations thereof, provided that
p p s1 8 .+ - ( )

The constant is

c p s
s p

p
,

2

1

2
, 30

3

2

p
1⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

p
=

G +

G +( )( )
( ) ( )

with special values c s s1, 3,=( ) c s s s2, 8 15 0.73 ,= »( ) c s s, 2.¥ =( )

Proof. Let Ltrj jl r= be the vector of expectation values, and consider the set of density operators rb arising
from ρ by rotationRβ around the vectorλ by the angleβ. For each ,rb we call the variance function
v v Re e .=b b( ) ( ) By averaging overβwefind a state ,r with variance function

v ve e
1

2
d , 31òp
b= b( ) ( ) ( )

wherewe used, crucially, that all rb and r have the same expectations jl . By the triangle inequality for the p-
norm,we have v v .p p∣∣ ∣∣ ∣∣ ∣∣ Hencewe can restrict the search for the ρwithminimal v p∣∣ ∣∣ to thosewhich are
rotation invariant around some axis, say the three-axis.

Such a state can be jointly diagonalizedwith L3, and is hence of the form p m m .
m mår = ñá∣ ∣ Then

p m0, 0, ,
m mål = ( ) and rL( ) is diagonal with

s s p m s s s
s1

2
1

1

2 2
, 32

m
m11 22

2 2 2
⎛
⎝⎜

⎞
⎠⎟ åL = L = + - + - =( )( ) ( )

p m p m 0, 33
m

m
m

m33
2

2⎛
⎝⎜

⎞
⎠⎟ å åL = - ( )

v e e ee . 341
2

2
2

11 3
2

33= + L + L( )( ) ( )

The last equation shows that the function v becomes pointwise smaller (and hence smaller in p-norm) if we
decrease some .iiL That is, we have to go to theminimumonboth 11L and .33L Theminimum in (32) is attained
precisely when p 0m ¹ only for m s.=  Thenminimality in (32) forces ρ to be a spin coherent state. For
p = ¥ the normonly sees themaximum, so the pointwiseminimumneed not be chosen, andwemay allow
0 33 11 L L without changing themaximum. The latter inequality translates to the one given in
proposition 1.

The concrete constants follow easily by integrating the pth power of (34)with s 211L = and 033L = with
respect to the normalized surfacemeasure on the sphere, i.e.

c p s
s

,
2

sin d

2
sin . 35p

0

2
p
1

⎜ ⎟⎛
⎝

⎞
⎠ò

q q
q

p
( ) ≔ ( ) ( )

,

2.6. Robertson’s technique: a generalization
Wehave criticized the Robertson inequality (1) for not giving a state independent bound.However, with only
little effort it can be used to derive such a bound. Indeed, abbreviating v L ,j j

2= Dr ( ) and Ltrj jl r= we can add

the three inequalities of the form v v 41 2 3
2 l and use that v s s 1

j j j
2å l+ = +( ) ( ) to obtain

v v v v v v s s v v v
1

4
1 . 361 2 2 3 3 1 1 2 3+ + + - + +( )( )( ) ( )

Clearly, this no longer allows v v 0,1 2= = since v s .3
2 The set of variance triples satisfying this is shown in

figure 6. Comparisonwithfigure 4 readily shows that this bound is not optimal.However, we can generalize
Robertson’s technique from two to three components rather than extend his two component result in this trivial
way. The basis of the technique is to utilize the observation that for anyfinite collection of operatorsXj (not
necessarilyHermitian or normal) thematrix m X Xtrjk j k*r= is positive definite, which is the same as saying that

for any complex linear combination X a X
j j jå= the expectation of X X* must be positive. In order to get

Robertson’s inequality for L L,1 2 this idea is applied to the three operators L L, , .1 2 In fact, this leads to
Schrödinger’s improvement of the inequality [27]which also contains the square of the covariancematrix
element 12

2rL ( ) on the right-hand side.
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Wewill apply themethod to the four operators L L L, , , .1 2 3 In order to simplify the expressions, however,
wewill not look for variances and the off-diagonal elements of ,rL( ) but for inequalities involving the
eigenvalues .jm As discussed at the beginning of this section, this will contain all the information needed. In other

words, wewill take thematrix rL( ) as the diagonalmatrix with entries .1 2 2 m m m Thematrix which then
needs to be positive is

M

1

i 2 i 2

i 2 i 2

i 2 i 2

. 37

1 2 3

1 1 1
2

1 2 3 1 3 2

2 1 2 3 2 2
2

2 3 1

3 1 3 2 2 3 1 3 3
2

⎛

⎝

⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟

l l l
l m l l l l l l l

l l l l m l l l l

l l l l l l l m l

=
+ + -

- + +

+ - +

( )

The positivity of thismatrix is equivalent (see e.g. [13 theorem 7.2.5]) to the positivity of the principalminors,
i.e., the determinants of the submatrices of the first k rows and columns for k 1, 2, 3, 4.= Thefirst three of
these are 1, 1m , and 4.1 2 3

2m m l- The positivity of the third one is Robertson’s inequality (1). The only
remaining condition for the positivity ofM is Mdet 0, which evaluates to

1

4
0. 381 2 3 1

2
1 2

2
2 3

2
3 m m m l m l m l m- + +( ) ( )

Thiswill be combinedwith the normalization condition

s s 1 . 391
2

2
2

3
2

1 2 3l l l m m m+ + = + - + +( )( ) ( )

The condition on the triples , ,1 2 3m m m( )wehave to evaluate is the existence of il satisfying both these relations.
Since only the squares enter, let us set x .j j

2l= Then (39)describes a triangle in the positive quadrant with equal
intercept s s 1 1 2 3m m m+ - + +( ) ( )with the axes. The inequality (38) describes a tetrahedron spanned by the
origin and the axis intercepts x 4 ,1

0
2 3m m= and cyclic. Note that Robertson’s inequality is automatically satisfied

on this tetrahedron. Obviously the tetrahedron and the triangle intersect if an only if one of the axis intercepts of
the tetrahedron reaches or lies above the triangle. Sincewe can take the eigenvalues ordered: 1 2 3 m m m this
means

s s4 1 . 401 2 1 2 3m m m m m+ - + +( )( ) ( )

This is a bound to the eigenvalue of theΛ-matrix. By Birkhoffs theorem, the variances arising from suchΛ also
includes all convex combinations of permutations of the im (see beginning of section 2). In order to characterize
the set of variance triples generated in this waywe need the following Lemma. In its formulation the variables

S3s Î run over the permutation group on three elements, and are applied to the components of a three-vector
(see alsofigure 2).

Figure 6. Left: region bounded by the inequality (36). Right: plane of constant γ orthogonal to the 1, 1, 1( ) direction.
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Lemma2.With the notation from above, the following sets K1 andK2 are equal

K H where, 41
s

1 1


g=
g
⋃ ( ) ( )

H h with

h s s

and
K H where

H h with

h v v v v v v v v v v s s

conv ,

, , , 0, 4 1

,

,

, , , 0, 4 1 . 42

S

i
i

s

S

i
i

1 1

1 1 2 3 1 2 3 1 2

2 2

2 2

2 1 2 3 1 2 3 1 2 3

3

3

⎛
⎝⎜

⎞
⎠⎟

⎧⎨⎩
⎫⎬⎭

⎧⎨⎩
⎫⎬⎭

   

   



å

å

g s g

g m m m m g m m m m m g

g

g s g

g g g

=

= = + -

=

=

= = + + -

s

g

s

Î

Î

( )

( )

( )

( ) ( )

( ) ⋃ ( )

( ) ( )

⋃ ( )

( ) ⋃ ( )

( ) ( ) ( )

Proof. For the equality ofK1 andK2 it is sufficient to show thatH1 andH2 coincide for every γ. The restriction
v ,

i i i iå å m g= = togetherwith the three-fold symmetry of the problem, tells us that H1 g( ) and H2 g( ) are
subsets of the triangle, whose corners lie on the axes at a distance γ from the origin. In this triangle the ordering
of the vi and im reduces h1 and h2 to the dashed subsetmarked infigure 6.

Now the first and last condition in the definition of h2 can be combined to obtain

v v s s4 1 ,1 1 g g- + -( ) ( )

v v
s s

0
1

4
, 431

2
1 g

g
- -

+ -( ) ( )

sowe get

v
s s

c
2 4

1

4
. 441

2

 g g g
g-  +

+ -( ) ≕ ( ) ( )

Because v 01  wehave to choose the positive sign, whichmeans that H2 g( ) is the intersection of the triangle
with the three halfspaces v c ,i  g( ) whose boundaries aremarked as a orange lines infigure 6, i.e.

H v v v v v c, , , . 45
i

i i2 1 2 3
⎪

⎪

⎪

⎪

⎧
⎨
⎩

⎫
⎬
⎭åg g g= =( )( ) ( ) ( )

H2 g( ) is clearly a convex polytope. The extremal points of H2 g( ) have to saturate at two of the defining
inequalities. In the ordered triangle (v v v1 2 3  ) the only extreme point is given by
p c c, , 0 ,g g g g-( ) ≔ ( ( ) ( ) ) and all others can be obtained by permutations. HenceH2 can be described as the
hexagon H pconv .2 g s g= s( ) (⋃ ( ( ))) On the one hand, by comparing the defining inequalities for h1 and h2,
we can see that every triple hi 1m Î is also part of h2. So including the permutations and by the fact that H2 g( ) is
convex, we get H H .1 2g gÍ( ) ( )

On the other hand, the three-component of p is zero, so it is also part of h H .1 1 gÎ ( ) While the point p and its
permutations are the extremal points of H2 g( ) and H1 g( ) is convex, we have H H .2 1g gÍ( ) ( ) ,

Therefore we get the following statement:

Proposition 3. Let v v v 01 2 3   be variances of the angularmomentum components, then the following holds:

v v v s s v v v4 1 . 461 2 3 1 2 3+ + - + +( ) ( )( ) ( )

As one can see infigure 6, the boundaries of the corresponding uncertainty region on the coordinate planes are
given by permutations of the hyperbolic curve v v s s v v4 1 .1 2 1 2= + - -( ) This uncertainty region is
monotonously closed and given by the convex hull of the above hyperbolic curves. This is shown in figure 7.

2.7. Asymptotic case
Nowwe take a look at the behavior of the asymptotic uncertainty region for s . ¥ Wealready know that

L L L s2
1

2
2

2
3 D + D + Dr r r( ) ( ) ( ) and hence it is appropriate to scale the problemby s1 ,/ whichwillfix the sum
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of the variance in the lower base triangle to 1.We start with the asymptotic behavior of the generalized Robertson
inequality derived in the previous section. On the scale of s1 , i.e. v s ,i in= and the ordering 1 2 3 n n n this
inequality reads

s
4 1

1
1 471 2 3 1 2 3n n n n n n+ + - + +( )( ) ( ) ( )

and as s goes to infinity the set of possible variances shrink to

4 1, 481 2 3 n n n+( ) ( )

because 1.
i i å n Hence the inequality (47) gets stronger for increasing s.

In this sectionwewill show that this bound is attained by states, whichwill be constructed in the following
way.Using the technique described in part 2.3, we look for the statesψ, whichminimize the expectation of the
operator

H s
s

w L w L w Lw,
1

, 491 1 1
2

2 2 2
2

3 3 3
2

l l l= - + - + -( )( ) ( ) ( )( ) ( )

for a normal vector w.Wedo this using theHolstein–Primakoff transformation [11]:

L s
a a

s
a L s a

a a

s
L s a a2 1

2
2 1

2
. 503

*
*

*
*= - = - = -+ - ( )

Here a and a∗ are the creation and annihilation operators, sowe have a representation of the angularmomentum
algebra in the oscillator basis. For large s and appropriate states, this transformation can be reduced to

L s a s L s a s L s n2 2 . 513
1
2

1
2* = + = + = -+

-
-

-( ) ( ) ( )

Notice that in theHolstein–Primakoff basis, the spin coherent state sñ∣ is transformed to the ground state 0 ,HPñ∣
hence the state n HPñ∣ corresponds to s n- ñ∣ in the standard angularmomentum L3 eigenbasis. Nowwe rewrite

H using the above transformation and the relation for position L L L a a s Xi s
1

1

2

2

2
*= + = + =+ -( ) ( ) and

momentum L L L a a s Pi .s

i2
1

2

2

2
*= - = - =+ -( ) ( ) Wearrive at

H s w X w P
w

s
s a a sw, . 52HP 1

2
2

2 3 2 1
2⎜ ⎟⎛

⎝
⎞
⎠* x h z= - + - + - - + -( ) ( )( ) ( ) ( ) ( )

Here ,x h and ζ denote the transformed expectation values. From2.1we know that sñ∣ hasminimal uncertainty
for w 1, 1, 1~ ( ) and arbitrary s. Based on this observationwemake the assumption that we are close to the L3
spin coherent state.We thus have s a a*á ñ and s,3l » hence ζ is linear in s. Furthermore we can order the
weights, such that w w w1 2 3  tominimize the expectation value.Nowwe take the limit and let s becomes
large, the operator converges to harmonic oscillator

H w X w Pw . 53HP 1
2

2
2= +( ) ( )

Figure 7.Region bounded by the generalized Robertson inequality. Left: hyperbolic curves on the faces for the eigenvalues. Right:
uncertainty region given by the variances and the base triangle formed by the spin coherent states.
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Herewe use that the expectation value of the harmonic oscillator is translation-invariant in phase space, so that
we can choose ξ and η to be zero. The statewhichminimizes the expectation of this operator is simply the
harmonic oscillator ground state m, ,y w( ) with m

w

1

2 2
= and w w4 .1 2w = In the following these will be

combined in the parameter m .w

w
1

2
a w =≔ For the comparison of this result with numerical calculations

using the above described algorithm,wemust express these ground states in a commonbasis n ,HPñ∣ i.e.
decomposing y a( ) in the basis of a harmonic oscillator with 1.a = This transformation is given by

n
n

H x x x
2

exp
1

2
d , 54n n n

2
1
4 ⎜ ⎟⎛

⎝
⎞
⎠òy y a

a
p

a
á ñ = -

+≔ ∣ ( ) ( )
!

( ) ( ) ( )

which is zero for odd n and can be solved for even n through

H x cx x
n c

n
c

exp d
i 1

2

. 55n

n
2

3 n

n

2

1
2

ò
p

- =
-

+( )( ) ! ( )
!

( )

The corresponding probability distribution is given by

p
n

n1

1

2 2

2

1 1 . 56n n

n

n
n2

2
⎜ ⎟⎛
⎝

⎞
⎠

y
a
a

a
a

=
+

-
+

+ -( )≔ ( )
( )

!

!
( ) ( )

Because this is zero for odd n, we can set n k2= and get

p
k

k

2

1

1

2 2

2
. 57k

k

k2

2

2
⎜ ⎟⎛
⎝

⎞
⎠

a
a

a
a

=
+

-
+

( )
( )

( )

The above approximation does not necessarily yield the optimal states and it is not rigorously justified so far. As a
first step, we compare the distribution pnwith numerically determined ones forfinite s. These tend to converge
as shown infigure 8.

Theorem4.The lower bound of the asymptotic uncertainty region on a scale of s1/ is fully described by the
generalized Robertson inequality (48) and is saturated by the states .y a( )

Proof. First wewill show that the approximation (51) is justified for y a( ) and evaluate the corresponding
asymptotic variances.While the generalized Robertson inequality gets stronger for increasing s, every extremal
point of the corresponding boundary is attained by ,y a( ) whichwill prove the above statement.Moreover, by
truncating the sequence ny a( ) at n s2 1= + and renormalizing, we get a sequence of spin-s states well
approximating y a( ) as s goes to infinity.With this inmind, wewill prove the above statement in two steps:

(i)On the one handwe have to verify that L alim 2s s

1 y a y añ = ñ¥ + ∣ ( ) ∣ ( ) and

L alim 2s s

1 *y a y añ = ñ¥ - ∣ ( ) ∣ ( ) which is true if y a( ) is in the domain of a a.* On the other handwe have

to show that the term s a aw

s
23 * z- -( ) from (52)will vanish for y a( )with s a a*z y a y a= á - ñ( )∣ ∣ ( ) as s

goes to infinity. Both requirements are fulfilled if themoments a a*y a y aá ñ( )∣ ∣ ( ) and a a 2*y a y aá ñ( )∣( ) ∣ ( ) are
finite. In theHolstein–Primakoff occupation basis n ,HPñ∣ thesemoments are given by series of the form

n p k p2 , 58
n

c
n

k

c
k

0 0
2å å=

=

¥

=

¥

( ) ( )

Figure 8.Comparison of the occupation number from y a( )with the numerical calculations.
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and can be computed as derivatives using the generating function

c

x
c x

k

k1 4

2
59

n

k1
1

0

⎜ ⎟⎛
⎝

⎞
⎠å

-
=

=

¥

( )

of the probability distribution p2k (57). By straightforward calculations we get

a a
1

4
, 60

2

*y a y a
a

a
á ñ =

-( )∣ ∣ ( ) ( ) ( )

a a
3 1

16

1

2
, 61

2 4

2

2

*y a y a
a

a
a

a
á ñ =

-
+

-( )( )∣ ∣ ( ) ( ) ( ) ( )

which isfinite for 0.a >
(ii)Now the asymptotic variances for ay ( ) can be determined. For y a( ) the operators L ,

s

1
1 L

s

1
2 and L

s

1
3

converge toP,Q and amultiple of the identity, we obtain

s
L Qlim

1 1

2
, 62

s

2
1

2

a
D = D =y a y a

¥
( ) ( ) ( )( ) ( )

s
L Plim

1

2
, 63

s

2
2

2 a
D = D =y a y a

¥
( ) ( ) ( )( ) ( )

s
L

s
s a alim

1
lim

1
0. 64

s s

2
3

2 *D = D - =y a y a
¥ ¥

( ) ( ) ( )( ) ( )

This set of variance triples , , 01

2 2a
a( ) saturates the asymptotic generalized Robertson bound (48).Moreover

they describe the extremal boundary curves, see the proof of theorem2, of the associated uncertainty region. ,

3. Preparation uncertainty: special topics

3.1. The vectormodel andmoment problems
Thismay be a good place to comment on the so-called vectormodel of angularmomentum, as it was suggested
by old quantum theory. It still seems to be quite popular in teaching, although theoreticians tend to deride it as
ridiculously classical and obviously inconsistent. Indeed, its two-particle version givesmanifestly false
predictions even for spin-1/2, as witnessed by Bell’s (CHSH) inequality. Since any local classicalmodel fails this
test, notmuch can be learned about angularmomentum from this observation. Therefore we consider here only
the one-particle version, and try to sort out how far it can be trusted.

The basic rationale of the vectormodel is shown infigure 9: angularmomentum is thought of as a classical
randomvariable taking values on a sphere of radius r s s 1 .s = +( ) For an eigenstate mñ∣ the corresponding
classical distribution is supposed to be concentrated at latitudem, and uniformwith respect to rotations around
the three-axis. The expectation value of this distribution is m0, 0, .( ) Moreover, itsmatrix of secondmoments is
also diagonal, since the coordinate axes are clearly the inertial axes of amass uniformly distributed on a circle of
fixed latitude.One readily checks that all secondmoments are the same as for the corresponding quantum state.
This can be generalized:

Proposition 5. For any quantum state ρ on there is a classical probability distribution μ on the sphere of radius
s s 1+( ) which has the same first and secondmoments as the angularmomentum in ρ, i.e.

m x x L M x x x e L Ld tr and d tr . 65j j j jk j k j kRò òm r m r= = = =( ) ( ) ( )

For the proof we only need a characterization of themoments m M,j jk( ) of probabilitymeasures on a sphere of
radius r, which turns out to be quite simple. This in turn provides an immediate proof of proposition 5, since the
quantummoments M e L Ltr ,jk j kR r= m Ltrj jr= obviously have the required properties with radius
r s s 1 .2 = +( )

Lemma6. Let mj Î( ) for j 1, 2, 3,= and Mjk j k, 1
3

=( ) a real symmetric 3× 3-matrix. Then these numbers are

the first and secondmoments of a probability distribution on the sphere of radius r if and only if M rtr 2= and the
covariancematrix M m mjk j k- is positive semi-definite.

Proof.Necessity is obvious because covariancematrices are always positive and the function v v r
j j

2 2å = is

constant on the sphere. For the converse consider the setK ofmoments (m,M) of probabilitymeasures on the
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sphere. This is a compact convex set, whichwe can think of as embedded into 3 6 1+ - dimensional real space,
because the real symmetricmatrixM is specified by six parameters, andwe have an additional linear constraint

M rtr .2= By the separation theorems for compact convex sets the setK is therefore completely characterized by
a collection of affine inequalities

f m M AM b m, tr 0, 66g= - +( ) · ( )

whereA is real symmetric, b 3Î with the dot indicating scalar product, and .g Î The functionals for which
these inequalities have to be satisfied are precisely those forwhich the above inequality holds for all pure
probabilitymeasures, i.e., for M v vjk j k= mj= vj for some v 3Î on the sphere. In this case we slightly abuse
notation andwrite f m M f v, .=( ) ( )

Not all inequalities are needed to characterizeK, but only the extremal ones, which furnish aminimal subset
fromwhich all the others follow as linear combinations with positive scalar factors. In particular, we can assume
that f is not strictly positive, so has a zero f u 0,=( ) which then also has to be aminimum. The extremality
condition gives Au b u2 2 ,l- = where l Î is a Lagrangemultiplier. This determines b, and from f u 0=( )
we get γ, so that we can rewrite

f v v u A v u u v u2 . 67l= - - + -( ) ( ) · ( ) · ( ) ( )

Now since u v, lie on a sphere of radius r, we canwrite u v u v u v u v u2 ,2 2 2 2- = - - + - = - -· ( ) ( ) ( ) ( )
sowe can combine the two terms, and obtain again the form (67), withAmodified by amultiple of the identity,
and 0.l =

It remains to determine all real symmetricmatricesA such that v u A v u 0,- -( ) · ( ) whenever u v, lie
on a sphere of radius r. Equivalently, A 0x x· for allmultiples of vectors of the form v u.- But this set is
dense in .3 Hence the desired condition is just the positive semi-definiteness ofA. The resulting inequality for
(m,M) can be rewritten in terms of the covariancematrixV M m mjk jk j k= - as

f m M VA m u A m u, tr 0. 68= + - -( ) ( ) · ( ) ( )

Since the second term is anyhowpositive, the positive semidefiniteness ofV is sufficient for all these inequalities.
This shows the sufficiency of the conditions stated in the lemma. ,

Let usmake some remarks, which allfit into a fruitful analogy herewith the phase space case, i.e., the case of
two canonical operators P Q, , andmoment problems posed in the respective contexts.

(1)The phase space analogue of proposition 5 is the statement that for any quantum state the first and second
moments can also be realized by a classical probability distribution on phase space.Of course, not all
classically allowedfirst and secondmoments can arise in this way: This is just the theme of preparation
uncertainty relations.

(2)The classical probability measure μ is not uniquely defined by ρ. For example, the density operator
s2 1 1r = + - ( ) can either be represented by the uniformdistribution on the sphere, or by an equal-weight

mixture of the distributionswith constant latitudem (in any direction). In the phase space case it is well-

Figure 9.Thewell known vectormodel of anguluarmomentum for s= 2.
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known thatwith the given, quantum-realizablemoments one can alwaysfind aGaussian state, which is
defined as the distributionwith themaximal entropy given thosemoments. The same idea alsoworks for
angularmomentum, and it gives probability densities which are the exponential of a quadratic form in the
variables. In contrast to the phase space case, when approaching eigenstates (any direction, anym) this
entropywill go to ,-¥ since for eigenstates only the singularmeasures depicted infigure 9 can be used.

(3) Proposition 5 is certainly false if we include higher than secondmoments. For example, consider a pure qubit
state with m 1 2.= + Without loss of generality we can choose themeasureμ invariant under rotations
around the three-axis. Sinceμmust be concentrated on m 1 2,= this uniquely fixes themeasureμ, and
hence themoments to all orders. Now consider a direction e which is at an angle strictly between 0 and 2p
to e .3 Then the quantum expectation of e L e L 43 =( · ) · is e e 8,3( · ) but the classical expectation of
x e 3( · ) is larger, reflecting the nonlinearity of the cube function.

(4)The quantum analogue of the classical Hamburger moment would be to reconstruct a quantum state from
the set ofmoments, i.e., the expectations of themonomials in the basic operators (P Q, , or L L L, ,1 2 3).
Commutation relations impose some constraints on thesemoments, so that in the end onlymonomials like
L L Ln n n

1 2 3
1 2 3 need to be considered. Of course, the expectation values of such operators will generally be

complex numbers. Canwe do the reconstruction for arbitrary states in the spin-s representation? Indeed, we
can, and it is actuallymuch easier than in the phase space case since only finitelymanymoments suffice. The
basic observation is that themomentsfix all expectations on the vonNeumann algebra generated by the Li.
Because the representation is irreducible, the commutant of this algebra consists of themultiples of the
identity. Hencemust be the fullmatrix algebra, and the state is uniquely determined. Thatfinitely
moments suffice is clear because dim . < ¥

(5)Noncommutative moment problems are plagued by ‘operator ordering’ issues. But in some sense we have
already adopted a standard ‘symmetrized’ solution for operator ordering, namely to formmoments only of
the operators e L· for all fixed e.This is analogous in the phase space case to considering themoments of
linear combinations ofP andQ. Now, famously, the full distributions of all such combinations are correctly
rendered by theWigner distribution function, which is itself hardly ever positive [15]. The analogy to the
angularmomentum case is immediate. Sowhat dowe get if we accept ‘quasi-probability distributions’? Can
every state be represented like that? This is answered by the following proposition.

Proposition 7. Let ρ be a quantum state in the spin-s representation. Then there is a unique tempered distribution
r on ,3 which is formally real, has support in a ball of radius s and satisfies, for all e and n Î

e e Ld tr . 69n nò h h h r=r ( )( )( · ) ( · ) ( )

Proof.Wecan compute the Fourier transformofr directly from (69), bymultiplyingwith k ni n( ) !and
summing over n. This turns the left side into the Fourier integral overr allowing the sum to be evaluated also
on the right-hand side:

k d e tr e , 70k k Li i ò h h r= =h
r r ( )( ) ( ) ( )· ·

where kk e.= Strictly speaking this computation should be regularized bymultiplyingwith an arbitrary test
function before summation, but this would lead to the same explicit representation of the Fourier transformr
as a bounded ¥-function. This shows that the desired tempered distributionr is essentially unique, and can

be defined for every ρ. It is formally real, because k k . - =r r ( ) ( ) For the claim about the support we invoke
the distributional version of the Paley–Wiener–Schwartz theorem [12 theorem7.3.1]. According to that theorem
weneed to show only that for real vectors k, k the estimate

Ctr e e 71sk Li i r k k+( ) ( )( )· ∣ ∣

holds for some constantC. Treating the sum in the exponential by the Trotter formula, whichwemay, because
these arefinite dimensionalmatrices, we get

e lim e e lim e e . 72
N

n n n

N

n n sk L k L L Li i i = =k k k k+

¥

-

¥

 ( ) ( ) ( )( )· ( )· ( )· ( ) ∣ ∣

Clearly this implies the desired estimate. ,
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This proposition is remarkable in comparison to proposition 5: if we insist on positivity but require only the
first twomoments to be correct, the vectormodel requires a sphere of radius s s 1 .+( ) On the other hand, if
wewaive instead the positivity of the classical distribution, we are forced to use a ball of radius s.

Onemight ask at this point, in continuation of the above analogies to the phase space case, whether there are
‘classical’ states, for which theWigner functionr is a positive function.However, this is easily seen to be
impossible. Indeed, when themarginal of a proper probability distribution has support on s s, , ,- ¼{ } the
measure itself has to have support on a union of hyperplanes me .h h ={ ∣ · } But these families of hyperplanes,
drawn for various e have empty intersection, contradicting the normalization of themeasure.

Themain use ofWigner functions on phase space is the visualization of quantum states. Unfortunately, the
muchmore singular nature ofr for angularmomentumwill prevent theseWigner functions frombecoming
similarly popular. This irregularity can be tamed by replacing on the right-hand side of (70)

e e e e . 73k L k L k Lk Li i i i1 1 2 2 3 3 ( )·

The corresponding distribution is then a sumof pointmeasures sitting on afinite cubical grid [6]. Thismay
actually be useful in quantum information, where it relates to a discrete phase space structure over the cyclic
group of d s2 1= + elements. However, for angularmomentumproper wefind this breaking of rotational
symmetry abhorrent.

3.2. Entropic uncertainty
In this sectionwewill have a look at the entropic uncertainty relations. Given ameasurement of aHermitian
operator A a P ,

i i iå= with eigenprojectors Pi, the probability of obtaining the ith measurement outcomewill
be denoted by Ptri ip r r=( ) ( ) and the associated probability distribution as , , .d1p r p r p r= ( ) { ( ) ( )} Then
the output entropy ofA in the state ρ is defined as the Shannon entropy of p r( )

H A H, log , 74
i

d

i d i
1

år p r p r p r= -
=

( )( ) ≔ ( ( )) ( ) ( ) ( )

which serves as an uncertaintymeasure. Note that we normalize the Shannon entropy by itsmaximal value dlog
so that all occurring entropies are bounded by 1. In contrast to the variance, the entropy of a probability
distribution does not change by permuting or rescaling themeasurement outcomes and so only depends on the
choice of thePi (up to permutations) and not on the eigenvalues ai. This implies that an entropic uncertainty
relation, which constrains the output entropies of two (for simplicity non-degenerate) observables A B, , only
depends on the unitary operatorU connecting the respective eigenbases. Awell-known bound in this setting is
the generalMaassen–Uffink bound [19]

H A H B c, , 2 log , 75dr r+ -( ) ( ) ( ) ( )

Figure 10.Entropic uncertainty regions formeasurements of two and three orthogonal spin components (s = 1). The orange line in
the left panel is theMaassen–Uffink bound (75), which is tight only in the case s= 1.
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c c U Umax . 76
ij

ij= =( ) ( )

For angularmomentummeasurements in two orthogonal directions the connecting unitary operators are
rotations, i.e., given as a rotation by 2p around the third coordinate axis according to the spin-s representation
of SO(3) on .s2 1 + For arbitrary angles these representations are calledWigner-Dmatrices [1] andwill also be
used in section 4.5. It turns out that theMaassen–Uffink bound is in general not optimal, but describes precisely
the uncertainty region for s . ¥

For spin s= 1, the uncertainty region can still be reliably investigated by parameterizing the set of pure states
in the L3 eigenbasis. Numerics suggests that real valued states and their permutations characterize the lower
bound of the uncertainty region. The resulting uncertainty regions for two and three components are shown in
figure 10, which should be compared directly tofigures 4(left) and 3(right).

Themarked lines infigure 10 correspond to states of a form t
t

t
tcos

2
, sin ,

cos

2
,

⎛
⎝⎜

⎞
⎠⎟f ñ∣ ( ) ≔ ( ) ( ) ( )
written in

L3-eigenbasis, and their permutations. They correspond exactly to the extremal curves found for variance
uncertainty as shown infigure 3. Remarkably, however, the ordering of ‘uncertainties’ turns out to be different
in the two cases. Consider the L2-eigenstates, which are shown in the left panels of both 2D figures 4 and 10 as the
points on the horizontal axis. The respective L1-probability distribution are 1 4, 1 2, 1 4( ) for m 1=  and

1 2, 0, 1 2( ) form= 0. The former distribution has the larger entropy ( 3 2 log 2 log 23 3>( ) ) but the smaller
variance (1 2 1< ).

For larger s this inversion no longer holds. Figure 11 shows this effect. Becausewe can exchange the roles of
L1 and L2 by a unitary rotation, the uncertainty diagrams are symmetric with respect to the diagonal. Therefore
the optimal linear boundmust be of the form (75), with a suitable c. The entropy sums for the eigenstates mñ∣
withminimal andmaximal m∣ ∣are shown infigure 11. For all half-integer s and for integer s 7> the coherent
state sñ∣ produces not only the lowest variance, but also the lowest entropy. Figure 11 also shows theMaassen–
Uffink bound, which has been computed by Sánchez–Ruiz [29]. It is attained for the overlap of two spin
coherent states and is given by

c
s

s
2

2

1 2
, 77s2 2

⎛
⎝⎜

⎞
⎠⎟=

+
-

[ ]
( )

s= 1 seems to be the only case inwhich the bound is tight.
However, for large s, the bound is again optimal, as the following result shows.

Proposition 8. In the limit s  ¥ the optimal lower bound on the entropic uncertainty region of L1 and L2 is given
by theMaassen–Uffink inequality, which converges to

Figure 11.Entropic uncertainty sumof the coherent state sñ∣ (blue squares) and the state 0ñ∣ (green triangles) in comparison to the
Maassen–Uffink bound (orange circles), for integer spin (left) and half integer spin (right).
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H L H L, ,
1

2
. 781 2 r r+( ) ( ) ( )

Proof.As afirst stepwewill compute the asymptotic behavior of the bound clog ,s2 1
2- + [ ] with c given in (77).

Expanding the central binomial coefficient in factorials and using the Stirling approximation up to order
slog s2 1+ ( ) gives

c
s

s
lim log lim log 2

2

1 2
1 2, 79

s
s

s
s

s
2 1

2
2 1

2⎡⎣ ⎤⎦
⎡
⎣⎢

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦⎥- = -

+
=

¥
+

¥
+

-

[ ]
( )

which proves the convergence of theMaassen–Uffink bound to the right-hand side of (78).
In order to show that this bound describes the asymptotic uncertainty region, we have to exhibit sequences

of states saturating for every point on the boundary curve.Wefirst show that the endpoint 0, 1 2( ) is
asymptotically attained by the L1-eigenstates s :ñ∣ the output entropy of sñ∣ in the L1 basis is always zero, whereas

the output entropy in the L2 basis can be evaluated as H L s H L U s, , ,2 1 3ñ = ñ( ∣ ) ( ∣ ) withU e .L
3

i
2 3= - p

Because sñ∣
hasmaximal quantumnumberm, the probability amplitudes ofU s3 ñ∣ are given by the last columnof the
Wigner-DMatrixU D 0, 2, 0 .3 p= ( ) By expanding theWigner-Dmatrix in terms of Jacobi polynomials [1],
one can verify that U s m U sm 3 3

2p ñ = á ñ( ∣ ) ∣ ∣ ∣ ∣ is a binomial distribution inm, symmetric on the domain

s s, .-{ } The entropy of this distribution is e
s

n
1 2 log 2

2 1

4

1
,s2 1

⎜ ⎟
⎛
⎝

⎞
⎠ p-

+
++ ( ) which converges to 1

2
as s goes

to infinity, hence (78) can be saturated:

H L s H L slim , , , 0,
1

2
. 80

s
1 2 ⎜ ⎟⎛

⎝
⎞
⎠ñ ñ =

¥
( )( ) ( )∣ ∣ ( )

Finally we have to construct states saturating every point of this bound. For s ,ñ∣ still in the eigenbasis of L1,
and arbitrary s, we define a family of unit vectors y ña∣ as

c s U scos sin . 813y a a= ñ + ña a ( )( )∣ ( ) ∣ ( )

The L1-outcome probability distribution associatedwith this vector is

m U scos sin , 82m ms
2 2

3
2

p y a d a» + á ña( ) ( ) ( ) ∣ ∣ ( )

because the two probability distributions have practically no overlap for large s, and hence also c 1.»a For the
same reasonwe can evaluate the entropy of p Ya( ) as a sum, obtaining

H L H L U s
H

s
, sin ,

cos , sin

log 2 1

1

2
sin , 831

2
1 3

2
2 2

2

2y a
a a

a» ñ +
+

»a( ) ( ) ( )
( ) ∣

( ) ( )

( )
( ) ( )

whereH2 is the binary entropy function. In the L2-basis the roles of the two terms in ya are exchanged, andwe
get

H L ,
1

2
cos . 842

2y a»a( ) ( ) ( )

Hence the sequence ya realizes the point sin , cos1

2
2 2a a( ( ) ( )) on the boundary. ,

4.Measurement uncertainty

4.1. Introduction
Asmentioned in the introduction, ameasurement uncertainty relation is a quantitative bound on the accuracy
withwhich two observables can bemeasured approximately on the same device. Already inKennard’s 1927
paper [17] it is clearly stated that in quantummechanics the notion of a ‘true value’ loses itsmeaning, so that we
should not think of ‘measurement error’ as the deviation of the observed value from a true value.What we can
always do, however, is to compare the performance of twomeasuring devices, one of which is an (perhaps
hypothetical) ‘ideal’measurement and the other an approximate one. The only requirement is that these two
measurements give outputs which lie in the same spaceX andwhose distance is somehowdefined. A good
approximatemeasurement is then onewhichwill give, on every input state, almost the same output distribution
as the ideal one. This operational focus on the output distributions is also in keepingwith theway onewould
detect a disturbance of the system.Consider howwe discover that trying to detect throughwhich of two slits the
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particles pass disturbs them: the interference pattern, i.e., the output distribution of the interferometer is
changed and fringes washed out.

Two relatedways to build up a quantitative comparison of distributions, and thereby a quantitative
approximationmeasure between observables, were introduced in the papers [2, 5] and applied to the standard
situation of a position and amomentumoperator. These two notions, called calibration error andmetric error
will be described in the following subsections. Either waywe get a naturalfigure ofmerit for an observable F
jointlymeasuring two ormore components of angularmomentum. In fact, wewill only treat the case where F
jointlymeasures all components. By this we simplymean an observable whose output is not a single number but
a vector .h From this, one derives a ‘marginalmeasurement’ Fe of the e-component by post-processing, i.e., by
taking the e-component e h· of the output vector as the output of F .e Thesemarginals can then be compared
with the standard projection valuedmeasurement of the angularmomentum component e L.· When D G E,( )
is the quantity chosen to characterize the error of an observableGwith respect to the ideal reference Ewe get, in
our special case

D F D F e Lmax , 85
e

e
max = ( )( ) · ( )

is the desiredfigure ofmerit. This is the quantity whichwewillminimize. Butfirst we have to bemore explicit
about the two choices for the error quantity D G E, .( ) This will be done in the next two subsections.

4.2. Calibration error
The simpler one assumes that the ‘ideal’ observable is projection valued, so that we can produce states which
have a very narrow distribution around one of its eigenvalues (or points in the continuous spectrum). In other
words, we have some states available which come close to having a ‘true value’ in the sense that the ideal
distribution is sharp around a known value. A good approximatemeasurement should then have an output
distribution, which is alsowell peaked around this value. Thuswe only have to compare probability distributions
to δ-function like distributions, i.e., pointmeasures xd with x X.Î This is straightforward, andwe set, for any
probabilitymeasureμ on the spaceX, 1  a < ¥

D y D y x, d , , 86x
X

1
⎜ ⎟
⎛
⎝

⎞
⎠òm d m=a

a
a

( ) ( ) ( ) ( )

whereDunder the integral is the givenmetric onX. This could be called the power-α deviation ofμ from the
point x.We aremostly interested in quadratic deviations, i.e., 2.a = However, in this sectionwe keepα general,
which causes no extra difficulty, butmakes clearwhich numbers ‘2’ arise directly from the role of the averaging
powerα in (86) and similar equations.

We apply this now to Fρ the output distribution Fρ obtained bymeasuring the observable F on the input state
ρ, and its ideal counterpart Eρ. The e-deviation or e-calibration error of the observable Fwith respect to the ideal
observableE is

F E D F D E, sup , , , 87x x d d eD =a
e

a r a r{ }( ) ( )( ) ( )

where the supremum is over all x XÎ and ‘calibration states’ ρ, which are sharply concentrated on x up to
quality .e Note that as a function of e this expression is decreasing as 0,e  because the supremum is taken
over smaller and smaller sets. Therefore the limit exists, andwe define the calibration error of Fwith respect toE
by

F E F E, lim , . 88c

0
D = Da

e
a
e


( ) ( ) ( )

For observables Ewith discrete spectrum (like angularmomentum components)we can also take 0,e = in (87),
and directly get F E F E, , .c 0D = Da a( ) ( )

4.3.Metric error
Apossible issuewith the calibration error is that it describes the performance of F only on a very special subclass
of states. On the one hand thismakes it easier to determine it experimentally, but on the other handwe get no
guarantee about the performance of the device on general inputs. Classically this problemdoes not arise, because
broad distributions can be represented asmixtures of sharply peaked ones, and this allows us to give an estimate
also on the similarity of output distributions for general inputs. The formof this estimate gives a good hint
towards how to define the distance of probability distributions both of which are diffuse. Indeed suppose ρ is an
input state such that xd ,xòr m r= ( ) where xr is an e-calibration state at point x, andμ is an arbitrary

probabilitymeasure. Thenwe can definemeasure γ onX×X by x y x F yd d d d ,
x

g m= r( ) ( ) ( ) which gives the
probability of the joint event of having a ‘true value’ x xdÎ andfinding y yd .Î If one integrates out the x
variable one gets the output distribution for ρ, because Fρ is linear in ρ, and if one integrates out y one getsμ,
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because each F
xr is normalized. Towithin e this is the output distribution Eρ, andwith known calibration error

we get the bound

x y D x y x F y D x y x D F F Ed d , d d , d , , . 89xx x
ò ò ò òg m m d= = Da

r
a

a r
a

a
e a( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

This suggests the following definitions. For two probability distributionsμ and ν onXwedefine a coupling to be
ameasure γ onX×Xwhose firstmarginal isμ andwhose secondmarginal is ν. The set of couplingswill be
denoted by , ,m nG( ) and is always non-empty because it contains the productmeasure.We then define the
Wassersteinα-distance ofμ and ν as

D x y D x y, inf d d , . 90
,

1

òm n g=a
g m n

a
a

ÎG ( )( ) ( ) ( ) ( )
( )

This is also called a transport distance, because of the following interpretation, first seen byGasparMonge in the
18th centurywho considered the building of fortifications.We considerμ and ν as some distribution of earth,
and the task of a builder whowants to transformdistributionμ into distribution ν. Theworkers are paid by the
bucket and the powerα of the distance travelledwith each bucket (giving a bonus pay on long distances). The
builder’s plan is precisely the coupling γ saying howmany units are to be taken from x to y, and the integral is the
total cost. The infimum is just the price of the optimal transport plan. The theory of suchmetrics is well
developed, andwe recommend the book of Villani [31] on the subject, but in the present context we only need
some simple observations.

With ametric between probability distributionswe define the distance of two observables as theworst case
distance of their output distributions:

D F E D F E, sup , . 91a
r

a r r( )( ) ≔ ( )

For the connection between thismetric error and the calibration error introduced above, notefirst that when ν is
the pointmeasure ,xd andμ is arbitrary the product is the only coupling, and the two definitions D , xm da ( ) from
equations (86) and (90) coincide. Therefore, if D E , ,x d ea r( ) wehave

D F D F E D E D F E, , , , . 92x x d d e+ +a r a r r a r a( ) ( ) ( ) ( ) ( )

By taking the supremum (87) and letting 0,e  wehence have

F E D F E, , . 93c Da a( ) ( ) ( )

Intuitively, thismerely indicates that for calibrationwe test deviations only in the small subset of highly
concentrated states. Then (89) is a partial converse: if ρhas a convex decomposition into e-concentrated states,
D F F E, , ,m Da r a

e( ) ( ) and since D E, m ea r( ) we get D F E F E, , . eD +a r r a
e( ) ( ) In the classical case such

a decomposition always exists, sowe have equality D F E F E, , .c= Da r r a( ) ( ) In the quantum case, however, we
not only have convexmixtures of sharply concentrated states but also coherent superpositions. Using these it is
easy to build examples inwhich (94) is strict.

There is a second ‘quasi-classical’ setting, inwhich calibration andmetric error coincide, and this will
actually be used below. This is the case when F andE differ only by classical noise generated in themeasuring
apparatus.More formally this is described by a transition probability kernel P x y, d ,( ) which is for every x the
probabilitymeasure in y describing the output of F, given that Ehas been given the value x.We can think of this
as classical probabilistic post-processing or noise. It is, of course, not necessary that F actually operates in two
steps, but only that it could be simulated in this way, i.e., the relation F y E x P x yd d , dò=( ) ( ) ( ) holds. This is
enough to conclude F E D F E, , ,cD =a a( ) ( ) and to give a formula for both in terms of the size of the noise kernel
P. In the following lemma theE-essential supremumof ameasurable function fwith respect to ameasure E
(denoted E f xess supx X- Î ( )) is the supremumof allλ such that the upper level set x f x l>{ ∣ ( ) }has non-zero
E-measure. In our application E is the spectralmeasure of a component e L,· so it is concentrated on thefinite
set s s, , .- ¼{ } The essential supremum is then simply themaximumof f over this set.

Lemma9. Let E be a projection valued observable on a separablemetric space X D, .( ) Let F be an observable arising
fromE by post-processing with a transition probability kernel P. Then, for allα,

F E D F E E P x dy D x y, , ess sup , , . 94c

x X

1⎛
⎝⎜

⎞
⎠⎟òD = = -a a

a
a

Î
( ) ( ) ( ) ( ) ( )

Proof. Let I, II, III be the three terms in this equation. Then I  II is given by (94). To show II� III, note that
for any state ρwe get a coupling γ between Fρ andEρ by x y E x P x yd d d , d .g = r( ) ( ) ( ) Hence
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D F E x y D x y E x P x y D x y, d d , d , d , . ò ò òg =a r r
a a

r
a( ) ( ) ( ) ( ) ( ) ( )

We introduce the function f x P x y D x y, d ,
1

ò= a a( )( ) ( ) ( ) and split the integral with respect toEρ into an

integral over X x f x t= >> { ∣ ( ) }and an integral over its complementX� , where and t E f xess sup .x> - ( )
Then, by definition of the essential supremum, Eρ vanishes on X> and onX� the integrand is bounded by t .a

Hence D F E t, .<a r r
a a( ) Taking the supremumover ρ and theαth rootwe get D F E t, <a ( ) for every t > III,

proving II� III.
It remains to show that III� I. This timewe pick a t E f xess sup .x< - ( ) By definition, thismeans that

E x f x t 0.> ¹({ ∣ ( ) }) Now let 0.e > Then becausewe have assumedX to be separable, it is covered by a
countable collection of e-balls B x y X D x y, ,i i  e= Îe ( ) { ∣ ( ) } i 1, 2, .= ¼ Hence due to countable
additivity ofE

E x f x t E B x x f x t0 . 95
i

i  Çå> >e( )( )({ ∣ ( ) }) { ∣ ( ) } ( )

Hence for some z xi= we have E B z x f x t 0.Ç > ¹e( ( ) { ∣ ( ) }) Since E is projection valued, wefind a state ρ
such that the probabilitymeasure E xdr ( ) is concentrated on this set. In particular, D E , .z d ea r( ) Moreover,

m E dx f x tò=a
r

a a( ) ( ) and

D F E x P x y D z y E x g x, d , d , d , 96z ò ò òd = =a r
a

r
a

r
a( ) ( ) ( ) ( ) ( ) ( ) ( )

where the second function defines a function g.We interpret these quantities as La-normswith respect toEρ,
i.e., m f= a∣∣ ∣∣ and D F g, .zd =a r a( ) ∣∣ ∣∣ Then by the triangle inequality

D F f f g t f g, . 97z  d - - - -a r a a a( ) ∣∣ ∣∣ ∣∣ ∣∣ ∣∣ ∣∣ ( )

To get an upper bound on f g- a∣∣ ∣∣ note that the expression for f g- a
a∣∣ ∣∣ is the integral over E xdr ( ) of

P x y D x y P x y D z y, d , , d , . 98
1 1⎛

⎝⎜
⎞
⎠⎟ò ò-a

a
a

a a( ) ( )( ) ( ) ( ) ( ) ( )

Againwe can read the outer parenthesis as a difference of norms, namely the La-norms of the functions
h y D x y,x =( ) ( ) and h y D z y,z =( ) ( )with respect to integration by P x y, d( )where x is considered afixed
parameter. But by the triangle inequality for themetricDwehave h h D x z,x z -∣ ∣ ( ) independent of y. Since
the transition kernel P is a probabilitymeasurewith respect to dy, we find that (98) is bounded above by

h h h h D x z, .x z x z - -a a
a

a
a a(∣∣ ∣∣ ∣∣ ∣∣ ) ∣∣ ∣∣ ( ) Hence in (97)wehave

f g E x D x zd , , 99 ò e- a
a

r
a a∣∣ ∣∣ ( ) ( ) ( )

because by constructionEρhas support in B z .e ( ) Combining the estimates we get D F t, .z d e-a r( ) The
supremumover all calibrating states can only increase the left-hand side, and on the right we use that the only
condition on twas that t E f xess sup ,x< - ( ) so that

F E E f x, ess sup . 100x eD - -a
e ( ) ( ) ( )

Now III I follows in the limit 0.e  ,

In [5] a special case of this Lemmawas used to show DcD = for the position andmomentummarginals of a
covariant phase spacemeasurement. In that case the noise kernel P is even translation invariant, i.e., the output
of themarginal observable can be simulated by just adding some state-independent noise to the output of the
ideal position ormomentumobservable. Such translation invariancemakes no sense in the case of angular
momentum, since the range of the outputs m s s, ,Î - ¼{ }of the ideal observable is bounded. This is why the
above generalizationwas needed, inwhich the noise can depend on the ideal output value. The reason for the
existence of a post-processing kernel, however, will be the same as in the phase space case: the covariance of the
jointmeasurement. Roughly speaking thismakes themarginal corresponding to e L· invariant under rotations
around the e-axis, which in an irreducible representationmeans that itmust be a function of e L.· It is therefore
crucial to argue that the optimal jointmeasurement is covariant, whichwill be done in the next section.

4.4. Covariant observables
Consider a general observable Fwith outcome spaceX. Suppose some groupG acts onX, with the actionwritten
g x gx, ( ) as usual. Suppose that the group also acts as a symmetry group of the quantum system. That is, there
is a representation g Ug ofG by operatorsUg, which are unitary or antiunitary, and satisfy the group law

(possibly up to a phase factor). The observable F is then called covariant ifU F S U F g Sg g
1* = -( ) ( ) for all g GÎ

and everymeasurable set S. In otherwords, shifting the input state byUgwill result in the entire output
distribution shifted by g. For our purposes it will be convenient to express this in terms of an action F T Fg of
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G on the the set of observables:

T F S U F g S U . 101g g g
1 *= -( ) ( )( ) ( )

Then the covariant observables are precisely those forwhichT F Fg = for all g G.Î
For angularmomentum the groupwill be the rotation groupwith its action on the three-vectors (X 3= ).

The representationU is then up to a factor±1. Alternatively, we can takeG as the covering group SU 2 .( ) Since
the covariant observables are exactly the same this choice is completely equivalent.

Covariance is certainly a reasonable condition to impose on a ‘good’ observable, so it wouldmake sense to
study uncertainty relations just for these. However, there is no need for such an ad hoc restriction, because the
minimumof uncertainty over all observables is anyway attained on a covariant one. The basic reason for this is
that our figure ofmerit (85) does not single out a direction in space, so that it is invariant under the actionTg.We
therefore only have to show that there is no symmetry breaking, i.e., the symmetric variational problemhas a
symmetric solution. This will be done in the following lemma.

Lemma10. For any observable Fwith an outcome set X ,3= and 1  a < ¥ let

D F D F e Lmax , , 102
e

e
max = a ( )( ) · ( )

F F e Lmax , . 103c

e

e
maxD = Da( )( ) · ( )

Then

(1) Both these functionals are invariant under the actionT, and D Fmax
a( ) and FmaxD a( ) are convex.

(2) Each of the infima D FinfF max ( ) and FinfF maxD ( ) is independent of whether it is taken over all observables or just
the covariant ones.

Proof.By definition of Fe wehave T F U F U .R R
R

R
e e1 *= -( ) When Ee denotes the spectralmeasure of e L,· the

relationU U RL LR R
1* = - similarly impliesU E U E .R

R
R

e e1 * =-
Moreover, due to the supremumover all states,

D F E,a ( ) does not change, if both observables are rotatedwith the same unitary.Hence

D T F E D U F U U E U D F E, , , . 104R R
R

R R
R

R
R Re e e e e e1 1 1 1* *= =a a a

- - - -)( )( ) ( ) ( ) ( )

Hence the supremumover e is unchanged and D T F D F .Rmax max=( ) ( ) ForΔ note that we can carry out the
limit 0e  directly, because e L· hasfinite spectrum and states with D E , x

e d( ) small are norm-close to
eigenstates with x=m. Hence

F D F m m F x me L e L e x, max , , : max d .

105

c
m

m

e e

,
òd y y y y yD = = = á ñ -a

a
y y

a

y

a
ñá{ }( ) ( )· · ∣ ( )∣ ( · )

( )

∣ ∣

If we now insert the definition ofTRF, rewrite themaximumoverψ in terms of U ,R*y y¢ = and substitute
Rx x1¢ = - in the integral, wefind T F F Ee L, , ,c

R
c R Re e e1 1D = Da a

- -(( ) · ) ( ) and again T F F .Rmax maxD = D( ) ( )
Convexity forDα follows from the corresponding property of transport distances. Indeed let

k k kåm l m=
and

k k kån l n= be convex combinations ofmeasures with the sameweights ,kl and let kg be a coupling

between km and .kn Then
k k kåg l g= is a coupling of the convex combinations.Moreover

D x y D x y x y D x y, d d , d d , . 106
k

k k ò òåm n g l g=a
a a a( ) ( ) ( ) ( ) ( ) ( )

Here thefirst inequality holds becauseDα is defined as the infimumover couplings. Then if we take the infimum
over each of the ,kg we get D D, , .

k k k k åm n l m na
a

a
a( ) ( ) In particular, F D F E,e e

a r r ( ) is convex. Since the
pointwise supremumof convex functions is convex, D ,max as the supremumwith respect to ρ and e, is convex.
The same observation, applied to (105)with an additional supremumover e, shows that maxD is likewise
convex.

Given any observable Fwenow form its average F R T Fd Rò= with respect to the normalizedHaar

measure dR. Then F is covariant and D F R D T F D Fd .Rmax max max ò =( ) ( ) ( ) Taking the infimumhere, and

using that F is covariant, and all covariant observables are such averages (F F= ) gives the second inequality in
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D F D F D Finf inf inf , 107
F F F

max
covariant

max max ( ) ( ) ( ) ( )

while thefirst follows trivially because the covariant observables are a subset. Hence the two infimaare the same,
and the same argument also applies to ,maxD proving the second claim. ,

Wecould have included also a statement that the infima in this Lemma are all attained. The argument for
that is the compactness of the set of observables (in a suitable topology) and the lower semi-continuity of Dmax

and maxD which follows, like convexity, from the representation of these functionals as the pointwise supremum
of continuous functionals. However, sincewewill later anyhow explicitly exhibitminimizers, wewill skip the
abstract arguments.We also remark that one of themain difficulties in the position/momentum case [5] does
not arise here: in contrast to the group of phase space translations, the rotation group is compact, so the average
is an integral and not an ‘invariantmean’, which has the potential of producing singularmeasures with some
support on infinitely far away points.

Themain importance of this Lemma is tomake the variational problemmuchmore tractable. For covariant
observables we have a fairly explicit parameterization, which allows us to explicitly compute theminimizers. In
contrast, for the seemingly easier case of jointmeasurement of just two components covariance gives only a very
weak constraint, andwewere not able to complete theminimization.

To develop the formof covariant observables, let usfirst consider the case when the output vectors have a
fixed length r. A plausible valuewould be r= s, but wewill leave this open. In this caseX reduces to a sphere of
radius r, which is a homogeneous space for the rotation group.We could thus apply the covariant version
[28, 32] of theNaimark [21] dilation theorem to obtain a complete classification. Butwe do not need this
machinery in this elementary case. Notefirst, that F xtr d( ) is an invariantmeasure on the sphere, and all
probability densities F xtr dr ( ) are bounded by thismeasure (since ρ is bounded). Hence, for every ρ there is a
bounded probability density with respective to the uniformmeasure. Since this depends linearly on ρ, it is given
by a bounded operator depending on x.The x-dependence is then completely resolved by covariance, and it is
sufficient to know this density at one point, say the north pole r .n Moreover, by covariance this densitymust
commutewith the rotations around ,n and is hence a linear combination of the eigenstates n nñá∣ ∣with
n s s, , .Î - ¼{ } The only choices to bemade are hence the coefficients Fn of this liner combination.Wewrite
the resulting observable in terms of its integrals with an arbitrary function h on the sphere:

F h s R U F n n U h r R

s F U n n U h r

x x

e

d 2 1 d

2 1
sin d d

4
. 108

R
n

n R

n
n , , ,

⎛
⎝⎜

⎞
⎠⎟ *

*

ò ò

ò

å

å

n

q q f
p

= + ñá

= + ñáq f q f q f( )

( ) ( ) ( ) ∣ ∣ ( )

( ) ∣ ∣ ( )

Here thefirst integral is overHaarmeasure on the rotation group (or SU 2( )), whereas the second is expressed in
polar coordinates ,q f( ) on the sphere, with e ,q f the corresponding unit vector, andU ,q f some rotation rotating
the north pole n to e .,q f It does notmatter which rotationwe choose, because n nñá∣ ∣ is invariant with respect to
rotations around the three-axis. The two expressions are related by introducing Euler angles on the rotation
group and integrating out the initial rotation around the three-axis. The normalization factor s2 1+( ) is chosen
so that the constraints on Fn are exactly F 0n  and F 1,

n nå = i.e., the observable is represented as a convex
combination of observables using only onefixed n nñá∣ ∣as the density.What changes when r is notfixed is simply
thatwe get an additional integration over r, where the Fnmay also depend on r. Effectively, we get a probability
measure Fn(dr) on s s, , - ¼ ´ +{ } and the second version of (108) just becomes

F h F r s U n n U h rx x ed d 2 1
sin d d

4
. 109

n
n , , ,*ò ò òå q q f

p
= + ñáq f q f q f( )( ) ( ) ( ) ( ) ∣ ∣ ( )

The criterion for jointmeasurability does not depend on the full observable, but only on themarginals along
the various directions e. It is one of the direct consequences of covariance, evident from the proof of lemma 10,
that D F E,e e

a ( ) and F E,c e eDa ( ) do not depend on e.Wewill therefore only consider the case e n= in the
following. In (109) this justmeans that we specialize to functions of the form h hx x1 n=( ) ( · )with
h : .1   Thus in the integrandwe get h r h rx cos ,1 , 1n q=q f( · ) ( ) which no longer depends onf.We can
therefore carry out thef-integration. The resulting operator will commutewith rotations around the three-axis,
sowe can express it as a linear combination of operators m m :ñá∣ ∣

F x h x m m P m x h x

P m x h x F r s m U n h r

d , d with

, d d 2 1
sin d

2
cos . 110

m

n
n

1 1

1
2

1

ò ò

ò ò ò

å

å q q
q

= ñá

= + á ñ

n

q( ) ( )

( ) ( ) ∣ ∣ ( ) ( )

( ) ( ) ∣ ∣ ( ) ( )
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Thefirst line establishes the connectionwith the premise of lemma 9: for covariant observables themarginals
can be simulated by an exactmeasurement ofm, with a post-processing kernel P. Therefore, for covariant Fwe
have D F F .max max= D( ) ( ) Since by lemma 10 the infimumof this quantity, say s ,minD ( ) is the same as the
minimization over all observables. Thereforewe can state themeasurement uncertainty in the forms

D F s F sand 111max min max min D D D( ) ( ) ( ) ( ) ( )

for all observables F, whether covariant or not.Wewill now compute s ,minD ( ) and show that bothminima are
attained for a unique covariant observable.

4.5.Minimal uncertainty
While the above holds for arbitrary exponentα, wewill now restrict to the standard variance case, i.e. 2.a = So
far, we have derived that the optimal observable F is covariant, leading to the parametrization (110). In
particular, Fe arises from e L· by a transition probability kernel, so thatmetric and calibration error coincide.
In the sequel, wewill therefore only consider the calibration error, which is easier to evaluate. By covariance the
calibration error F e L,c e

2D ( · ) is independent of e, sowe can choose e e .3= Observing that for discrete valued
observables we can take 0e = in (87), andwe get from (110) the basicfigure ofmerit

F F L m m F m

F r s n U m r m

e L e, , max tr d

max d 2 1
sin d

2
cos . 112

c c

m

m n s

s

n

e
2

2
2

3
3

2
3

2

0 0

2 2

ò

ò òå

h h

q q
q

D = D = ñá -

= + á ñ -
p

q
=-

¥

( ) ( ) ( )
( )( )

· (∣ ∣ ( )) ·

∣ ∣ ( ) ( )

Before calculating the optimal case, we introduce the following lemma,which provides amoremanageable
expression I s r n m, , ,( ) for the integral over θ, such that (112) reads

F L F r I s r n m, max d , , , . 113c

m n s

s

n2
3

3
2

0
òåD =

=-

¥( ) ( ) ( ) ( )

Lemma11. For s 1 the integral I s r n m, , ,( ) can be written as

I s r n m A r n m B r n, , , , , , 114s s
2= +( ) ( ) ( ) ( )

where

A r n
r s s n s s

s s s s
,

1 2 2 1 1

1 2 1 2 3
115s

2 2

=
+ - + + -

+ - +

( )
( )

( ) ( )

( )( )( )
( )

and

B r n
n r nr s s s s r s s

s s s s
,

6 2 4 1 3 1 2 4 1 3

1 2 1 2 3
. 116s

2 2 2

=
- + - + + - + + -

+ - +

( )
( )

( ( ) ) ( ) ( )

( )( )( )
( )

For s
1

2
= we have

I r m
r r1

2
, ,

1

2
,

3 3

1

4
. 117

2
⎜ ⎟⎛
⎝

⎞
⎠ = + ( )

Proof.Herewe have to solve the integral

I s r n m s r m, , , 2 1
sin d

2
d cos , 118nm

s

0

2 2ò
q q

q q= + -
p

( ) ( ) ( ) ( ) ( )( )

where n U mdnm
s q = á ñq( ) ∣ ∣( ) is the smallWigner d-matrix [1]. First we expand dnm

s q( )( ) in terms of the Jacobi
polynomials:

s m s m

s n s n
Pd sin

2
cos

2
cos . 119nm

s
m n n m

s m
m n m n,

1
2

⎜ ⎟ ⎜ ⎟
⎡
⎣⎢

⎤
⎦⎥

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠q

q q
q=

+ -
+ -

- +

-
- +( ) ( ) ! ( )!

( ) ! ( )!
( ) ( )( ) ( )

In the followingwe use a recurrence relation for the Jacobi polynomials. This three-term relation does not hold

for s 1 2,= so that we have to treat this case separately: the integrals I r n
1

2
, , ,

1

2
⎜ ⎟
⎛
⎝

⎞
⎠ can indeed be calculated

directly from the above expression, and the results are given in the statement of the lemma. Fromnowonwe
assume s 1.

Wecan simplify some case distinctions by introducing k s m s m s n s nmin , , ,= + - + -( ) and
substitute the arising positive integers s m m n m n, ,- - + according to table 1, which is possible due to the
symmetries of theWigner d-matrix [1]. Our expression then depends implicitly on s m n, ,( ) through k, , :m n( )
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k s k

k k
Pd

2
sin

2
cos

2
cos . 120nm

s
k

,

1
2

⎜ ⎟ ⎜ ⎟
⎡
⎣⎢

⎤
⎦⎥

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠q

m n
q q

q=
-

+ +

m n
m n( )

( ) ( )( ) ! !
! !

( ) ( )( ) ( )

Substituting x cos q= yields

I s r n m j k x x x P x P x rx m, , , , , , d 1 1 , 121k k
1

1
, , 2òk m n= - + -m n m n m n

-
( ) ( ) ( ) ( ) ( ) ( )( ) ( )( ) ( )

where

s k
s k s k

k k
, , ,

2 1 2

2
. 122

1

⎡
⎣⎢

⎤
⎦⎥k m n

m n
=

+ -
+ +m n+ +

( ) ( ) ( )
( ) ( )

! !
! !

( )

This integral can be solved by expanding the factor rx m ,2-( ) using the Jacobi polynomial orthogonality
relation [30]

z z P z P z z
a n b n

n a b n a b n
1 1 d

2 1 1

2 1 1
123a b

m
a b

n
a b

a b

n a b

m n
1

1
, ,

1

, ,

,ò d- + =
G + + G + +

+ + + G + + +
w

-

+ +

  

( )
( ) ( ) ( ) ( )

( ) ( )

! ( ) ( )
( )( ) ( )

( )

and the recurrence relation [30]

zP z
b a

a b n a b n
P z

a n b n

a b n a b n
P z

n a b n

a b n a b n
P z

2 2 2

2

2 2 1

2 1 1

2 1 2 2
. 124

n
a b

n a b

n
a b

n a b

n
a b

n a b

n
a b

,
2 2

, ,

,

, ,

1
,

, ,

1
,

=
-

+ + + + +

+
+ +

+ + + + +

+
+ + + +

+ + + + + +

a

b

g

-

+

  

  

  

( )
( )

( )( )
( )

( ( )( ))
( )( )

( )

( ( )( ))
( )( )

( ) ( )

( )

( )

( )

( )

( )

( )

( )

Then the expressions in the lemma arise by simplifying the corresponding polynomials:

I s r n m s k r k k

k k k k

rm k k m k A r n m B r n

, , , , , , , , , ,

, , 1, , , , 1, ,

2 , , , , , , , , . 125s s

2 2

2 2

2 2

⎡⎣

⎤⎦

k m n a m n w m n

b m n w m n g m n w m n

a m n w m n w m n

=

+ - + +

- + = +

( ) ( ) ( ( ) ( )

( ) ( ) ( ) ( ))

( ) ( ) ( ) ( ) ( ) ( )

,

Wewill use this lemma to simplify theminimization overm.Moreover, the integral over r and the sumover
n can be seen as taking a convex combination over two-dimensional vectors A r n B r n, , , .s s( ( ) ( )) Hence
optimizing F can be analyzed geometrically in terms of the set of such pairs (see figures 13). This is solved in the
next theorem,whose results are visualized infigure 12.

Theorem12.Theminimalmeasurement uncertainty sminD ( ) in the sense of (111) is attained at a unique covariant
observable, for which Fn(dr) is a pointmeasure at n= s and r r ,min= with

Table 1.Wigner-dmatrix substituion.

k μ ν

(I) s+m n−m n m- -
(II) s−m m− n n+m

(III) s+ n m− n n m- -
(IV) s− n n−m n+m
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5 4
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3 8 1
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⎧
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⎧
⎨⎪

⎩⎪

=
- + +

D =

=
=

- + + >

( )

( )

( )

( ) ( )

Except for s= 1, themaximumoverm in (113) is trivial for the optimal observable, i.e., the calibration error is the
same for all calibration inputsm.

Proof.Weconsider first the case s 1. For arbitrary s 1 we reformulate the problemusing that F L,3
3

2D( ) is
a convex combination of the functions A r n,s ( ) and B r n, .s ( ) Herewemust find the best n as well as the
probability distribution Fn(dr) for theworstm.We denote the convex set of all possible combinations by

,2W Î i.e.

a b a F r A r n b F r B r n

A r n B r n r n s s

: , d , and d ,

conv , , , 0, , , . 127

n s n s

s s

ò òW = = =

= > = - ¼

{ }
{ }( )

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

All information about a possible observable is now contained in a b, .Î W( ) Furthermore amaximumoverm is
part of the definition of F L, ,c

2 3
3

2D ( ) sowe can rewrite it as a functional onΩ:

K K a b

a s b b
a b s

a b b s
: ,

if 0
if 0 and

1

4
if 0 and

1

2

. 128

2⎧
⎨
⎪⎪

⎩
⎪⎪

  

 
W  =

+ >
Î

+ + Î
( ) ( )

The problem is now tominimize the functional K a b, .( ) Since, for general n and s,Ω is hard to describe, we
choose the following strategy, which is illustrated in the left panel offigure 13.

Wewill show that, for s 1,> K takes itsminimumat

A r s s s sv , , 0
1

2
2 3 2 , 0 129s min ⎜ ⎟⎛

⎝
⎞
⎠= = - + +( )( ) ( )( ) ( )

by constructing a linefwhich separates the setΩ from the convex level set
K a b K a b K v, , .v

2 Î≔ {( ) ∣ ( ) ( )}
For this wewill take the linef to be the tangent of the curve r A r s B r s, , , ( ( ) ( )) at the point v.The

normal u off is

Figure 12.Optimal radii r smin ( ) andmeasurement uncertainties minD according to equation (126). The radii are scaled by s, showing
that for s1 5 2  the outputs of the optimal observable are vectors ofmodulus s.> For larger s, the output vectors are shorter than
s, and, after aminimumaround s 27 2= we have r s s 1.min ( ) In both panels, the functional expression valid for s 1> is plotted
in blue.

27

New J. Phys. 17 (2015) 093046 LDammeier et al



s

s s

s s

s
u

2 2 3

2 5 3
,

2 2 3 3
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2

⎛
⎝⎜

⎞
⎠⎟=

+
+ +

- + +
+

( )

and x x u v u2 F Î≔ { ∣ · · } is the half plane abovef.
Nowwe show that ,W Ì F i.e.

g n r A r n B r n A r s su u, , , , , , 0 0, 131s s s s min - )( )( ) ( )( ) ≔ ( ) ( ) · ( ) · ( )

with equality iff n= s and r r s .min= ( ) Note that the function g n r,s ( ) is quadratic in r, so for verifying (131) it is
sufficient to show that g n r, 0r s

2 ¶ ( ) and g s r, 0,s n ( ) where rn is the stationary point determined by
g n r, 0.r s n¶ =( )
Indeedwe have

g n r s s s n n s s

s n s s s

, 4 2 3 4 12 4 2 3 4

4 2 3 3 2 . 132

r s
2 2 2 2 2

2 2 2

¶ = + - + - + -

= - + - + -( )( )( )
( )

( )

Now for s 3 the factorwith the square root is positive, and since n s<∣ ∣ we can estimate the expression (132)
as s s2 0.2 - For s1 3,  theminimumwith respect ton is assumed at n= 0, for which (132) can be
evaluated explicitly, and shown to be positive.

The stationary points rn can be straightforwardly computed as

r
n s s s

n s s s s s

2 1 2 2 3 3

2 2 3 3 2 3 1
133n

2
=

- - + + -

+ - + - + + +( )
( )

( ) ( )
( )

( )

with

g n r
s n

s s s s n s
,

2 3 1 2 3 3
. 134s n

2 2

2
=

-

+ - - - + -
( ) ( ) ( ) ( )

The denominator of g n r,s n( ) in (134) is again the quadratic coefficient of the expression (131), i.e., (132)which
was already shown to be positive. Hence .W Ì F

Finally we have to certify that K v .v Ç F = { } Using the gradient off and comparing it to the linear
boundaries of Kv we get the conditions

s

s

s

s s
s

s

s

s

s s
s

4
1 2 3

1
and

1 2 3

1

1
for

1

2

1 2 3

1
and

1 2 3

1

1
for 135

2 2 2

2 2 2





- < -
+ +

+
+ +

+
< - + Î

-¥ < -
+ +

+
-

+ +
+

< - Î

( ) ( )

( ) ( )
( )

which are true for s 1.> This concludes the proof for s 1.>

Figure 13. Left: example for s= 6 and the n= s curvemarked in red. Right: intersection of Kv withf in the s= 1 case.
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For s= 1, this last step of the above proof fails. Indeed, the level set Kv whichwas determined by taking that
point v on the horizontal axis which is also on the boundary ofΩ does intersectΩ, as can be seen infigure 13.We
therefore have to take a level set ofK for a slightly smaller value. Since the tangents of the level sets are all the same
for b 0,> we can readily find the level set which is tangent toΩ. This gives the optimal radius
r s 1 5 4min = =( ) , and the

A r s s B r s sv , , , 5 16, 1 16 . 136s smin min= =( )( ) ( )( ) ( ) ( ) ( )

Analogous to the above arguments, one verifies easily that Kv v Ç= W{ } ( ) .
Finally, for s 1 2= one can draw the conclusion directly from the formof I r n m1 2, , ,( ) given in

lemma 11: this expression does not depend onm, and has a unique globalminimumat r 1 2 1 2min =( ) and
n 1 2= + , where the optimal probabilitymeasure Fmust therefore be concentrated.

In all cases, the optimal value sminD ( ) is computed by substituting the obtained optimal r smin ( ) and n= s in
(113). ,

5. Conclusions and outlook

Uncertainty relations can be built for any collection of observables. In this paperwe provided somemethods,
whichwork in a general setting, but chiefly looked at angularmomentum as one of the paradigmatic cases of
non-commutativity in quantummechanics.

The basicmathematicalmethods are well-developed for the case of preparation uncertainty, so that even in a
general case the optimal tradeoff curves can be generated efficiently.We resorted to numerics quite often, since it
turns out that the salient optimization problems can rarely be solved analytically for general s. One of the features
onemight hope to settle analytically in the future is the asymptotic estimate c s s2

2 3µ( ) which comes out with a
precision that suggests an exact result.

Much is left to be done for entropic uncertainty. Herewe gave only some basic comparisons to the variance
case. It would be interesting to seewhether the entropic relations can be refined to the point that they can be used
to derive sharp variance inequalities asHirschman did in the phase space case [9].

Formeasurement uncertainty the general situation is not so favourable, perhaps due to themuchmore
recent introduction of the subject. At this point we knowof no efficient way to derive sharp bounds for generic
pairs of observables. Nevertheless, wewere able to treat the case of a jointmeasurement of all components in
arbitrary directions, because in this case rotational symmetry is not broken and leads to considerable
simplification.One of these simplifications is the observation that the two basic error criteria, namelymetric
uncertainty and calibration error lead to the same results. This was already familiar from the phase space case.
However, a further simplification onemight have expected from this analogy definitely does not hold: there
seems to be no quantitative link between preparation andmeasurement uncertainty for angularmomentum.
Further researchwill showwhether useful general connections between the two faces of the uncertainty coin can
be established.

The limit large s  ¥ can be understood as ameanfield limit [23], when the spin-s representation is
considered as s2 copies of a spin-1 2 system in a symmetric state.We can also see this as a classical limit 0 
[33], in the sense that the angularmomentum in physical units, i.e., ÿ isfixed, and hence the dimensionless half-
integral representation parameter s has to diverge. This offers away to treat not just the uncertainty aspects of
this limit, but also the limit of thewhole theory of angularmomentum.
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