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A B S T R A C T

With the growing market of mobile devices and Virtual, Augmented, and Mixed

Reality (VR/AR/MR) applications, headphone-based Three-Dimensional (3D)

audio is becoming increasingly important. Head-related Transfer Functions

(HRTFs), which represent the acoustic filtering of incoming sounds by the lis-

tener’s morphology, are essential to create virtual sound images reproduced

via headphones.

Various measurement systems have been proposed to fast record personal

HRTFs from different directions, but most of them require expensive hardware

setups. In addition, these systems are usually limited to estimate directional

HRTFs with a fixed source-listener distance. In this thesis, an MR-based mo-

bile system is proposed for fast estimating distance- and direction-dependent

HRTFs with only one loudspeaker.

Perceived externalization, i.e., out of the head, is one of the most important

features for building up immersive Virtual Acoustic Environments (VAEs). It

is well known that reverberation and spectral information of direct sound com-

ponents are two essential cues related to perceived externalization. This thesis

further studies the relative impact of these two cues in contralateral versus ip-

silateral ear signals on externalization of lateral sound images. Based on the

outcomes of these studies, a series of experiments is designed to build a quan-

titative model to explain the interplay of important acoustic cues in externaliza-

tion of lateral sound sources.

Due to the challenge of measuring individual HRTFs for every listener, non-

individual HRTFs are commonly applied in binaural rendering systems in com-

bination with simple room models. However, the synthesized sound sources

from frontal and rear directions are difficult to be perceived as well external-

ized. This thesis proposes an advanced binaural rendering system to enhance

externalization of frontal and rear sound images based on the localization- and

externalization-related auditory cues.

Keywords: Perceived externalization, Head-related transfer function (HRTF),

HRTF Measurement, Reverberation, Spectral information, Binaural rendering

system.
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Z U S A M M E N FA S S U N G

Mit dem wachsenden Markt mobiler Geräte und Virtual-, Augmented- und

Mixed-Reality-Anwendungen (VR/AR/MR) gewinnt kopfhörerbasiertes drei-

dimensionales (3D) Audio zunehmend an Bedeutung. Kopfbezogene Übertra-

gungsfunktionen (eng: HRTFs), die die akustische Filterung der einfallenden

Schallsignale durch die Hörermorphologie darstellen, sind wichtig für die Er-

zeugung der über Kopfhörer wiedergegebenen virtuellen Klangbilder.

Es wurden verschiedene Messsysteme zur schnellen Aufnahme individuel-

ler HRTFs vorgeschlagen, aber die meisten von ihnen erfordern umfangreiche

Hardware-Setups. Außerdem sind diese Systeme in der Regel auf die Messung

richtungsabhängiger HRTFs mit einem festen Abstand zwischen der Quelle

und dem Hörer beschränkt. In dieser Arbeit wird ein MR-basiertes mobiles

System zur schnellen Messung von abstands- und richtungsabhängigen HRTFs

mit nur einem Lautsprecher vorgeschlagen.

Die Externalisierung ist eine der wichtigsten Eigenschaften für den Aufbau

immersiver virtueller akustischer Umgebungen (eng: VAEs). Es ist bekannt,

dass die Reflexionen und die spektrale Information der Direktschallkompo-

nenten zwei wesentliche Merkmale in Bezug auf die Externalisierung sind. In

dieser Arbeit wird der relative Einfluss dieser beiden Merkmale in kontralatera-

len gegenüber ipsilateralen Ohrsignalen auf die Externalisierung von lateralen

Klangbildern weiter untersucht. Basierend auf den Ergebnissen dieser Studien

wird eine Reihe von Experimenten durchgeführt, um ein quantitatives Modell

zur Erklärung des Zusammenwirkens der wichtigsten akustischen Merkmale

bei der Externalisierung von seitlichen Schallquellen zu erstellen.

Aufgrund der Schwierigkeit zur Messung individueller HRTFs für jeden Hö-

rer werden in binauralen Wiedergabesystemen häufig generische HRTFs in

Kombination mit einfachen Raummodellen verwendet. Allerdings sind die syn-

thetisierten Schallquellen aus frontalen und hinteren Richtungen schwierig als

perfekt externalisiert wahrzunehmen. In dieser Arbeit wird ein neuartiges Wie-

dergabesystem vorgeschlagen, um die Externalisierung von frontalen und hin-

teren Klangbildern basierend auf den lokalisierungs- und externalisierungsbe-

zogenen auditorischen Merkmalen zu verbessern.

Schlagwörter: Wahrgenommene Externalisierung, Kopfbezogene Übertra-

gungsfunktion (HRTF), HRTF Messung, Reflexionen, Spektrale Information, Bi-

naurales Wiedergabesystem.
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D I S S E RTAT I O N





1
I N T R O D U C T I O N

Humans have the ability to localize sound sources in everyday situations with

two ears (binaural hearing). Under normal listening conditions, sounds of the

real world are perceived as externalized, i.e., out of the head. In contrast, the

sounds presented via headphones are often perceived within the head (“in-

ternalized”), i.e., in-head-localization [1]. The main reason for the difference

is that the headphone signals directly reach the listener’s ears, while the real

world sounds are acoustically filtered by the listener’s morphology (pinnae,

head, and torso) characterized by Head-related Transfer Functions (HRTFs).

Head-related Impulse Responses (HRIRs) are the time domain representation

of HRTFs.

To describe the direction of a sound source relative to the listener’s head, a

special coordinate system with the head at the origin (Head-related Coordinate

System) is introduced according to Blauert [2].

Horizontal plane

Median plane
Frontal plane

θ

φ

(0°, 0°)

(9
0°

, 0
°)

(180°, 0°)
(2

70
°, 

0°
)

(0°, 90°)

(0°, -90°)

Figure 1.1: Head-related coordinate system according to Blauert [2].

As shown in Figure 1.1, the direction of sound incidence is described by two

spherical angles, namely the azimuth angle (ϕ) and the elevation angle (θ). Fur-

ther, three planes are defined in this coordinate system, i.e., the horizontal, the

3



4 introduction

median and the frontal plane. The horizontal plane is at the listener’s ear level

and divides the space into the upper and lower hemispheres; the frontal plane

separates the space into the front and back hemispheres; the median plane is

vertical to the horizontal and frontal planes, and divides the space into the left

and right hemispheres. The azimuth angle ϕ describes the source direction in

the horizontal plane, starting at 0° (frontal direction), and increasing counter-

clockwise up to 360°, while the elevation angle θ indicates the elevated direction

and is limited between -90° (bottom) and 90° (top). In order to better illustrate

the experimental results in this thesis, we redefine ϕ on the right-hand side,

which decreases clockwise from 0° (frontal direction) to -180° (rear direction).

Hence, ϕ of -180° and 180° indicate the same direction.
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Figure 1.2: Binaural and monaural cues for sound source localization. The upper three
figures illustrate the mechanisms of ITD (left), ILD (middle) and monaural
spectral cue (right). The bottom left figure shows the binaural cues con-
tained in a pair of HRIRs measured at an azimuth angle (ϕ) of 20° in the
horizontal plane, and the bottom right figure illustrates the difference in the
magnitude spectrum of the left ear HRTFs measured at θ of 0° and 45° (ϕ
= 0°). The HRTFs used are taken from the CIPIC database (subject #3) [3].

All directional features of sound sources are encoded in HRTFs, including

Interaural Time Differences (ITDs), Interaural Level Differences (ILDs) and the

monaural spectral information (see the bottom panel of Figure 1.2). The lower

left figure shows a pair of HRIRs measured at ϕ of 20° in the horizontal plane,

and the binaural cues (ITD and ILD) can easily be identified by the difference

in onset delays and amplitudes between the left and right HRIRs. The lower

right figure shows the magnitude spectra of the left ear HRTFs for a frontal

and an elevated sound source, and illustrates a noticeable spectral difference
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in HRTFs (at high frequencies) between these two source directions. The up-

per panel of Figure 1.2 illustrates the mechanisms of these three cues. ITDs

and ILDs are caused by the difference in the propagation time from the sound

source to two ears, and by the head shadow effect, respectively. The monau-

ral spectral cues describe the direction-dependent spectral energy distribution

of sound sources resulting from multiple reflections and diffraction of the pin-

nae, head and torso. The perception of sound sources in the horizontal plane

(lateral-angle perception) is cued by the interaural/binaural cues, where ITDs

and ILDs are perceptually dominant at low (below 1.5 kHz) and high (above

1.5 kHz) frequencies, respectively [4]. The monaural spectral cue is relevant to

the perception of elevated sound sources (polar-angle perception) [2].

Headphone-based Three-Dimensional (3D) audio technology is becoming

increasingly important thanks to the ever-growing market of mobile devices,

Virtual Reality (VR)/Augmented Reality (AR)/Mixed Reality (MR) applica-

tions, teleconferencing, and High-Definition Television (HDTV), etc. [5]. Fil-

tering a dry audio signal by a pair of HRTFs prior to playback via headphones

can create a virtual sound image in the free-field, and the simulated sound is

perceived as coming from the direction related to the pair of HRTFs used [6].

However, in our everyday situations, the typical listening environments are

rooms (echoic spaces) rather than the free-field (e.g., snowy field). When lis-

tening in rooms, not only the direct sound but also multiple reflections from

different directions are acoustically filtered by the listener’s morphology. The

filtering can be considered as an interaction between HRTFs and room trans-

fer functions, and is described by Binaural Room Transfer Functions (BRTFs).

Binaural Room Impulse Responses (BRIRs) are the time domain representation

of BRTFs. To generate headphone-based reverberant sound sources, BRIRs can

be used in the same way as HRTFs in binaural synthesis.

In general, a BRIR can be divided temporally into two parts: a direct and

a reverberant part. The direct part is the impulse response from the sound

source to the listeners’ ears without any room information (free-field condi-

tion) as described by HRIRs. The reverberant part contains the information of

room acoustics, and can further be separated into an early reflection and a late

reverberation part.

Early reflections, consisting of a series of discrete reflections from walls,

floors, ceilings, etc., can be observed within a few milliseconds after the di-

rect sound. Reflections arriving within about 1ms after the direct sound influ-

ence the perceived source location (“summing localization”) [2]. The perceived

source position is dominated by the position of the direct (leading) sound

source, if the delay to reflections is larger than 1ms and below the echo thresh-

old (typically between 5 and 50ms), above which separate auditory events are
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perceived. This effect is called the precedence effect [7–9]. Additionally, early

reflections play an important role in source coloration, source width and speech

intelligibility [10].

The late reverberation (about 80ms after the direct sound), consisting of high-

density reflections, contributes to the listener envelopment. The energy of the

late reverberation is uniformly distributed in the room (diffuse), and individual

reflections are not audible. It should be noted that the amount of reverberation

is highly dependent on the acoustics of the room. In the case of an anechoic

environment (free-field), the amount of reverberation is close to zero, and only

the direct sound component remains.

The rest of this Chapter is organized as follows. Section 1.1 provides a brief

overview of the acoustic cues contained in binaural signals that are relevant to

externalization perception. After that, two important frameworks for model-

ing perceived externalization are introduced in Section 1.2. Section 1.3 shows

a widely used binaural rendering system to create headphone-based virtual

sounds. Lastly, the contribution and outline of the dissertation are described in

Section 1.4.

1.1 acoustic cues for perceived externalization

Perceived externalization plays an essential role in the construction of immer-

sive Virtual Acoustic Environments (VAEs), and it can be easily affected if there

is a mismatch between spatial properties of the synthesized virtual sounds and

those of the listener’s natural acoustic exposure. Over the years, relevant acous-

tic cues related to perceived externalization have been investigated [11].

1.1.1 HRTF-related acoustic cues

Hartmann and Wittenberg [12] studied the relevance of binaural and monaural

acoustic cues contained in HRTFs on externalization, and revealed that ITDs be-

low about 1 kHz, ILDs at all audible frequencies, and the correct spectral infor-

mation in ear signals were relevant to externalization perception. Some studies

investigated the importance of HRTF spectra on externalization. Kulkarni and

Colburn [13] expressed the magnitude spectra of HRTFs as Fourier Series (FS),

and truncated the number of FS to smooth the magnitude spectra of HRTFs. Lis-

teners were asked to evaluate the localization and externalization performance

of virtual sound sources rendered with spectrally smoothed HRTFs. The results

showed that the reduction of spectral information affected the elevation percep-

tion but not the degree of externalization. In contrast, Baumgartner et al. [14]

flattened the magnitude spectra of HRTFs and observed that the sound images
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gradually approached listeners’ heads. Hassager et al. [15] spectrally smoothed

the direct parts of BRIRs (corresponding to HRIRs) by using gammatone filters

with different bandwidths, while keeping the reverberant parts unchanged. Lis-

teners were asked to rate externalization of the sound sources generated with

these modified BRIRs. The results illustrated that reducing the spectral details

in direct parts of BRIRs affected externalization noticeably, in agreement with

the observations reported in [14].

1.1.2 Reverberation-related acoustic cues

In reverberant environments, reverberation plays an important role in perceived

externalization of virtual sound images [16]. Several studies have explored the

relationship between the degree of externalization and the length of BRIRs, and

have shown that reverberation between 20ms and 80ms did affect externaliza-

tion, but extending reverberation to a longer duration did not further affect

externalization [16–18].

Catic et al. [18] demonstrated that diotic reverberation was not sufficient to

generate a well externalized sound image, especially when the direct sound

provided small interaural differences (e.g., frontal sound sources). Similarly,

Leclère et al. [19] concluded that reverberation did improve externalization,

but only if it provided interaural differences. Hassager et al. [15] observed

unchanged externalization results from virtual sound sources generated with

modified BRIRs that had spectrally smoothed reverberation. These studies indi-

cated that the binaural information from reverberation is important for external-

ization [18, 19], while the spectral information in reverberation is less important

for externalization compared to that in direct sound components [15, 20].

In general, two types of psychophysical tasks can be used to quantify sound

externalization: binary judgment (“inside” vs. “outside” the head) [21] and

continuous scale (from “at the center of the head” to “at the position of the

reference sound source”) [12]. The binary judgment can be effectively used

to detect whether the sound is externalized or not. A continuous rating scale

is used to evaluate sound externalization in depth (degree of externalization),

since sounds may be perceived inside the head or close to the skull. The latter is

commonly applied in externalization studies assuming that externalization is a

matter of degree and is thought to mediate the distance perception [1, 12]. Exter-

nalization and perceived distance are closely related, and the distance-related

acoustic cues may have the potential to indicate perceived externalization of

sounds. The main difference between them is that externalization shows a

strong dependence on binaural cues, whereas distance perception is dominated

by monaural cues [11].
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Direct-to-Reverberant Energy Ratio (DRR) has long been regarded as an im-

portant cue for distance perception of sound sources [22]. Shinn-Cunningham

et al. [23] observed that the Frequency-to-Frequency Variability (FFV), which

describes the frequency variability in the magnitude spectra of BRIRs, increas-

ing with source-listener distance. Hence, DRR and FFV can be considered as

potential indicators of the degree of externalization. Catic et al. [24] analyzed

the distributions of short-term ILDs collected from reverberant binaural speech

signals, and pointed out that the ILD temporal fluctuations, represented by

standard deviation of ILDs over time, contributed to externalization of sound

sources that contain high-frequency components (above 1 kHz). In their second

study, Catic et al. [18] found that reverberation-related short-term binaural cues,

i.e., Interaural Coherence (IC), ILD and IC temporal fluctuations, were respon-

sible for externalization perception, while the externalization results were not

well reflected in DRR values. Similar results can be found in [19, 20], suggest-

ing that the reverberation-related binaural cues can be used as indicators for

predicting externalization.

1.1.3 Head and source movements

In natural listening situations, listeners are free to rotate their heads, resulting

in sound sources that move relative to the subjects’ heads. To realize the behav-

ior of head movements in binaural synthesis, head-tracking devices (placed on

the listeners’ heads) are commonly used to detect the head movements so that

the virtual listening environments can be rotated accordingly to fix the absolute

positions of the virtual sound sources.

Compared to static scenarios (binaural reproduction without head move-

ment), dynamic cues introduced by head movements can effectively improve

the localization performance of virtual sound images [25, 26]. Several recent

studies revealed that large head movements can improve externalization of vir-

tual sound images especially for frontal and rear sound sources, while small

head movements have little effect on externalization [21, 27–29]. The improve-

ment in externalization can persist even when the head movement stops. In con-

trast, moving the head without head tracking, i.e., the relative direction between

the virtual sound source and the listener remains unchanged during head move-

ments, deteriorates the degree of perceived externalization [21, 27, 28]. Li et al.

[29] showed that large head movements in the horizontal and median planes

have almost the same influence on externalization of a frontal sound source,

indicating that the influence of head movements on externalization does not

depend on the movement pattern. Additionally, Li et al. [30] found that the rel-
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evance of head movements on externalization is reduced when reverberation is

present.

Large source movements can also improve externalization but to a smaller

extent than the improvement caused by head movements [28]. Moreover, large

source movements in the horizontal and median planes have nearly the same

impact on externalization, while source movements in the front/back direction

have no effect on externalization [29].

1.1.4 Visual information

The presentation of congruent visual information that supports the existence of

well externalized sound images improves perceived externalization of virtual

sounds presented via headphones.

Werner et al. [31] divided listeners into two groups with and without the

presence of visual cues. Test stimuli rendered with BRIRs were played back

through headphones, with one group of listeners tested in darkness, while the

listeners in the second group could see the room and the loudspeakers. The lis-

tening test was performed in the same room where the BRIRs were measured.

In the experimental results, higher externalization ratings were observed for

listeners who were presented with visual cues. Udesen et al. [32] reported re-

ductions in externalization of virtual sounds presented with incongruent vision

of the listening room, i.e., the test stimuli were recorded in one room while the

subjects listened to them in a different room. A similar result can be found in

[31], which is referred to as the Room Divergence Effect (RDE).

Gil-Carvajal et al. [33] further studied the influence of incongruent auditory

and visual information in perceived externalization. Listeners were divided

into two groups to rate externalization of test stimuli presented over head-

phones, where one group was provided only with the auditory information,

and the second group was given only the visual information of the playback

room. The listeners in the first group could not see the listening environment

(blindfolded) but could hear sounds from a speaker positioned in the listening

room (“auditory” group), while the listeners in the second group could see the

listening environment but no sound was reproduced except for test stimuli pre-

sented via headphones (“visual” group). The experimental results showed that

the externalization ratings were mainly influenced by the incongruent auditory

information, but not by the visual impression of the playback room, suggesting

that the congruent auditory cues were more relevant to externalization percep-

tion than the room-related visual information.

All these studies indicate that virtual sounds can be perceived as well exter-

nalized when the played back signals match the listeners’ expectations.
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1.2 externalization model

Externalization is commonly quantified through psychoacoustic listening ex-

periments, i.e., subjects listen to test signals and rate them based on a given

rating scale.

Plenge [34] introduced a conceptual model to explain the localization (di-

rection and distance) perception by humans, consisting of a long-term and a

short-term memory. The long-term memory stores the auditory localization

cues (ILDs, ITDs and monaural spectral cues) presented in HRTFs, while the

short-term memory is mainly used to store the properties of sound sources

and the room-related information (e.g. reverberation and visual information).

The HRIRs are initially learned in childhood and then continuously re-learned

until the individual anatomies (e.g., head size, pinnae structure) reach their fi-

nal sizes [34]. Hence, an adaptation to altered head-related localization cues

takes a long time (several days) [35]. In contrast, the adaptation of information

in short-term memory is relatively fast and is needed every time the listening

environment changes.

Perceived Externalization of virtual sound images tends to be disrupted,

when the “information” provided by binaural signals (target) differs from that

stored in both memories (reference templates). Based on Plenge’s conceptual

framework, two externalization models have been proposed by calculating the

deviations in monaural (Figure 1.3a) or binaural ((Figure 1.3b) cues between

target and template signals [15, 36]. All acoustic cues are extracted after the

auditory peripheral filtering of ear signals (“externalization patterns”). Note

that the deviation of monaural cues between the target and template signals

is calculated for each ear, and the binaurally weighted deviation is applied to

map to externalization results.

Hassager et al. [15] observed that spectral smoothing of the direct sound com-

ponent of BRIRs resulted in ILD deviations from the reference signal generated

with individually measured BRIRs (see Section 1.1.2). They have therefore de-

veloped a model that calculates the deviations of frequency-dependent ILDs

between target (generated with spectrally smoothed BRIRs) and reference sig-

nals to predict externalization ratings, and the results were consistent with the

subjective data. Baumgartner and Majdak [36] compared the performance of

different metrics, i.e., ILDs, Spectral Gradients (SGs), ILD temporal fluctuations,

IC, inconsistencies between ITDs and ILDs, and the Sound Pressure Level (SPL),

in terms of externalization prediction of anechoic sounds. They applied these

metrics to four previous studies ([12, 14, 15, 37]) and compared the predicted

results with externalization ratings subjectively obtained in those studies. The

validation results suggested that the monaural spectral cues represented by SGs
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(b) Externalization model based on binaural acoustic cues.

Figure 1.3: Simple structures of externalization models by comparing monaural (Fig-
ure 1.3a) and binaural (Figure 1.3b) cues between target and template sig-
nals [36]. The blue and right lines represent left and right ear signals, re-
spectively.

were important for predicting externalization of anechoic sounds. In addition,

the joint evaluation of deviations in binaural and monaural cues provided the

most reliable results.

1.3 binaural rendering

BRIRs are highly individual and depend on source and listener positions (di-

rections and distances) in a room. For dynamic binaural rendering applications

with moving sound sources and a moving listener, a large set of BRIRs with

different source and listener positions in the room is required. Further, storing

a complete set of BRIRs needs a lot of memory, and the convolution with long

BRIRs in real-time is computationally complex. Instead of convolving with

BRIRs, a widely used method for binaural rendering is to synthesize the direct

sound and the reverberant part separately.

Figure 1.4 shows the block diagram of a typical binaural rendering system.

The direct sound is generated by filtering the input audio signal with a pair

of HRTFs (“HRTFL(ϕ0, θ0)” and “HRTFR(ϕ0, θ0)”) according to the direction

of the sound source relative to the listener’s head. The reflections can be con-

sidered as delayed, attenuated and low-pass filtered input signals because of

the propagation paths, wall and air absorption, etc. Since early reflections are

sparse and the direction of each reflection is discernible, the reflected sounds

(“early reflection buffers”) are filtered by corresponding HRTFs. The late rever-

beration is diffuse and does not contain distinct directional information. The
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Figure 1.4: Structure of a typical binaural rendering system.

image-source method [38] and the Feedback Delay Network (FDN) method [39]

are commonly used to simulate early reflections and the late reverberation, re-

spectively. For dynamic scenarios, a head tracking device is used to record the

listener’s head orientation, allowing the VAE to be rotated accordingly.

Since HRTFs do not contain room information and only the relative position

between the sound source and the listener should be considered for the mea-

surement, measuring HRTFs is relatively easier than measuring BRIRs. Even so,

recording high-resolution individual HRTFs is time-consuming and can hardly

be performed for every listener. In practice, non-individual HRTFs taken from

available databases are often used for binaural synthesis.

1.4 thesis contribution and outline

The main contributions of this thesis related to perceived externalization of

headphone-based virtual sounds are listed below and are described in the rest

of this thesis.

Chapter 2: HRTF measurement

HRTFs are essential for creating immersive VAEs reproduced over headphones.

Different systems/approaches have been proposed to fast measure direction-

dependent individual HRTFs. Most systems require comprehensive hardware

setups, e.g., loudspeaker arrays, and a large space for the HRTF measurement,

and subjects should be kept still during the measurement. He et al. [40] pro-

posed an approach to rapidly record individual HRTFs using only one loud-
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speaker. With this system, subjects are asked to actively perform head move-

ments to cover different measurement positions.

Almost all systems are designed to measure Two-Dimensional (2D) HRTFs

from different directions with a fixed distance between the loudspeaker and the

subject [41]. In this thesis, an overview of the state of the art in different HRTF

measurement systems/approaches is provided. Furthermore, an MR-based mo-

bile measurement system is proposed for rapid acquisition of distance- and

direction-dependent (3D) individual HRTFs with a single loudspeaker. With

this system, subjects are asked to rotate their heads and move their bodies to-

wards or away from the loudspeaker to cover measurement positions visualized

by the MR device. In addition, the estimation errors of the HRTFs are calcu-

lated and provided to the subjects in real-time. The proposed system shows the

potential to quickly measure individual 3D HRTFs with a mobile setup.

Chapter 3 and Chapter 4: Acoustic cues on perceived externalization

It is well known that reverberation is relevant for perceived externalization. In

the case of a frontal sound source, the reverberation is equally important for

both ears for externalization. In this thesis, the relative influence of reverbera-

tion at the ipsilateral versus the contralateral ear on externalization of a lateral

sound source is investigated. Different acoustic cues are extracted from binau-

ral signals to explain the influence of lateralized reverberation on externaliza-

tion. Additionally, this influence is investigated for different source directions

(see Chapter 3).

Afterwards, the role of ILDs and monaural spectral information on external-

ization of a lateral sound source is further studied. Moreover, the relevance

of spectral details of the HRTFs on externalization in the presence of reverber-

ation is explored. Based on the findings of these studies, a novel externaliza-

tion model is proposed that incorporates three important acoustic cues, namely

ILDs, SGs, and ILD temporal fluctuations, to predict externalization ratings of

anechoic and reverberant lateral sound sources. This developed model can be

used to generate hypotheses for externalization experiments in the future (see

Chapter 4).
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Chapter 5: Externalization enhancement of virtual frontal and rear sound

sources

Non-individual HRTFs are widely applied in binaural rendering systems in

combination with a simple room model to create virtual sounds reproduced

via headphones (see Section 1.3). However, many studies have shown that the

externalization ratings of frontal and rear sound sources are relatively low com-

pared to that of lateral sound sources [19, 21]. The reason could be that the

interaural differences contained in sound sources close to the median plane are

smaller than those present in lateral sound sources. In this thesis, an advanced

binaural rendering system is proposed to improve externalization of frontal

and rear sound sources by using the localization- and externalization-related

auditory information.

Chapter 6 concludes the dissertation and suggests a perspective for future

work.



2
M E A S U R E M E N T O F I N D I V I D U A L H RT F S

2.1 introduction

HRTFs are highly individual and direction-dependent. Moreover, in the near-

field (proximal region), HRTFs vary as a function of source-listener distance [42].

A high-resolution HRTF dataset is required for each listener to experience im-

mersive VAEs, but its measurement is time-consuming when using traditional

methods. Although interpolation and extrapolation approaches [43–47] can dra-

matically reduce the measurement points, the required measurement number

is still high [48, 49]. Over the years, different measurement systems/meth-

ods have been proposed for rapid acquisition of individual HRTFs, which are

mostly based on multi-loudspeaker setups. In this Chapter, a mobile measure-

ment system based on an MR device is proposed to quickly measure individual

3D HRTFs with only one speaker. Parts of this Chapter have been published

in [41, 50, 51].

This Chapter is organized as follows: Section 2.2 introduces the fundamen-

tals of HRTF measurements. After that, a survey of HRTF measurement sys-

tems/methods is provided in Section 2.3. Then, a mobile measurement system

for fast capturing individual 3D HRTFs is presented in Section 2.4. Concluding

remarks are drawn in Section 2.5.

2.2 fundamentals of hrtf measurements

2.2.1 HRTF as an LTI system

An HRTF can be approximated as a Linear Time Invariant (LTI) system between

a point sound source in the free-field and a defined position in the listener’s

ear canal. Theoretically, all methods for identifying the transfer functions of

LTI systems can be used to measure HRTFs.

Figure 2.1 shows the principle of signal processing through an LTI system

in the time and frequency domain. In the time domain, the output signal y(t)

15
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Figure 2.1: Basic principle of signal processing through an LTI system (adapted from
Figure 7.7 in [52]).

is calculated by convolving the input signal x(t) with the system impulse re-

sponse h(t):

y(t) = x(t) ∗ h(t) =
∫∞

−∞

x(τ) h(t− τ) dτ, (2.1)

where ∗ denotes the convolution operator. In the frequency domain, the out-

put signal Y(f) can be calculated by multiplying the input signal X(f) and the

system transfer function H(f):

Y(f) = X(f) ·H(f). (2.2)

The transformation of signals between the time and frequency domain is

realized with the Fourier Transform (FT) and its inverse (IFT). In order to

determine the impulse response/transfer function of the LTI system, the input

and output signals are prerequisites. Since the multiplication is easier than

the convolution operation, the calculation of the system impulse response, i.e.,

deconvolution process, is typically performed in the frequency domain:

h(t) = IFT {H(f)} = IFT

{
FT {y(t)}

FT {x(t)}

}

. (2.3)

In the digital domain, the signal transformation between the time and fre-

quency domain is usually performed by the Fast Fourier Transform (FFT) and

its inverse (IFFT) for efficiency. Note that the signal length should be a power

of two to apply FFT and IFFT. In practice, the input and output signals are

padded with zeros to double the signal length (or FFT length) before trans-

forming to the frequency domain to avoid aliasing errors (circular shift of the

calculated impulse response in the time domain). Further, to avoid division by

small values in the frequency domain, the denominator is appropriately regular-

ized [53]. In addition to this typical deconvolution method (Equation 2.3), some

other approaches, such as time-reversed filter method, circular cross-correlation

method, have been proposed based on the properties of the excitation signals

to be used to accelerate the deconvolution process [54, 55].
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2.2.2 Basic HRTF measurement

HRTF measurements are usually performed in an anechoic chamber to avoid

noticeable reflections. A subject is equipped with a pair of miniature micro-

phones, and a loudspeaker (typical sound source) is placed at a defined dis-

tance and direction (measurement position) to the subject. An excitation signal

is played back from the loudspeaker and is recorded by the miniature micro-

phones. Then, a pair of HRTFs for this measurement position is calculated

based on the emitted and recorded signals. This process is then repeated until

all measurement positions are covered. The measured HRTFs need to be fur-

ther post-processed to remove reflections and compensate for the influences of

the loudspeaker and microphones.

The position of miniature microphones has an influence on the measurement

results, since the sound pressure changes along the subject’s ear canals [56–58].

Based on the model of the ear canal with a transmission-line [59], Hammershøi

and Møller [60] demonstrated that almost all localization information of sound

sources can be well captured with the microphones placed at blocked entrances

of the ear canals. An extensive subjective experiment was performed in [61]

to compare HRTFs with blocked and open ear conditions for different source

directions, and the results confirmed the concepts presented in [59, 60]. The

“blocked ear technique” is therefore widely used to measure HRTFs of human

subjects because it is more convenient than placing microphones inside the ear

canals.

The excitation signals used to obtain impulse responses have a wide range.

Linear/exponential sweeps [62, 63], white noises [64], Maximum Length Se-

quence (MLS) [65] and Inverse Repeated Sequence (IRS) [66] are commonly

used for measuring HRTFs. The energy of the excitation signal should be set

high enough compared to the ambient noise to provide a sufficient Signal-to-

Noise Ratio (SNR) of the measurement result (usually above 60 dB). On the

other hand, the signal energy must be limited due to the dynamic range of

the measurement equipment [54]. More details on the fundamentals of HRTF

measurements can be found in [41, 64, 67].

2.3 state of the art in individual hrtf measurements

2.3.1 Multi-loudspeaker setups

Increasing the number of sound sources (loudspeakers) is a straightforward

way to fast measure HRTFs from different directions. In general, two design

options of the multi-loudspeaker setup can be found in literature. The first
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option is that multiple loudspeakers are placed in a spatial or spherical lay-

out (see [68, 69]). Since the speaker positions may already cover the complete

measurement directions, there is no need to reposition the subject or the loud-

speaker system. The second case is the combination of a loudspeaker array and

a single-axis positioning system (see [70–73]). The speakers are placed on a

vertical, horizontal or circular arc, and the positioning system is used to rotate

the loudspeaker array or the subject to cover the measurement points. Con-

sidering the measurement space and infrastructure costs, the latter option is

widely applied in acoustic laboratories, and different fast HRTF measurement

approaches have been developed based on this setup.

Majdak et al. [74] introduced a Multiple Exponential Sweep Method (MESM)

to reproduce interleaving and overlapping exponential sweeps from multiple

loudspeakers. This approach takes advantage of using exponential sweeps as

excitation signals, where the harmonic distortions and the linear impulse re-

sponse of the system under test are separated after deconvolution. The MESM

consists of two mechanisms, i.e., interleaving and overlapping. For the inter-

leaving mechanism, a group of exponential sweeps is played back with a short

delay, so that the group of linear impulse responses of the measured systems

lies between the linear impulse response and the 2nd order harmonic distortion

of the system response. For the overlapping strategy, a group of exponential

sweeps for the following system (grouped loudspeakers) can be reproduced in

overlapping form with the previous sweep signals if the highest order harmonic

distortion of the system response does not interfere with the linear impulse

response of the previous system. Dietrich [75] optimized the MESM by apply-

ing a generalized overlapping strategy instead of overlapping and interleaving

mechanisms to further reduce the measurement time.

The MESM and its optimized form can reduce the time to measure HRTFs

from different fixed source (loudspeaker) directions. However, for the measure-

ment of other source directions, the subject or the loudspeaker system must

be repositioned, which takes a lot of time, i.e., stop & go mechanism. Richter

and Fels [70] extended the MESM to measure HRTFs continuously with a ro-

tating subject (continuous measurement mechanism). The measurement setup

consists of a vertical loudspeaker array and a turntable, where the turntable

can be rotated in the horizontal plane. The exponential sweeps are played

back in an overlapped form according to Dietrich [75], and after the last loud-

speaker starts to emit sweep signals, the first loudspeaker is re-started with

an overlap. The subject is positioned on the turntable and is rotated continu-

ously in the horizontal plane. Compared to the traditional MESM applied to

the stop & go mechanism, this approach can save the time required to reposi-

tion the subject or loudspeaker system. However, this method may introduce
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noticeable frequency-dependent offsets at the measurement positions, since the

sweep signal changes its instantaneous frequency with time and the azimuth

angles between the loudspeakers and the listener also vary with time. Richter

and Fels [70] adjusted the offsets by interpolating HRTFs in the Spherical Har-

monic (SH) domain. The rotational speed of the turntable has a large influence

on measurement results. Subjective experiments have been performed to evalu-

ate the quality of HRTFs measured with different rotational speeds. The results

revealed that the measurement errors were not audible when the rotational

speed was less than 3.8 °/s.

Instead of using classic deconvolution methods, adaptive filtering approaches

can alternatively be applied for recursive estimation of HRTFs [76]. Enzner

[77] first introduced a measurement system for continuously capturing One-

Dimensional (1D) HRTFs in the horizontal plane with a single fixed loud-

speaker and a rotating subject. Various adaptive algorithms can be applied

to identify HRTFs, and among them, the Normalized Least Mean Squares

(NLMS) method is often used due to its low computational cost and high per-

formance [76]. Different broadband signals, such as white noises and pseudo

random sequences can be used as excitation signals for adaptive filtering ap-

proaches. Antweiler et al. [78] derived perfect sweeps from perfect sequences

to enable a fast convergence rate of the adaptive system with a robustness

against non-linearities of the measurement system, where the perfect sequences

are periodic and pseudo-noise sequences with an impulse-like periodic auto-

correlation function [79, 80]. The perfect sweep is actually a repeated linear

sweep signal and is generated with a constant magnitude spectrum and a lin-

ear group delay in the frequency domain [78]. The results showed the use of

perfect sweeps as excitation signals outperformed white noise in terms of SNRs

of measured HRTFs. Enzner [81] further extended the NLMS method to fast

measure 2D HRTFs with multi-loudspeaker setups and a rotating subject. With

this approach, multiple loudspeakers can simultaneously reproduce orthogo-

nal excitation signals (independent of each other) to uniquely identify HRTFs

from different loudspeaker directions.

Most multi-loudspeaker setups are designed to measure HRTFs with a fixed

source-listener distance (2D HRTFs), where multiple loudspeakers are mounted

on an arc. Since such setups can not be flexibly changed to measure HRTFs with

different distances, they are commonly applied for measuring HRTFs in the far-

field (the source-listener distance is typically larger than 1m), where the HRTFs

are distance-independent. Yu and Xie [82] developed a multi-loudspeaker setup

to measure 3D HRTFs (distance- and direction-dependent HRTFs) in which the

loudspeakers are mounted on an arc with length-adjustable support rods. The

HRTF measurement for different source directions and distances is achieved by



20 measurement of individual hrtfs

rotating the subject with a turntable and by adjusting the length of the support

rods, respectively. With this setup, not only the far-field HRTFs but also the

near-field (the source-listener distance is typically less than 1m) HRTFs can

rapidly be measured.

2.3.2 Single-loudspeaker setups

The HRTF measurement systems mentioned above require comprehensive hard-

ware setups and a large space for the placement of these setups. Further, in the

case of individual HRTF measurement, subjects should be kept still during the

whole measurement. For the measurement of high-density HRTF datasets with

only one loudspeaker, the conventional stop & go mechanism is not suitable

due to the long measurement time. Several approaches have been developed

based on the continuous mechanism to accelerate the measurement process.

Ranjan et al. [83] proposed a continuous 2D HRTF measurement approach us-

ing a head tracking device. A loudspeaker is placed in front of a subject and re-

produces an excitation signal. The subject is equipped with a pair of miniature

microphones and is asked to freely perform head movements to reach different

measurement directions. The head tracking device placed on the subject’s head

is used to record the head’s orientation, which is further synchronized with

the excitation signal and the recorded ear signals. The pair of HRIRs for each

source direction is then adaptively calculated using the NLMS method.

Under the assumption that the time-varying HRTF/HRIR is a time-varying

linear system, the recorded binaural signals y(k) (neglecting the subscripts des-

ignating the left and right ear) at discrete time k can be formulated as [77]:

y(k) =

N−1∑

n=0

x (k−n)h (n,ϕk, θk) + v (k) , (2.4)

where h (n,ϕk, θk) represents one sample of the HRIR at an azimuth angle of

ϕk and an elevation angle of θk . v (k) describes the measurement noise, and N

denotes the HRIR length. Note that this model is valid when the time of HRIR

changes is larger than the HRIR length [77]. The orientation data (ϕk, θk) is

recorded by the head tracking device during the measurement. Equation 2.4

can be rewritten with the vector representation of the HRIR and the input sig-

nal [77]:

y(k) = hT (ϕk, θk) x(k) + v (k) , (2.5)

where h(ϕk, θk) and x(k) denote the HRIR and the input signal in vector form,

respectively. x(k) consists of the most recent N samples of the excitation signal
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at time k. By applying the NLMS algorithms, the HRIR at the next time point(
ĥ(ϕk+1, θk+1)

)
is expressed as [83]:

e(k) = y(k) − ĥ
T
(ϕk, θk) x(k),

ĥ(ϕk+1, θk+1) = ĥ(ϕk, θk) + µ
x(k)

||x(k)||2 + ǫ
e(k),

(2.6)

where e(k) denotes the residual error between the recorded and predicted ear

signals, and ǫ is a regularization factor to ensure that the denominator in the

equation is non-zero. µ is the step size of the NLMS algorithms which is lim-

ited between 0 and 2 [76]. It should be chosen as a compromise between the

convergence behavior of the algorithms and the noise rejection performance. In-

stead of choosing a fixed value for µ, some studies have proposed to recursively

adjust µ based on estimation errors [40, 84, 85].

It is possible that several measurement points are visited many times be-

cause of arbitrary head movements. Ranjan et al. [83] suggested to adapt

HRIRs at new (unvisited) and old (already visited) measurement positions

separately. If the measurement direction is not yet visited (ĥ (θk+1,ϕk+1) =

0), the adaption equation is the same as Equation 2.6, namely progressive-

based NLMS (P-NLMS). In contrast, if the measurement direction is already

visited (ĥ (θk+1,ϕk+1) 6= 0), the HRIR for this direction is updated based on its

old weights for the same direction (ĥold(ϕk+1, θk+1)), namely activation-based

NLMS (A-NLMS):

ĥ(ϕk+1, θk+1) = ĥold(ϕk+1, θk+1) + µ
x(k)

||x(k)||2 + ǫ
e(k). (2.7)

ĥold(ϕk+1, θk+1) is then updated with the new filter coefficients estimated at

time k+ 1. Their studies have shown a substantial improvement in the accuracy

of the measured HRIRs by using the P- and A-NLMS (PA- NLMS) algorithms

compared with the conventional NLMS approach. In addition to the adap-

tive filtering methods, several studies have used periodic excitation signals

combined with classic deconvolution methods to continuously estimate time-

varying HRIRs [86–88].

During the measurement, subjects should be able to see the target measure-

ment directions and their head movement pattern in real-time so that they can

be prompted to cover all measurement points. We have developed an HRTF

measurement system based on a video monitor and a head tracking device [50].

As shown in the left panel of Figure 2.2, a head tracker is placed on the subject’s

head to record the orientation data, and a video monitor is placed in front of the

subject to display the measurement positions and the head movement pattern.

The right panel of Figure 2.2 shows an example of the visualized information of
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the subject’s head orientation (blue lines) and the target measurement positions

(red circles). However, the subject can only see the information when looking

at the video monitor, i.e., the video monitor provides only intermittent visual

feedback to the subject [89].
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Figure 2.2: Fast 2D HRTF measurement system based on a video monitor and a head
tracking device (left panel). Visualization of the head orientation and the
measurement points (right panel).

To overcome this problem, we have further developed a mobile HRTF mea-

surement system based on a VR Head Mounted Display (HMD). The measure-

ment setup can be seen in the left panel of Figure 2.3, where a subject wears a

VR HMD and stands in front of a loudspeaker. As shown in the right panel of

Figure 2.3, the VR HMD introduces the subject in a virtual measurement envi-

ronment (virtual anechoic chamber). The green balls presented through the VR

HMD indicate desired measurement positions and the small white ball (in front

of the virtual loudspeaker) represents the subject’s view direction. The subject

needs to rotate the head to reach these target positions. As soon as one of the

target positions is visited, the green ball at this position disappears, indicating

that the HRIR for this source direction has been measured.

Figure 2.3: Mobile 2D HRTF measurement system based on a VR HMD (left panel). Vi-
sualization of the measurement environment and the desired measurement
positions (right panel).

With this measurement system, subjects are constantly provided with the

visual information about the head orientation and the visited/unvisited mea-

surement positions (concurrent visual feedback) [89]. He et al. [40] performed
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objective and subjective evaluations of HRTFs captured with the mobile HRTF

measurement system. The quality of the measured HRTFs were high and

comparable to the HRTFs measured with classical static measurement systems.

Peksi et al. [90] have further developed the VR-based HRTF measurement sys-

tem to enable the HRTF calculation in real-time. In this way, the recorded data,

including the ear signals and the orientation data, no longer need to be stored.

In addition, the HRTF quality is calculated at each measurement position and

provided to subjects in real-time through the VR HMD.

2.3.3 Multi-microphone setups

Zotkin et al. [91] proposed a “reciprocity method” for rapid acquisition of

HRTFs by exchanging microphone and speaker positions according to the Helm-

holtz principle of reciprocity [92]. A pair of miniature speakers is inserted into

the subject’s ear canals, and a microphone array surrounds the subject. The mi-

crophone positions represent the directions of the HRTFs to be measured. Ex-

citation signals are played pack through the miniature speakers (left and right

ear signals are played back consecutively), and HRTFs from all microphone

directions can be captured at once. However, the measured HRTF has a poor

performance at low frequencies because of the small-size speakers. Moreover,

the playback level of the excitation signal is limited due to physiological safety,

resulting in a relatively low SNR of the measurement result.

2.3.4 HRTF measurements in non-anechoic environments

HRTFs are typically measured in (semi-) anechoic chambers used to simulate

free-field environments. Fast HRTF measurements in non-anechoic environ-

ments are a timely topic, because not all subjects have the opportunity to mea-

sure individual HRTFs in anechoic chambers.

The elimination of reflections and background noises is the challenge for

measurements performed in ordinary rooms [41]. Truncating the measured

HRIRs by applying a (frequency-dependent) window function [93, 94] is a typ-

ical method to remove reflections, but this approach may not be effective when

performing measurements in complex acoustic environments. The influence of

background noises on the measurement results, i.e., decreased SNR, can be re-

duced by repeating the measurement several times or using repeated excitation

signals [93], but the measurement time increases accordingly.

Recently, two preliminary studies have proposed novel approaches to sup-

press the influence of background noises [95] and reflections [96] by analyzing
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the sound field of the measurement environment captured by an additional

microphone array.

He et al. [95] extracted the sound source signal, the ambisonic energy, the

diffuseness, and the source direction from the local sound field recorded by

an ambisonic microphone (Sennheiser AMBEO). For each measurement direc-

tion, a suitable time frame in which the diffuseness was minimum, the am-

bisonic energy was highest, or the ear signal energy was highest, was selected

for the calculation of HRTFs using conventional deconvolution methods. The

selection of time frame avoided the calculation of HRTFs when the energy of

the ambient noise is high. Lopez et al. [96] proposed a method to measure

HRTFs with a multi-loudspeaker-based measurement system in an ordinary

room. Prior to the HRTF measurement, a set of room impulse responses be-

tween each loudspeaker and a spherical microphone array (custom-made) was

measured, where the microphone array was positioned at the same place where

the subject would be. Then, the measured impulse responses were decomposed

in different directions to identify the reflection pattern between the positions of

the loudspeaker and the microphone array using the Plane Wave Decomposi-

tion (PWD) approach. After the HRTF measurement, the detected reflection

patterns were used to remove reflections contained in HRIRs.

2.4 towards mobile 3d hrtf measurement

As mentioned above, most HRTF measurement systems are designed for mea-

suring 2D HRTFs in the far-field, i.e., HRTFs in azimuth and elevation planes

with a fixed source-listener distance. However, in the near-field, HRTF spectra

change substantially with different distances. In addition, ILDs of lateral sound

sources increase with decreasing distance, while ITDs remain unchanged for

different distances [42]. As a result, direction- and distance-dependent HRTFs

are required in binaural synthesis to create immersive VAEs.

To rapidly record 3D HRTFs, an MR-based mobile measurement system is

developed in combination with a single loudspeaker. The depth camera inte-

grated in the MR HMD can detect the distance between the loudspeaker and

subjects, allowing subjects to move their bodies towards or away from the loud-

speaker to measure HRTFs at different distances.

2.4.1 Overview of the measurement system

Figure 2.4 shows an overview of the MR-based mobile HRTF measurement

system. A subject equipped with a pair of miniature microphones and an MR

HMD is positioned in front of a loudspeaker. The loudspeaker plays back a
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Figure 2.4: Overview of the MR-based mobile HRTF measurement system.

continuous excitation signal (e.g., white noise, perfect sweeps), and the emitted

signal is recorded by the in-ear microphones. Through the inertial sensor and

the depth camera integrated in the MR HMD, the position data (orientation

and distance) of the subject is acquired and transmitted to a computer via the

User Datagram Protocol (UDP). The position data, the excitation signal, and the

recorded binaural signals are jointly used to estimate HRTFs frame by frame.

By applying the NLMS method, the algorithm for estimating the HRIR at

discrete time k+ 1
(

ĥ(ϕk+1, θk+1,dk+1)
)

can be formulated as:

e(k) = y(k) − ĥ
T
(ϕk, θk,dk) x(k),

ĥ(ϕk+1, θk+1,dk+1) = ĥ(ϕk, θk,dk) + µ
x(k)

||x(k)||2 + ǫ
e(k),

(2.8)

where dk denotes the distance between the listener and the loudspeaker at dis-

crete time k. This equation can further be extended based on the PA-NLMS

method as described in Section 2.3.2. When measuring the HRIR at a new (un-

visited) position (ĥ(ϕk+1, θk+1,dk+1) = 0), the HRIR update equation is the

same as Equation 2.8. For an already measured position (ĥ(ϕk+1, θk+1,dk+1)

6= 0), the HRIR is updated based on its old weights for the same position

(ĥold(ϕk+1, θk+1,dk+1)):

ĥ(ϕk+1, θk+1,dk+1) = ĥold(ϕk+1, θk+1,dk+1) + µ
x(k)

||x(k)||2 + ǫ
e(k). (2.9)

ĥold(ϕk+1, θk+1,dk+1) is then updated with the new filter coefficients obtained

at time k+ 1. The estimation error of HRTFs is calculated and provided to sub-

jects in real-time (see Section 2.4.2). Furthermore, a voice recognition function

for starting and stopping the measurement is integrated into the measurement

system so that subjects can control the measurement process themselves.



26 measurement of individual hrtfs

2.4.2 Visual feedback

Visualization of measurement positions

In the VR-based 2D HRTF measurement system, the 2D measurement points

are visualized and appear on a spherical surface (see green balls in the right

panel of Figure 2.3 or pink grids in the left panel of Figure 2.5). The measure-

ment of 3D HRTFs is actually a multiple repetition of the 2D HRTF measure-

ment procedure with different desired distances. The right panel of Figure 2.5

shows an example of measurement points distributed on three spherical sur-

faces at three measurement distances. Subjects can only see 2D measurement

points on one spherical surface at each distance during the measurement. As

soon as the estimated distance is one of the target distances, 2D measurement

points appear on one spherical surface, while the measurement points on the

other two spherical surfaces are not visible. Subjects are asked to perform head

movements to visit 2D measurement points at each predefined source-listener

distance. To cover different measurement points, subjects are asked not only

to rotate their heads, but also to move their bodies towards or away from the

loudspeaker. Note that the 3D measurement points, including measurement

distances and 2D measurement points at each distance, should be predefined

by the user. Figure 2.5 (right panel) shows an example of possible distributions

of 3D measurement points. To test our proposed system, only the HRTFs in

the horizontal plane with different distances were measured and objectively

evaluated to reduce the amount of measurement positions (see Section 2.4.3).

2D grids 3D grids

Figure 2.5: Virtual measurement points for the 3D HRTF acquisition.

Visualization of HRTF quality

A variety of factors, such as the rotational speed of head movements, impulsive

noises, etc., may influence the quality of measured HRTFs. It is important that

the HRTF quality can be calculated in real-time and provided to subjects dur-

ing the measurement, allowing subjects to re-visit the positions where HRTFs

have poor quality. The Normalized Mean Square Error (NMSE) is generally
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applied as a metric to indicate the HRTF quality when using adaptive filtering

approaches, which is expressed as (neglecting the subscripts designating the

left and right ear):

NMSE =
||e||22
||y||22

, (2.10)

where e and y are vectors consisting of the most recent N (HRIR length) sam-

ples of the error and recorded ear signals, respectively. The average NMSE of

the left and the right ear is calculated and used as an indicator of the HRTF

quality, i.e., the higher the NMSE, the lower the HRTF quality, and vice versa.

Since subjects may not be familiar with the meaning of NMSEs, the measure-

ment points are marked in different colors based on the NMSE values. Fig-

ure 2.6 shows an example of the visual representation of HRTF quality with

different colors. The grids with pink color represent unvisited measurement

positions, and disappeared grids indicate sufficient quality of measured HRTFs

(e.g., NMSEs < -25 dB). When the HRTF quality is poor or very poor, the grids

are filled with blue (e.g., -25 dB < NMSEs < -5 dB) or red colors (e.g., NMSEs

> -5 dB), and subjects are suggested to re-visit these measurement positions. In

this way, subjects can easily be informed about the HRTF quality during the

measurement.

Figure 2.6: Visual feedback of the HRTF quality through the MR HMD.

2.4.3 Measurement results

A test measurement with a human subject was performed in an anechoic cham-

ber (4.7m × 4.3m × 3.5m) located in our institute (see Figure 2.7). A loud-

speaker was positioned in front of the subject at a distance of 1.3m. HRTFs

were measured in the horizontal plane from −90° to 90° (5° resolution) at three

distances of 1.3m, 1m and 0.5m. Target measurement positions in the horizon-

tal plane are visible when the distance between the subject and the loudspeaker

is one of the desired distances. Since it is not possible to exactly reach the target
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distance, a tolerance was set for each target distance (± 0.2m). The main mea-

surement equipment was an audio interface (Focusrite Scarlett), a pair of minia-

ture microphones (Madness MM-BSM-8), a loudspeaker (Neumann KH 120A),

a computer (Dell OptiPlex 5070), and an MR device (Microsoft HoloLens one).

The sampling rate of the recorded and reproduced audio signals is 44.1 kHz.

Figure 2.7: MR-based mobile 3D HRTF measurement system.

Figure 2.8 shows an example of raw HRIRs measured at an azimuth angle

of 60° (ϕ = 60°, θ = 0°) at three distances (1.3m, 1m, and 0.5m). The left and

right panels show the HRIRs of the ipsilateral and contralateral ears, respec-

tively. It can be clearly seen that the onset delay (propagation time from the

loudspeaker to binaural microphones) reduces and the relative amplitude of

HRIRs increases as the measurement distance decreases. The measured results

were then further post-processed, including truncating the HRIR lengths, and

compensating for the microphone and loudspeaker transfer functions.

ILDs and ITDs were extracted from the measured HRTFs to show their changes

with source directions and distances. For the estimation of ILDs, HRIRs were

first filtered through a gammatone filter bank [97] with a bandwidth of one

Equivalent Rectangular Bandwidth (ERB) [98], half-wave rectified and filtered

with a 1 kHz first-order low-pass filter [99] (inner hair cell model) to approxi-

mate the cochlear filtering procedure, then the differences of root mean square

values between the processed HRIRs of the left and right ears were calcu-

lated and averaged across frequency bands. Although ITDs vary with fre-

quencies [100], these frequency-dependent variations are not relevant to the

perception of source localization [101]. In this study, broadband ITDs were

determined by calculating the Interaural Cross-Correlation Coefficient (IACC)

between the low-pass filtered HRIRs (cut-off frequency at 3 kHz) of the left and

right ears [102].
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Figure 2.8: Raw HRIRs at an azimuth angle of 60° (ϕ = 60°, θ = 0°) at distances of
1.3m (blue solid lines), 1m (red dotted lines), and 0.5m (black solid lines).
The left and right panels show the HRIRs of the ipsilateral and contralateral
ears, respectively. The sampling rate of HRIRs is 44.1 kHz.
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Figure 2.9: Absolute ILDs (left panel) and ITDs (right panel) of HRIRs measured in the
horizontal plane (−90° 6 ϕ 6 90°, θ = 0°) at three distances of 1.3m (blue
solid lines), 1m (red dotted lines), and 0.5m (black solid lines).

Figure 2.9 shows the absolute ILDs (averaged across frequency channels) and

ITDs with different azimuth angles and source-listener distances. For each

distance, ILDs and ITDs increase as the sound source moves laterally to the

listener’s head, and the maximum values of ILDs and ITDs are at the azimuth

angles of around ± 70° and ± 90°, respectively. The ILDs of HRTFs measured at

1m and 1.3m are comparable for different directions, but a noticeable increase

in ILDs of lateral sound sources can be observed as the distance decreases from

1m to 0.5m. In contrast, the ITDs remain almost unchanged with different

distances. The changes in ILDs and ITDs with source directions and distances

are comparable to the precise HRTF measurement results presented in [103],

and are highly consistent with the observations by Brungart and Rabinowitz

[42].
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2.4.4 Influences of the MR HMD on HRTFs

The MR HMD used for the measurement might degrade the quality of HRTFs

measured. To investigate its influence on the measurement results, HRTFs of

a dummy head (Neumann KU-100) were measured with and without wearing

the MR HMD (Microsoft Hololens one) in the horizontal plane from −90° to 90°

(10° resolution). A loudspeaker (Neumann KH 120A) was fixed in a predefined

position, and the dummy head was rotated to reach different orientations. An

inertial sensor (MTw Xsens) was placed on the dummy head and used to con-

trol the head orientation. Two distances, 1.3m (far-field) and 0.5m (near-field),

were considered for the measurement to further investigate whether or not the

MR HMD has different influences on the near- and far-field HRTFs.

A 5 s-long exponential sweep [54] was used as the excitation signal to record

HRIRs, and each measurement was repeated five times to increase the SNR

of the results. The measured HRIRs were truncated/windowed to remove re-

flections, and equalized to compensate for the microphone and loudspeaker

transfer functions. After the measurement, the deviations in the HRTF magni-

tude and binaural cues (ILDs and ITDs) caused by wearing the MR HMD were

extracted and evaluated.

Influences of the MR HMD on HRTF magnitude

To analyze the deviations in the HRTF magnitude caused by wearing the MR

HMD, the Spectral Deviation (SD) between two HRTF sets (with and without

the MR HMD) was calculated for each measurement distance [104]:

SD (f) =
SDl (f) + SDr (f)

2
, (2.11)

with

SDi (f) =
1

Nϕ

ϕNϕ∑

ϕ=ϕ1

∣∣∣∣20 log10

|HRTFi,wo(f,ϕ)|

|HRTFi,w(f,ϕ)|

∣∣∣∣ , i ∈ {l, r} (2.12)

where Nϕ is the number of azimuth angles (ϕ ∈ {ϕ1,ϕ2, ...,ϕNϕ
}), and f de-

notes the frequency. The subscript i represents the left or the right ear. HRTFi,w

and HRTFi,wo are HRTFs of the dummy head with and without the MR HMD,

respectively.

Figure 2.10 shows the SDs (smoothed with a 1/12-octave filter) between

HRTFs with and without the MR HMD ("WOHMD vs. WHMD") at measurement

distances of 1.3m and 0.5m. The SDs for both distances are comparable across

frequencies. At low frequencies (below 1 kHz), the SDs are less than 1 dB, and

at frequencies above 1 kHz, the SDs increase with increasing frequency. The
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Figure 2.10: SDs caused by wearing the MR HMD at measurement distances of 1.3m
and 0.5m over frequencies ("WOHMD vs. WHMD", blue and black solid
lines). SDs introduced by repeated measurements of HRTFs over frequen-
cies (without HMD: "WOHMD", blue and black dashed lines; with HMD:
"WHMD", blue and black dotted lines).

highest SDs are about 3.7 dB and 4.0 dB for distances of 1.3m and 0.5m, respec-

tively. The results show that the SD caused by wearing the MR HMD does not

depend on the measurement distance.

Different factors might affect the measurement accuracy, such as drift of the

inertial sensor and repositioning of the HMD on the artificial head. To val-

idate the repeatability of the measurement system, the two HRTF sets (with

and without the MR HMD) were re-measured, and the SDs of HRTFs between

these two measurement sets were calculated [105]. The results are displayed

in Figure 2.10, where WHMD and WOHMD are the SDs (smoothed with a 1/12-

octave filter) caused by repeated measurements of HRTFs with and without

HMD, respectively. Overall, the SDs are smaller than 1 dB across frequencies.

For frequencies above 1 kHz, the SDs caused by the measurement uncertainty

are clearly lower than those caused by wearing the MR HMD, indicating the

high repeatability of the measurement system.

Influences of the MR HMD on binaural cues

The deviations in ILDs and ITDs caused by wearing the MR HMD were calcu-

lated for each distance and each azimuth angle. The methods to extract ILDs

and ITDs from HRTFs were the same as described in Section 2.4.3. The results

in Figure 2.11 show that the ILD and ITD deviations are less than about 2 dB

and 0.05ms, respectively. Further, no noticeable difference in ILD and ITD de-

viations between two distances can be observed. In comparison with the Just

Noticeable Difference (JND) in ILDs (0.6 dB and 1.2 dB for anechoic and rever-

berant sounds, respectively) and ITDs (0.02ms and 0.16ms for anechoic and

reverberant sounds, respectively) [106], the ITD deviations are less than JNDs



32 measurement of individual hrtfs

for most azimuth angles, but the ILD deviations are slightly larger than JNDs

for lateral source directions.

90°

60°

30°

0°

-30°

-60°

-90°
0 dB 1 dB 2 dB 3 dB

1.3 m

0.5 m

90°

60°

30°

0°

-30°

-60°

-90°
0 ms 0.05 ms 0.1 ms

1.3 m

0.5 m

ILD deviation ITD deviation

Figure 2.11: Absolute ILD (left panel) and ITD deviations (right panel) of HRTFs in the
horizontal plane (−90° 6 ϕ 6 90°, θ = 0°) at the measurement distances of
1.3m (blue solid lines) and 0.5m (black dashed lines).

2.4.5 Summary

The proposed mobile HRTF measurement system allows subjects to measure

individual 3D HRTFs by rotating their heads and moving their bodies. The

HRTF quality is calculated and provided to subjects in real-time. The change in

binaural cues (ILD and ITD) extracted from the measured HRTFs with different

directions and distances are in line with the results presented in [42, 103]. One

limitation in the current measurement system is that the loudspeaker used can

not be considered as a point sound source when measuring HRTFs in a close

distance. The influences of the MR HMD (Microsoft HoloLens one) on the mea-

sured HRTFs have been further objectively evaluated. The deviations in HRTF

magnitude and binaural cues (ILDs and ITDs) are overall small and not strongly

dependent on distance. Compared to the JNDs, the deviations in binaural cues

are slightly higher than the JNDs for lateral source directions. Nevertheless,

our proposed measurement method can be considered as a potential solution

for fast measuring 3D HRTFs with a flexible setup.

Future work includes performing psychoacoustic experiments to perceptu-

ally evaluate the quality of measured HRTFs, designing a suitable sound source

to approximate the characteristics of an acoustic point source for measuring

near-field HRTFs, and applying an equalization filter to compensate for the

influences of the MR HMD on HRTFs. In addition, additional sensors are con-

sidered to measure HRTFs not only with different distances and directions, but

also with head and torso orientations.



2.5 concluding remarks 33

2.5 concluding remarks

Different measurement systems have been developed to acquire HRTFs of hu-

man subjects. By using the “reciprocity method” with a multi-microphone

setup, HRTFs can be measured from multiple directions within a few seconds.

However, the measured HRTFs have a poor performance at low frequencies

because of the small-size speakers, and a low SNR due to the limited playback

level of the excitation signal. Multi-loudspeaker setups are therefore preferred

for the HRTF measurement.

The use of a large speaker setup (e.g., multiple loudspeakers distributed

on a sphere) can speed up the measurement process, but high infrastructure

costs are to be expected. With consideration of the measurement time and the

cost-benefit, a loudspeaker array in combination with a single-axis position-

ing system, e.g., the combination of a vertical loudspeaker array and a turn

table, is generally applied in acoustic laboratories. Compared to the stop &

go measurement mechanism, the continuous mechanism shows its advantage

in saving time for repositioning subjects or loudspeaker systems. Most multi-

loudspeaker setups are only allowed for measuring HRTFs with a fixed dis-

tance (2D HRTFs). The measurement setup proposed in [82] enables to measure

distance-dependent HRTFs (3D HRTFs), where multiple speakers are placed on

a vertical locating loop with length-adjustable support rods [41].

Several VR/MR-based mobile measurement systems have recently been pro-

posed to fast measure 2D HRTFs with a single loudspeaker [40, 51, 89, 107].

The advantages of these mobile measurement systems are the flexible hard-

ware setups and the low infrastructure costs. In this thesis, a novel MR-based

mobile measurement system is developed to capture distance- and direction-

dependent HRTFs (3D HRTFs). The HRIRs and the estimation errors are calcu-

lated in real-time to ensure the measurement quality. However, the influence

of the MR HMD on the measurement results can not be neglected and has

to be further compensated, and a suitable point sound source is required for

measuring HRTFs in the near-field.

HRTF measurements in complex acoustic environments are of great interest,

since not all listeners can measure their HRTFs in (semi-) anechoic chambers.

Some studies have shown the possibility to remove reflections and ambient

noises from HRTFs measured in ordinary rooms by analyzing the acoustics of

the measurement environment [95, 96, 108]. These methods, in combination

with our proposed mobile HRTF measurement system, show the potential to

rapidly measure individual 3D HRTFs in ordinary home environments in the

future.
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T H E R O L E O F R E V E R B E R AT I O N I N C O N T R A L AT E R A L

A N D I P S I L AT E R A L E A R S I G N A L S O N P E R C E I V E D

E X T E R N A L I Z AT I O N O F A L AT E R A L S O U N D S O U R C E

3.1 introduction

Reverberation plays an important role in perceived externalization of virtual

sound images presented over headphones. It is clear that reverberation heard

by both ears is equally important for perceived externalization of a frontal

sound image, but little is known about whether reverberation at the left and

right ear has the same contribution to externalization of a lateral sound source.

In this Chapter, a pair of BRIRs is measured at an azimuth angle of -45° in a

listening room, and the BRIR of each ear is truncated separately to reduce the

amount of reverberation. Listeners are asked to rate externalization of test sig-

nals generated with these modified BRIRs to investigate the relative influence

of reverberation in the contralateral versus ipsilateral ear signal on externaliza-

tion. Different acoustic cues extracted from the test signals are compared to the

subjective results obtained in listening experiments. Furthermore, the influence

of lateralized reverberation on perceived externalization is evaluated for differ-

ent source directions in the horizontal plane. Parts of this Chapter have been

published in [109, 110].

The rest of this Chapter is organized as follows. Section 3.2 shows the ef-

fect of reverberation on BRIRs. The experimental paradigm and the results

are described in Section 3.3. Then, a comparison between acoustic cues and

externalization results is presented in Section 3.4. In Section 3.5, the experimen-

tal results and the externalization models based on different acoustic cues are

discussed, and the influence of lateralized reverberation on externalization is

tested for different source directions. Finally, conclusions and future work are

drawn in Section 3.6.

35
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3.2 influence of reverberation on brirs

To illustrate the effect of reverberation on BRIRs of the left and right ear at

different source directions, two pairs of BRIRs were measured with a dummy

head KEMAR 45BC-12 at azimuth angles of 0° and -45° in a listening room

(6.7m × 4.8m × 3.2m) located in our institute [111]. The listening room is

designed under the ITU-R BS.1116 standard and has a reverberation time T60 of

about 260ms. The distance between the loudspeaker (Neumann KH 120A) and

the KEMAR was 1.7m. A 5 s-long exponential sweep [54] from 20Hz to 20 kHz

was used as the excitation signal to measure BRIRs, and each measurement

was repeated five times. The BRIRs measured were truncated to a length of

260ms with a 10ms-long half raised-cosine fall time. The measurements were

performed at a sampling rate of 44.1 kHz.

The direct parts of the measured BRIRs were extracted by applying a time

window, which has a constant amplitude for up to 2.5ms after the onset delay

(the propagation time from the loudspeaker to the KEMAR’s ipsilateral ear)

and a 0.5ms-long half raised-cosine fall time. The direct parts obtained are not

exactly the same as HRIRs, because it is difficult to perfectly split the direct and

reverberant components in BRIRs, especially at low frequencies. Hence, the

obtained direct components from measured BRIRs are referred to as pseudo

HRIRs [23].

0.2 0.5 1 2 5 10 20
-60

-50

-40

-30

-20

-10

0

Left-ear BRIR

Right-ear BRIR

Left-ear pseudo HRIR

Right-ear pseudo HRIR

0.2 0.5 1 2 5 10 20
-60

-50

-40

-30

-20

-10

0

Left-ear BRIR

Right-ear BRIR

Left-ear pseudo HRIR

Right-ear pseudo HRIR

M
ag

n
it

u
d

e 
[d

B
]

Frequency [kHz]

Figure 3.1: Magnitude spectra of BRIRs measured at 0° (left panel) and -45° (right
panel) relative to the KEMAR. Light and dark gray solid lines represent
the magnitude spectra of BRIRs of left and right ears, respectively. The red
solid and dashed lines show the magnitude spectra of extracted direct com-
ponents (pseudo HRIRs) of left and right ears, respectively.

Figure 3.1 shows the magnitude spectra of BRIRs and the extracted direct

components (pseudo HRIRs) at the azimuth angle of 0° (left panel) and -45°

(right panel). The magnitude spectra in each panel were normalized to the

maximal magnitude level. Additionally, to show the relative change in direct

and reverberant sound energy at the left and right ear for different source di-

rections, the ratio of direct sound energy at the left versus the right ear (Dl/Dr),



3.3 experiment 37

and the ratio of reverberant sound energy at the left versus the right ear (Rl/Rr)

were calculated in dB:

Dl/Dr = 10 log10

∫T
0 BRIRl(τ)

2dτ
∫T
0 BRIRr(τ)

2dτ
, (3.1)

Rl/Rr = 10 log10

∫∞
T BRIRl(τ)

2dτ
∫∞
T BRIRr(τ)

2dτ
, (3.2)

where T represents the length of direct parts in BRIRs, and is defined as 2.5ms

after the initial delay. BRIRl and BRIRr indicate the BRIR of the left and right

ear, respectively.

For the frontal sound source (0°), both the direct sound and the reverbera-

tion reaching the left and right ear have almost the same energy (Dleft/Dright=

−0.7 dB, Rleft/Rright= 0.04 dB). In the case of the lateral sound source (-45°), the

energy of the direct sound is much higher at the ipsilateral ear (right ear) than

at the contralateral ear (left ear) because of the head shadow effect, which is

well reflected in the Dl/Dr value (−12.3 dB). On the other hand, the energy of

reverberation is almost the same at both ears (Rleft/Rright= −1.0 dB), resulting

in a higher DRR value for the right ear than for the left ear.

Further, the absolute magnitude differences between each pair of adjacent fre-

quency bins (frequency resolution is 1Hz/bin) were calculated to represent the

FFV in the BRIR of each ear (c.f. Section 3.4.1). The average FFV values across

frequencies are approximately 0.6 dB/Hz and 0.1 dB/Hz for the contralateral

and ipsilateral ear BRIR, respectively. The results demonstrate that the FFV is

more pronounced in the contralateral ear than in the ipsilateral ear, which is in

agreement with the observations in [23]. Since FFV and DRR are two cues re-

lated to distance perception, the difference in these two cues between two ears

suggests that reverberation at the ipsilateral and contralateral ear may have dif-

ferent influences on perceived externalization of a lateral sound source. The

pair of BRIRs measured at -45° was used in the experiment (see Section 3.3).

3.3 experiment

3.3.1 Experimental paradigm

In order to investigate the relative influence of reverberation at the contralateral

versus the ipsilateral ear on externalization, the amount of reverberation at

each ear was removed separately with different degrees. In the experiment, the

amount of reverberation at each ear was reduced by truncating the BRIR of each

ear to durations of 2.5ms, 5ms, 10ms, 20ms, 40ms, 80ms, 120ms and 200ms
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with a 0.5ms-long half raised-cosine fall time. Note that such modification was

not intended to simulate naturally occurring conditions. Rather, this artificial

modification could potentially inform the use of reverberation in the virtual

sound environment.

Hence, three conditions of modified BRIRs could be observed: (a) BRIRs of

both ears were truncated (“both truncated” condition). (b) The BRIR of the con-

tralateral ear was truncated with different window durations, while the BRIR

of the ipsilateral ear was not truncated (“truncated contralaterally” condition).

(c) The BRIR of the ipsilateral ear was truncated to different lengths, while

the BRIR of the contralateral ear was kept unchanged (“truncated ipsilaterally”

condition). All truncated BRIRs were zero-padded to the same length of the

original/reference BRIRs (260ms). With different BRIR durations, this resulted

in 9 test signals to be evaluated in each condition.

Eight subjects (two females and six males) with normal hearing aged from

25 to 29 participated in the experiment. The listening test was performed in

the same room where the BRIRs were measured before. Each subject sat in a

chair and listened to the test signals with a pair of compensated headphones

(Sennheiser HD800). The Headphone Transfer Function (HpTF) was measured

with KEMAR, and the compensation filter was calculated by applying the least-

squares inversion approach combined with a frequency-dependent regulariza-

tion to the HpTF [112]. A loudspeaker was placed at the measurement position

(-45° relative to the listener) to serve as a visual cue. As shown in Table 3.1,

a four-point subjective rating scale was used to let subjects rate the stimuli by

using a slider with a step-size of 0.1 between 0 and 3, which was similar to the

scales used in [12] and [18].

Table 3.1: A subjective rating scale to rate perceived externalization.

Degree Meaning of the degree

3 The sound is externalized and at the position of the loudspeaker.

2 The sound is externalized but not as far as the loudspeaker.

1 The sound is externalized but very close to me.

0 The sound is in my head.

Before the experiment, subjects were asked to listen to all test signals once to

become familiar with each stimulus. In addition, subjects were able to listen to

the stimulus played back through the loudspeaker, and they were informed that

this stimulus came from the loudspeaker and such should act as a well external-

ized sound (externalization rating = 3). During the listening test, listeners could

repeat every sequence and also listen to the reference signal played back over

the loudspeaker (headphones should be taken off to hear the speaker signal).

Note that this experiment was designed to evaluate the degree of externaliza-



3.3 experiment 39

tion of virtual sound images, other perceptual attributes, such as coloration [17]

and plausibility [113] were not evaluated. Subjects were not allowed to move

their heads during the experiment, since externalization of static sound images

could be degraded if listeners moved their heads without head tracking [28].

During the experiment, subjects’ head movements were monitored by the su-

pervisor through a transparent window. A white noise of 1 s duration was

applied as the sound stimulus in the experiment because of its uniform energy

distribution across frequencies. The audio signals generated with the unmodi-

fied BRIRs were presented via headphones at a level of 64 dBA. For calibration,

the headphones were put on the dummy head KEMAR and reproduced binau-

ral signals. The playback level of the headphones was then adjusted based on

the averaged measured sound level between the left and right ears of KEMAR.

3.3.2 Experimental results

Figure 3.2 shows the median externalization ratings with non-parametric 95%

Confidence Intervals (CIs) (notch-edges) [114] for the “both truncated”, “trun-

cated contralaterally” and “truncated ipsilaterally” conditions. When the BRIR

lengths are longer than 10ms, the generated virtual sound images are perceived

as externalized for all three conditions (median externalization ratings > 1).

When the truncated window durations are below 10ms, the sound source is per-

ceived within the subject’s head for “both truncated” and “truncated contralat-

erally” conditions (median externalization ratings < 1), but is still perceived as

externalized for the “truncated ipsilaterally” condition (median externalization

ratings ≈ 2.5).
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Figure 3.2: Median externalization ratings with non-parametric 95% CIs (notch-edges)
across subjects for the “both truncated” (solid line and squares), “truncated
contralaterally” (dashed line and circles) and “truncated ipsilaterally” (dot-
ted line and diamonds) conditions.
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When the BRIR lengths are longer than 80ms, the median externalization

ratings for the three conditions are high and almost the same. The overall pat-

terns of externalization ratings across different window durations are similar

for the “both truncated” and “truncated contralaterally” conditions. In the case

of short truncated window durations below 10ms, the externalization ratings

are low. A noticeable improvement in the externalization ratings is observed

with increased window durations from 10ms to 80ms. Then, they do not

change substantially for longer window durations (above 80ms). The median

externalization ratings for the “truncated contralaterally” condition are slightly

higher than those for the “both truncated” condition below window lengths of

80ms. However, for the “truncated ipsilaterally” condition, the median exter-

nalization ratings are always high (median externalization ratings ≈ 2.5) and

remain almost unchanged across different window durations, corresponding to

a sound source being externalized and close to the loudspeaker’s position.

A Friedman test was performed for each condition. The results confirmed a

significant effect by changing the window durations on externalization ratings

for “truncated contralaterally” and “both truncated” conditions (p ≪ 0.05). As

expected, in the case of the “truncated ipsilaterally” condition, the externaliza-

tion ratings were not affected by different window durations (χ2(8) =12.7, p =

0.12).

3.4 analysis of acoustic cues

Perceived externalization of virtual sound images is usually assessed by lis-

tening experiments using a given rating scale (see Section 3.3). Some impor-

tant acoustic cues mentioned in literature (see Section 1.1), including DRR [22],

FFV [23] and reverberation-related binaural cues (IC, temporal fluctuations of

ILD and IC) [18], have the potential to indicate perceived externalization. In this

study, these cues are extracted from BRIRs and binaural signals and compared

with the externalization results obtained in the experiment. It is important to

know whether or not perceived externalization can be roughly predicted by

these measured parameters instead of time-consuming subjective listening ex-

periments.
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3.4.1 Monaural acoustic cues of the modified BRIRs

DRR

DRR describes the ratio of direct and reverberant sound energy (in dB), and is

expressed as:

DRR = 10 log10

∫T
0 h(τ)2dτ

∫∞
T h(τ)2dτ

, (3.3)

where h is the impulse response, and T represents the duration of the direct

part in the impulse response, which is defined as 2.5ms after the initial delay

in the present study.

0 2.5 5 10 20 40 80 120 200 260

0

20

40

left

right

0 2.5 5 10 20 40 80 120 200 260

0

20

40D
R

R
 [

d
B

]

left

right

0 2.5 5 10 20 40 80 120 200 260

Duration of truncated window [ms]

0

20

40

left

right

both truncated

truncated ipsilaterally

truncated contralaterally

Figure 3.3: DRR of the left (solid lines) and right ear (dashed lines) BRIRs for the “both
truncated” (top), “truncated contralaterally” (middle) and “truncated ipsi-
laterally” (bottom) conditions.

Figure 3.3 shows the DRR values for all experimental conditions in the exper-

iment. For the window duration of 2.5ms, the DRR value is infinite because no

reverberation is present. For the “both truncated” condition, the DRR values

are always higher for the ipsilateral ear than for the contralateral ear due to the

head shadow effect. A large decrease in DRR can be observed for truncated win-

dow durations from 2.5ms to 10ms, then DRR slowly decreases up to 40ms.

For window durations above 40ms, the DRR value shows no noticeable change.

Furthermore, the decrease in DRR is more pronounced for the contralateral ear

than for the ipsilateral ear. In comparison with the perceptual data, the large

change in DRR values from 2.5ms to 10ms (from ∞ to 22 dB and 34 dB for the

left and right ear, respectively) can not be observed in the externalization rat-

ings. For truncated window durations between 80 and 260ms, the DRR values

are almost constant, which is consistent with the externalization ratings.
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In the case of “truncated contralaterally” and “truncated ipsilaterally” condi-

tions, the DRR values change over the window durations only for one ear. In

comparison with the experimental data, it can be concluded that the change in

DRR values for the ipsilateral ear does not substantially affect perceived exter-

nalization.

FFV

FFV describes the variability in the magnitude spectra of BRIRs from frequency

to frequency, and is quantified by the absolute magnitude differences (in dB) be-

tween every pair of adjacent frequency bins (frequency resolution is 1Hz/bin)

in this study. The average values of the changes in the spectral magnitude

across frequencies are shown in Figure 3.4.
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Figure 3.4: FFV of the left (solid lines) and right ear (dashed lines) BRIRs for the “both
truncated” (top), “truncated contralaterally” (middle) and “truncated ipsi-
laterally” (bottom) conditions.

The FFV caused by interaction between direct sound and reverberation is

higher in the BRIR of the contralateral ear than in that of the ipsilateral ear

(the FFV in the unprocessed BRIR is about 0.6 dB/Hz and 0.1 dB/Hz for the

contralateral and ipsilateral ear, respectively). In the case of the “both trun-

cated” condition, the FFV values in both ears are almost 0 dB/Hz for truncated

window durations below 5ms due to the lack of sufficient reverberant energy.

Then, FFV increases with increasing window durations up to 80ms, and the

change in FFV is more pronounced for the contralateral ear than for the ipsi-

lateral ear. When window durations are above 80ms, the FFV values do not

change noticeably.

For “truncated contralaterally” and “truncated ipsilaterally” conditions, the

FFV values change across different truncated window durations only in one ear.

It can be seen that the change in FFV in the contralateral ear corresponds well
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with the change in externalization ratings over truncated window durations

and for different conditions, suggesting that FFV in the contralateral ear is

more important for externalization than that in the ipsilateral ear.

3.4.2 Reverberation-related binaural acoustic cues

Previous studies have shown that the reverberation-related binaural cues, i.e.,

IC and IC temporal fluctuations at low frequencies, and ILD temporal fluctua-

tions at high frequencies, are highly correlated with externalization ratings [18,

24]. It is hypothesized that high IC temporal fluctuations, high ILD temporal

fluctuations, and low correlated binaural signals (low IC) correspond to high

externalization ratings in the experiment.
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Inner hair cell model
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Modified BRIRs
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Gammatone filter bank
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Inner hair cell model
...... ......

(ILD, IC)

Mapping to externalization ratings

Figure 3.5: Structure of the model to obtain the reverberation-related binaural cues
from binaural signals for different experimental conditions, consisting of
an echo-suppression mechanism, a binaural rendering model (convolution
process), and an auditory periphery model (gammatone filter bank and in-
ner hair cell model).

Figure 3.5 shows the structure of the model to obtain the reverberation-based

short-term binaural cues (ILD and IC) from binaural signals generated with

modified BRIRs [18]. At first, the modified BRIRs under different experimental

conditions are processed through an echo-suppression mechanism motivated

by the “precedence effect” [7], which is realized by multiplying BRIRs with

a time window that has a value of one from 0ms to 2.5ms (direct part), fol-

lowed by zeros up to 10ms (echo-suppression process) and a transition from

zero to one from 10ms to 15ms [18]. After that, the input signal (white noise)

is convolved with the echo-suppressed BRIRs. Then, the generated binaural

signals are filtered through a gammatone filter bank [97] with a bandwidth of
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one ERB [98], half-wave rectified and filtered with a 1 kHz low-pass filter [99]

(simulation of human auditory periphery). Finally, in each frequency channel,

the short-term binaural cues are calculated in a 20ms-long Hann window with

a 50% overlap over the 1 s-long binaural signal.

ILD temporal fluctuations

In each frequency band centered at fc, the standard deviation of short-term

ILDs collected over the 1 s-long binaural signal, namely ILD Temporal Standard

Deviation (ILD TSD), is calculated to characterize ILD temporal fluctuations:

ILDTSD(fc) =

√√√√ 1

Nframe − 1

Nframe∑

n=1

(ILD(fc,n) − ILD(fc))2, (3.4)

where Nframe represents the number of frames in the binaural signal. ILD(fc,n)

and ILD(fc) are the ILD in the nth frame and the average ILD over all frames,

respectively.
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Figure 3.6: Average ILD SDs across frequency channels for the “both truncated” (solid
line and squares), “truncated contralaterally” (dashed line and circles) and
“truncated ipsilaterally” (dotted line and diamonds) conditions.

Figure 3.6 shows the average ILD TSDs over frequency channels (from 1 kHz

to 18 kHz) in the gammatone filter bank for different experimental conditions.

For the “truncated ipsilaterally” condition, the ILD TSDs are high and nearly

constant with different truncated window durations (about 1.4 dB). In the case

of “both truncated” and “truncated contralaterally” conditions, the ILD TSDs

are constant below truncated window durations of 10ms due to the echo-

suppression process, then they increase noticeably with window durations un-

til 80ms. For longer window durations above 80ms, they remain unchanged.

For window durations below 40ms, the ILD TSDs are slightly higher for the

“truncated contralaterally” condition than for the “both truncated” condition.
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It can be seen that reverberation at the contralateral ear has a larger effect on

the ILD temporal fluctuations than that at the ipsilateral ear, and the change in

ILD TSDs for different experimental conditions corresponds well to the exter-

nalization ratings.

IC and IC temporal fluctuations

The correlation between the left and right ear signals can be calculated by the

normalized interaural cross-correlation function (ρ(τ)):

ρ(τ) =

∫t2
t1

xl(t) xr(t+ τ)dt
√∫t2

t1
(xl(t))2dt

∫t2
t1

(xr(t))2dt
, (3.5)

where xl(t) and xr(t) represent left and right ear signals in a time window

between t1 and t2, respectively. τ denotes the time difference between the

left and right ear signals, which is normally limited between -1ms and 1ms

because of the plausible range of ITDs. IC describes the degree of coherence

between the left and right ear signals and can be represented by IACC which

is defined as the maximum of the absolute value of ρ(τ) in each time frame of

the binaural signals [115]:

IACC = max{|ρ(τ)|}. (3.6)

Similar to the approach in [18], IC and IC temporal fluctuations are used

to indicate externalization of sounds at low to mid frequencies, together with

ILD temporal fluctuations that are used to indicate externalization of sounds at

mid to high frequencies. In this study, the short-term ICs are collected over the

binaural signal in each frequency channel of the gammatone filter bank, and

the average IC 10th and 90th percentiles are calculated over frequency channels

centered from 150Hz to 1.7 kHz to characterize the IC temporal fluctuations.

Actually, there is no exact rule for selecting the frequency range of IC with

respect to perceived externalization. Similar shapes of IC over experimental

conditions can be observed in different frequency bands.

By this means, not only the absolute IC value but also the IC temporal fluc-

tuations can be observed: IC 10th and 90th percentiles represent the absolute

IC values when IC over the 1 s-long binaural signal is low and high, respec-

tively; the difference between IC 10th and 90th percentiles indicates the size of

IC temporal fluctuations.

Figure 3.7 shows the mean IC 10th and 90th percentiles for all experimental

conditions. The mean IC 90th percentiles are displayed additionally to show

their magnified details. Two black arrows are plotted in the left panel as an

example to demonstrate the size of IC temporal fluctuations (the difference
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Figure 3.7: Average IC 10th and 90th percentiles across frequency channels for the
“both truncated” (squares), “truncated contralaterally” (circles) and “trun-
cated ipsilaterally” (diamonds) conditions (left panel). The mean IC 90th
percentiles for all conditions are displayed additionally in the right panel to
show their magnified details. Two black arrows are plotted in the left panel
as an example to show the size of IC temporal fluctuations for short and
large window durations under the “truncated contralaterally” condition.

between the mean IC 10th and 90th percentiles) for short and large window

durations under the “truncated contralaterally” condition.

For the “truncated ipsilaterally” condition, the average IC values are nearly

constant (0.8 for the IC 10th percentile, and 0.985 for the IC 90th percentile)

across different truncated window durations, and the mean IC values are lower

than for the other two conditions when the window durations are below 80ms.

The change in IC 10th and 90th percentiles is similar for “both truncated” and

“truncated contralaterally” conditions across window durations. A large de-

crease in the mean IC 10th and 90th percentiles is observed for truncated win-

dow durations from 10ms and 80ms. Additionally, the mean IC 10th percentile

decreases more than the mean IC 90th percentile, resulting in an increased ex-

tent of IC temporal fluctuations. For window durations shorter than 40ms, the

mean IC 10th and 90th percentiles are smaller and the size of IC temporal fluctu-

ations is larger for the “truncated contralaterally” condition than for the “both

truncated”. Overall, the change in mean IC values and IC temporal fluctuations

across window durations are well reflected in the experimental data.

3.5 discussion

As shown in Figure 3.1, for a lateral sound source, the effect of reverberation

on the magnitude spectra of BRIRs is not identical for the left and right ear,

with FFV higher and DRR lower at the contralateral ear than the ipsilateral ear.

Because FFV and DRR are relevant cues in the context of distance perception,

it is hypothesized that reverberation at each ear does not have the same effect

on externalization of a lateral sound source.
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A listening experiment has been performed to study the relative influence of

reverberation at the contralateral versus ipsilateral ear on externalization. The

experimental results show that perceived externalization is degraded when re-

verberation is reduced in both ears (“both truncated” condition) or only in

the contralateral ear (“truncated contralaterally” condition), whereas external-

ization ratings are not substantially affected by reducing reverberation in the

ipsilateral ear (“truncated ipsilaterally” condition). Various acoustic cues are

extracted from BRIRs (DRR and FFV) and binaural signals (IC and temporal

fluctuations of ILD and IC) and compared with the subjective data. Both subjec-

tive and objective data indicate that reverberation presented in the contralateral

ear signal has a greater effect on perceived externalization than that presented

in the ipsilateral ear signal.

3.5.1 The relation between acoustic parameters and perceptual data

Increasing or decreasing the reverberant energy leads to a change in DRR.

When no reverberation is present in the ear signals, DRR has a value of in-

finity. On the other hand, if the reverberant energy is higher than the direct

sound energy, DRR has a negative value. For truncated window durations

above 10ms, the change in DRR of the contralateral ear corresponds well to the

externalization ratings. However, a noticeable change in contralateral DRR for

window durations between 2.5ms and 10ms is not observed from externaliza-

tion ratings (“both truncated” and “truncated contralaterally” conditions).

FFV increases with increasing reverberant energy, and a saturation of the

FFV is apparent as the reverberant energy increases further (0.6 dB/Hz in this

study). If no reverberation is present in the ear signals, the value of FFV is

about 0 dB/Hz. It can be seen that FFV in the ipsilateral ear is lower than

that in the contralateral ear. Moreover, the change in ipsilateral FFV is not as

pronounced as that in contralateral FFV over truncated window durations. As

mentioned above, the change in DRR does not correspond to the externalization

ratings obtained for window durations between 2.5ms and 40ms. In contrast,

the change in FFV is well reflected in the externalization results in this region.

Similar to the impact of DRR on perceived externalization, the change in FFV

in the ipsilateral ear signal does not noticeably affect externalization.

The reverberation-related binaural cues (ILD TSDs, and IC 10th and 90th

percentiles) are calculated from binaural signals to compare to the experimental

results. Higher ILD TSD values are observed for the “truncated ipsilaterally”

condition compared to the “both truncated” and “truncated contralaterally”

conditions for window durations up to 80ms. For longer window durations

(above 80ms), the ILD TSDs are almost the same for these three conditions.
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Though the IC 90th percentile is overall high for all experimental conditions

(around 0.99), the change in IC 90th percentile can still be observed. Similar

to the observation in ILD TSDs, lower IC 10th and 90th percentiles, and higher

IC temporal fluctuations are found for the “truncated ipsilaterally” condition

compared to the “both truncated” and “truncated contralaterally” conditions

for window durations up to 80ms. Overall, the ILD TSDs, IC 10th and 90th

percentiles, and the size of IC temporal fluctuations are highly consistent with

the externalization results for different experimental conditions. These analyses

suggest that manipulating the reverberant energy in the contralateral ear has a

stronger effect on the change in reverberation-related binaural cues than that in

the ipsilateral ear, and these binaural cues can be used for indicating perceived

externalization.

3.5.2 Externalization model based on acoustic parameters

Through the direct comparison of acoustic cues with perceptual data obtained

in the listening experiments, the change in DRR and FFV in the contralateral

ear signal, ILD TSDs, IC 10th and 90th percentiles, and IC temporal fluctu-

ations (difference between IC 10th and 90th percentiles) corresponds well to

the change in externalization for most experimental conditions. To evaluate

whether or not these objective data can be used to predict externalization re-

sults, the deviations of these measured parameters between the target (modi-

fied signal) and the template (reference signal) are mapped onto the external-

ization rating (E), and the mapping is realized through an exponential function

according to Hassager et al. [15]:

E = aeb·∆m + c, (3.7)

where a, b and c are the mapping parameters, and ∆m represents the normal-

ized variation of each measured parameter between the target and the template

signal:

∆m =
|msignal −mref|

mref
, (3.8)

where msignal and mref denote the measured parameters of the modified signal

and the reference signal, respectively. If ∆m is zero, the externalization result

of the modified signal is the same as that of the reference signal. Therefore,

the sum of the parameter a and c should be equal to 2.6 (median externaliza-

tion rating of the reference signal generated by unprocessed BRIRs), and the

mapping function (Equation 3.7) can be rewritten as:

E = aeb·∆m + 2.6− a. (3.9)
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The median externalization ratings in the “both truncated” condition were

used to fit the mapping parameters a and b for each acoustic cue using the least-

squares method, and the median externalization results from the other two

conditions (“truncated contralaterally” and “truncated ipsilaterally” conditions)

were applied for testing the model.

Table 3.2 shows the mapping parameters calculated for different acoustic

cues. Since the shapes of IC 10th and 90th percentiles are similar across trun-

cated window durations (c.f. Figure 3.7), only the IC 10th percentile was ap-

plied for the externalization model to reduce the amount of data. To calculate

the mapping parameters for DRR, the subjective data for the 2.5ms window

duration was ignored due to the infinite value of DRR.

Table 3.2: Mapping parameters for different acoustic cues.

a b

Contralateral DRR 2.1 -0.7

Contralateral FFV 8.4 -0.3

ILD temporal fluctuations 2.3 -2.6

IC 10th percentile 5.1 -2.0

IC temporal fluctuations 2.5 -1.5

Figure 3.8 shows the perceptual data and the simulated results (open and

filled symbols for mapped and predicted results, respectively). Overall, the

predicted data matches well with the perceptual data obtained in most experi-

mental conditions. Although the change in DRR for the contralateral ear does

not correspond well to the change in externalization ratings for window dura-

tions between 2.5ms and 10ms, the DRR-based simulation results agree well

with the externalization results over truncated window durations (convergence

of the mapping function). Some slight deviations can be observed between the

measured externalization ratings and the IC-based (IC 10th percentile and IC

fluctuations) simulation results in “truncated contralaterally” and “truncated

ipsilaterally” conditions, but the deviations are always within one level of the

externalization rating.

To quantify how well the predicted data match the perceptual data, the

Normalized Root Mean Square Deviation (NRMSD) between the predicted and

observed values is calculated (in percentage):

NRMSD = 100× 1

Orange

√
∑N

i=1 (Oi − Pi)2

N
, (3.10)

where Pi and Oi represent the simulated and the observed values for each

truncated window duration, respectively. N denotes the number of truncated

window durations for each condition. Orange is a normalization factor and is
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Figure 3.8: Measured (solid lines) and predicted (dashed lines, open and filled symbols
for mapped and predicted results, respectively) median externalization rat-
ings for different experimental conditions. Rows represent the predicted
results calculated with different model parameters. From top to bottom:
contralateral DRR, contralateral FFV, ILD temporal fluctuations, IC 10th
percentile and IC temporal fluctuations. The left, middle and right column
represent the “both truncated”, “truncated contralaterally” and “truncated
ipsilaterally” condition, respectively.

defined as the maximal range of the externalization ratings in the experiment,

i.e., Orange is equal to 3.

The NRMSD results (see Table 3.3) show a high prediction accuracy of the ex-

ternalization model based on different acoustic cues. The prediction errors are

overall smaller than 10 % of the rating range in most experimental conditions.

Only for the “truncated contralaterally” condition, about 12-15 % prediction

error is accounted for the IC-based externalization model, in line with the ob-

servations in Figure 3.8.
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Table 3.3: Normalized root mean square deviation (NRMSD) between the predicted
and perceptual data.

both truncated truncated contralaterally truncated ipsilaterally

Contralateral DRR 3 % 5 % 3 %

Contralateral FFV 2 % 6 % 3 %

ILD temporal fluctuation 5 % 6 % 4 %

IC 10th percentile 5 % 15 % 5 %

IC temporal fluctuation 6 % 12 % 7 %

3.5.3 The effect of lateralized reverberation on externalization for different source di-

rections

Both subjective and objective results show that reverberation at the contralat-

eral ear has more influence on externalization of a -45° sound source than that

of the ipsilateral ear. However, it is unknown how this effect changes as a

sound source moves from lateral to frontal directions. Therefore, we have fur-

ther investigated the influence of lateralized reverberation on externalization

for different source directions.

BRIR measurement and modification

Seven pairs of BRIRs were measured with the dummy head KEMAR at azimuth

angles of −90°, −60°, −30°, 0°, 30°, 60°, and 90° in the listening room, and the

distance between each loudspeaker and the KEMAR was 1.9m (see Figure 3.9).

The measurement procedure was the same as described in Section 3.2.

90°

60°

30°
0°

-30°

-60°

-90°
Dummy head KEMAR 45BC-12 

1.9 m

Audio interface

Loudspeaker Neumann KH 120A 

Fireface UFX+ 

Figure 3.9: Illustration of the setup for the measurement of BRIRs.

In order to reduce the amount of data to be tested, the reverberant part was

"maximally" (duration of truncated window = 2.5ms) removed in (i) BRIRs

of the left ear (“RL” condition), (ii) BRIRs of the right ear (“RR” condition),
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Figure 3.10: BRIRs with modified reverberant parts at an azimuth angle of -60° for the
“RN” (top left), “RL” (top right), “RR” (bottom left), and “RB” (bottom
right) conditions in the time domain. The solid and dashed lines represent
the modified BRIRs of the left and right ear, respectively (Left ear BRIR is
offset by 1.5 for better visibility).

and (iii) BRIRs of both ears (“RB” condition). The binaural signals generated

with unprocessed BRIRs were considered as reference signals (“RN” condition).

Note that for sound sources located at azimuth angles of −30°, −60°, −90°, the

left ear is the contralateral ear, and the right ear is the ipsilateral ear. On the

contrary, for 30°, 60°, and 90° sound sources, the left and right ears are the

ipsilateral and contralateral ears, respectively. In the case of a frontal sound

source (0°), both ears are facing the loudspeaker, and they are neither ipsilateral

nor contralateral ears.

Figure 3.10 shows the modified BRIRs at an azimuth angle of -60° for the

“RN”, “RL”, “RR”, and “RB” conditions in the time domain. For better visibility,

only the first 30ms impulse responses are displayed, and an offset (amplitude

of 1.5) is added to the BRIRs of the left ear.

Experimental paradigm

Seven subjects (two females and five males, aged between 26 and 31) partici-

pated in the listening experiment. Each subject sat in a chair, and listened to

the test signals presented over a pair of compensated headphones (Sennheiser

HD800). The rating scale for assessing the degree of externalization was the

same as that used in the previous experiment (see Table 3.1). As shown in Fig-

ure 3.11, seven loudspeakers were placed at the measurement positions (−90°,
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−60°, −30°, 0°, 30°, 60°, and 90° azimuth angles relative to the listener) to

serve as visual cues. Subjects rated perceived externalization for each stimu-

lus according to Table 3.1. In the experiment, four audio sequences generated

by modified BRIRs, i.e., “RN”, “RL”, “RR”, and “RB” conditions, were to be

evaluated for each source direction. The experiment was repeated once. The

stimulus used in the listening experiments was a speech sentence with a length

of 1.3 s taken from the European Broadcasting Union (EBU) Sound Quality

Assessment Material (SQAM) [116]. The audio signals generated with unpro-

cessed BRIRs were presented at a level of 64 dBA over headphones. During

the listening test, listeners were able to repeat every sequence. In addition,

they could listen to the original stimulus played back through loudspeakers,

and were informed that such stimulus should act as a well externalized sound

(externalization rating = 3). Other experimental paradigms were the same as

described in Section 3.3.

0°30°60°90° -30° -60°
-90°

Figure 3.11: A photograph of the experimental setup. Seven loudspeakers are posi-
tioned at −90°, −60°, −30°, 0°, 30°, 60°, and 90° relative to the subject with
a distance of 1.9m.

Experimental results

Figure 3.12 shows the median externalization ratings with non-parametric 95%

CIs (notch-edges) of the test stimuli at different azimuth angles under the “RN”,

“RL”, “RR”, and “RB” conditions. Overall, the median externalization ratings

for the unprocessed BRIRs (“RN” condition) are high across different source

directions, and increase as the sound source moves from frontal to lateral di-

rections, which is consistent with the outcomes of previous studies [117, 118].

A Friedman test was conducted to the experimental data at each azimuth an-

gle and confirmed the main effect of window truncation on the externalization

results (p ≪ 0.05). Wilcoxon tests (5% significance level with Bonferroni ad-

justment) were further performed to compare externalization ratings between

experimental conditions at each azimuth angle.
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Figure 3.12: Median externalization ratings with non-parametric 95% CIs (notch-edges)
across subjects for sound sources at different azimuth angles under the
“RN” (diamonds), “RL” (triangles), “RR” (circles), and “RB” (squares) con-
ditions.

The externalization ratings reduce significantly by removing the reverberant

parts in BRIRs of both ears (“RB” condition) for all azimuth angles (p ≪ 0.05).

For the “RB” condition, the median externalization rating increases as the

sound source moves from frontal to lateral directions, but they are overall lower

than 1, corresponding to sound sources being internalized. For a frontal sound

source, the externalization ratings are almost the same for “RL” and “RR” con-

ditions (p = 0.13) due to the symmetry of the human head. In the case of sound

sources located at the front left (positive azimuth angles), the externalization

ratings are significantly higher for the “RL” condition than for “RB” and “RR”

conditions (p ≪ 0.05). In addition, the ratings are slightly lower for the “RL”

condition than for the “RN” condition (p > 0.06) for azimuth angles larger than

30°. For sound sources located on the front right side and larger than -30°, the

externalization ratings are significantly higher for the “RR” condition than for

the “RB” and “RL” conditions (p ≪ 0.05), and slightly lower than for the “RN”

condition (p > 0.06).

A speech signal was used in this experiment, which resembled a real life

source. It seems that the effect of lateralized reverberation on externalization

does not depend on the stimulus type, as similar results are observed for the

speech and noise signals. Furthermore, the results show that the contribution of

reverberation at the contralateral ear to externalization increases as the sound

source moves laterally. For azimuth angles greater than ± 30°, reverberation

at the ipsilateral ear has only a little contribution to externalization of sound

images, and reverberation at the contralateral ear dominates the assessment of

perceived externalization.
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Recently, Băcilă and Lee [119] hypothesized that perceived reverberation

loudness (PRL) would be greater at the contralateral ear than at the ipsilat-

eral ear due to the binaural unmasking effect [120, 121], which might lead to

differences in the perceived magnitudes of PRL with different head orienta-

tions. This hypothesis implies that reverberation received by the contralateral

ear contributes more to PRL than that received by the ipsilateral ear. Since

reverberation is highly related to perceived externalization, this analysis may

explain the effect of lateralized reverberation on externalization. This assump-

tion should be further objectively verified by analyzing sounds with a binaural

model, taking into account the binaural unmasking effect [122].

3.6 concluding remarks

Reverberation is relevant to perceived externalization of headphone-based 3D

audio. This study has investigated the role of reverberation in contralateral

versus ipsilateral ear signals on externalization of a lateral sound source.

The experimental results demonstrate that reverberation at the contralateral

ear has more influence on externalization than that at the ipsilateral ear. DRR,

FFV and reverberation-related short-term binaural cues (ILD and IC) have been

analyzed, and compared to the perceptual data for each experimental condi-

tion. The results illustrate that the ILD temporal fluctuations, IC temporal fluc-

tuations, and IC values change noticeably when the amount of reverberation is

changed at both ears or only at the contralateral ear. In contrast, these cues do

not change substantially and are almost constant when the reverberant energy

is changed only at the ipsilateral ear. This means that reverberation at the con-

tralateral ear has more influence on the reverberation-related binaural cues and

thus on perceived externalization. In addition, the change in contralateral DRR

and FFV corresponds well to the change in externalization ratings over trun-

cated window durations. A mapping function is applied for each measured

parameter to build a model for predicting externalization ratings. The simula-

tion results suggest that perceived externalization can be well predicted based

on the deviations of these measured parameters from the reference signal.

A similar experiment has been performed by scaling (increasing or decreas-

ing) the reverberant energy on each ear (see Experiment II in [109]). The results

obtained in that experiment are consistent with the findings presented in this

Chapter, that modifying (increasing or decreasing) the reverberant energy in

the contralateral ear signal has more influence on externalization than that in

the ipsilateral ear signal. The perceptual results can also be well predicted

by using models based on different acoustic cues, and the NRMSD values are

smaller than 8% for all experimental conditions.
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The effect of lateralized reverberation on externalization has been studied

for sound sources at different azimuth angles in the horizontal plane. The

experimental results demonstrate that the contribution of reverberation at the

contralateral ear to perceived externalization increases as the source moves lat-

erally. For azimuth angles larger than ± 30°, reverberation at the ipsilateral ear

has no appreciable contributions to externalization of sound images.

The finding in this study can be used in the design of binaural rendering sys-

tems. In the case of lateral sound sources (azimuth angles greater than ± 30°),

the amount of reverberation at the ipsilateral ear can be reduced appropriately

to reduce the computational complexity, taking into account the perceptual at-

tributes such as listener envelopment, localization accuracy, naturalness.

Future work is to investigate this effect in different listening environments

and with different source-listener distances. In addition, the perceptual conse-

quences on sound coloration, perceived naturalness, auditory source width and

listener envelopment of the audio signal caused by the removal of lateralized

reverberation would have to be investigated.



4
M O D E L I N G P E R C E I V E D E X T E R N A L I Z AT I O N O F A S TAT I C ,

L AT E R A L S O U N D S O U R C E

4.1 introduction

Some recent studies have shown that the short-term binaural cues contained in

the reverberant parts, and the spectral details of the direct sound components

are relevant to perceived externalization [14, 15, 18–20]. Hassager et al. [15]

developed an externalization model based on the deviations of ILDs from the

reference signal, and it was suitable for explaining the externalization results

obtained in their experiments. Unfortunately, they did not consider other au-

ditory cues related to externalization even though it is known that the correct

ILD alone is not enough to externalize virtual sound sources [12]. Li et al.

[109] contrasted various reverberation-related binaural cues including IC, ILD

and IC temporal fluctuations to predict externalization of reverberant sound

images. The model based on ILD temporal fluctuations showed better perfor-

mance in terms of prediction accuracy compared to the one based on IC and IC

temporal fluctuations. Although DRR and FFV could be used to predict exter-

nalization in [109], some other research showed that DRR and FFV were only

partially related to externalization data obtained in their studies [15, 18, 20].

Baumgartner and Majdak [36] compared the performance of models based on

various acoustic cues regarding externalization prediction. The results revealed

that the monaural spectral cues represented by SGs were relevant for predicting

externalization of anechoic sounds (c.f. Section 1.2).

The present study aims to build a quantitative model to explain the interplay

of important acoustic cues in perceived externalization based on a template-

matching procedure [36] (c.f. Figure 1.3). The proposed model extends the

above-mentioned approaches [15, 36, 109] by incorporating all relevant acoustic

cues including ILDs, monaural spectral cues, and ILD temporal fluctuations to

jointly predict externalization of anechoic and reverberant lateral sounds. The

perceptual weights of the different acoustic cues and the binaural weighting

57
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between the ipsi- and contralaterally processed cues are derived from a variety

of experiments. Parts of this Chapter have been published in [123].

This Chapter is organized as follows. Section 4.2 describes the proposed ex-

ternalization model. In Section 4.3, five experiments are designed to study the

role of ILD, ILD temporal fluctuations, and monaural spectral cues on exter-

nalization and to parameterize the model. The calculation of the weighting

factors for the model parameters and the prediction results are presented in

Section 4.4. The experimental results and the model components are discussed

in Section 4.5. At last, Section 4.6 concludes this study.

4.2 externalization model

4.2.1 Concept and overview

Figure 4.1 shows the structure of the proposed externalization model accord-

ing to Plenge [34], consisting of a long-term and a short-term memory. A vir-

tual sound image is expected to be perceived as well externalized if the target

sounds provide auditory cues similar to those stored in long- and short-term

memory (c.f. Section 1.2).

Our proposed model is based on a template-matching procedure [36]. The

“template” signal represents the internal representation of a perfectly external-

ized sound source, which is synthesized by convolving the individual BRIRs

with an input signal. The “target” signal represents the sound reproduced

through headphones and heard by listeners. If there is no deviation between

the acoustic cues provided by the “target” signal and the “template” signal, the

sound should be perceived as well externalized. In contrast, the externalization

of sound source is degraded if there is a mismatch between the acoustic cues

contained in the “target” and the “template” signal.

As introduced in Section 1.2, an adaptation to HRTF-related acoustic cues

takes a long time, while the adaptation of reverberation-related auditory infor-

mation is relatively fast and is required every time the listening environment

changes. In this model, the SGs and ILDs are used to represent the acoustic

cues extracted from HRTFs, which are stored in the long-term memory. The

ILD temporal fluctuations are considered as the reverberation-related acoustic

cues stored in the short-term memory. To compare the information stored in

the long-term memory, the direct sound component is first extracted from bin-

aural signals. In the present study, the direct sound is simulated by convolving

the direct part of BRIRs with the input signal. Subsequently, the obtained direct

sound is processed through the auditory periphery model to approximate the
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Figure 4.1: Structure of the proposed externalization model, consisting of a short-term
and a long-term memory. In the long-term memory, SGs and ILDs are ex-
tracted from the direct sound components in each frequency channel of a
gammatone filter bank. In the short-term memory, ILD TSDs are calculated
from the echo-suppressed reverberant signals in each frequency channel.
The deviations of these three acoustic cues from the template signals are
summed up with different weighting factors and mapped to perceived ex-
ternalization of virtual sound images.
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cochlear filtering procedure as described in Section 3.4.2. Afterwards, the SGs

and ILDs of the target signal are extracted from the “excitation patterns” in

each frequency band and compared with those stored in the long-term mem-

ory (“template”). The deviations are weighted based on the relevance of the

SGs and ILDs on perceived externalization in different listening environments.

For the comparison of information in the short-term memory, the ILD tempo-

ral fluctuations are extracted from the echo-suppressed reverberant sounds and

compared with those stored in the short-term memory. The deviations of these

three acoustic cues from the template are summed up with different weightings

and mapped to externalization results.

4.2.2 Processing stages

SG comparison

SG is applied to characterize the monaural spectral information of the sound

source in each ear. It is defined as the excitation differences (in dB) between

each pair of adjacent frequency channels (ξk(i)) [36]:

ξk(i) = Mk(fc,i) − Mk(fc,i−1), for i = 2, 3, ... N, (4.1)

where the index k stands for the left or right ear (k ∈ {left, right}). Mk(fc,i)

represents the excitation in the ith frequency channel centered at fc,i, and N

is the number of frequency channels allocated from 200Hz to 16 kHz (the fre-

quency range of the stimulus). The absolute differences in SGs between the

“target” and “template” signals are averaged over the frequency bands, and

further normalized by dividing the average SG of the template signal:

∆ξk =

∑N
i=2 |ξk,target(i) − ξk,template(i)|

∑N
i=2 |ξk,template(i)|

, (4.2)

where ξk,target(i) and ξk,template(i) represent the SGs of the target and the tem-

plate signal in the ith frequency channel, respectively. It should be noted that

the normalization procedure for the SG deviation is not performed in each

frequency band, since the zero gradient points are arbitrarily distributed over

frequencies and we do not want to introduce any bias by normalization. After

that, the normalized SG deviation calculated for the left (∆ξleft) and right ear

(∆ξright) is weighted with a binaural weighting factor, w (0 < w <1), which de-

termines the relative contribution of the monaural spectral information of the

left and right ear to externalization:

∆ξ(w) = w ∆ξleft + (1−w) ∆ξright. (4.3)
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ILD comparison

In each frequency band, the ILD is calculated as the difference between the left

and right ear excitation. Since ILDs are naturally larger at high frequencies [4],

the same absolute ILD deviation results in a smaller relative ILD change when

applied to a high frequency versus a low frequency sound. Therefore, in the

comparison phase, unlike the normalization procedure used for the SG devia-

tions (c.f. Equation 4.2), the absolute ILD deviations are first normalized within

each frequency band and then averaged over the frequency bands [15]:

∆ILD =
1

N

N∑

i=1

|ILDtarget (fc,i) − ILDtemplate (fc,i)|

|ILDtemplate (fc,i)|
, (4.4)

where ILDtarget (fc,i) and ILDtemplate (fc,i) denote the ILD of the target and the

template signal centered at fc,i, respectively.

Temporal fluctuation comparison

ILD temporal fluctuations are used to represent reverberation-related auditory

cues and can be expressed as the standard deviation of short-term ILDs col-

lected over the binaural signal (ILD TSD) according to Equation 3.4 (c.f. Sec-

tion 3.4.2). However, under anechoic conditions, random fluctuations in the

sound source cause the ILD TSDs to be slightly larger than zero. Consequently,

even small changes in ILD TSDs caused by HRTF modifications can result in

large undesirable relative deviations. For this reason, the absolute ILD TSD

deviation between the target and the template signal is calculated in the com-

parison phase. In order to maintain consistency of the unit-free deviation met-

rics, the absolute ILD TSD deviation is divided by the average ILD TSD over

frequencies of a reference acoustic environment (ILDTSD, reference):

∆ILDTSD =

∑N
i=1

∣∣ILDTSD,target(fc,i) − ILDTSD,template(fc,i)
∣∣

ILDTSD, reference
, (4.5)

where ILDTSD,target(fc,i) and ILDTSD,template(fc,i) are the ILD TSD of the target

and the template signal centered at fc,i, respectively. Note that ILDTSD, reference

is actually a scaling factor and the reference acoustic environment can be chosen

arbitrarily. In this study, the listening room (see Experiment E) is considered as

the reference acoustic environment.

Reverberation-related weighting

The impact of SGs and ILDs on perceived externalization is investigated mainly

under anechoic conditions in this study (see Experiments A - D). Since rever-

beration reduces the relevance of spectral details [23], the influence of SGs and
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ILDs on externalization in reverberant environments may be reduced compared

to that in anechoic environments. To represent this effect with the externaliza-

tion model, the comparison results from the long-term memory are weighted

by a factor γ (0 < γ <1) depending on the presented amount of reverberation-

related features:

γ = 1− bγ

ILDTSD, template

ILDTSD, reference
, (4.6)

where bγ is a weighting parameter. ILDTSD, template is the average ILD TSD over

frequencies of the template signal, indicating the current acoustic environment.

ILDTSD, reference is the average ILD TSD of a reference acoustic environment as

described above (c.f. Equation 4.5).

The factor γ is used to adjust the influence of SGs and ILDs on externaliza-

tion according to the current acoustic environment (ILDTSD, template). γ is close

to one and smaller than one for anechoic and reverberant conditions, respec-

tively. Since γ is limited between 0 and 1 in this study, it is referred to as a

reduction term.

Mapping to externalization

After the comparison stage in short- and long-term memory, the normalized

deviations of SGs, ILDs and ILD TSDs between the target and the template

signal are summed up with corresponding weighting factors [124]:

∆m = γ
(
bξ ∆ξ(w) + bILD ∆ILD

)
+ bILD TSD ∆ILDTSD, (4.7)

where bξ, bILD and bILD TSD are weighting factors for normalized deviations of

SGs, ILDs and ILD TSDs, respectively. An exponential function is used to map

the objective measures to the subjective externalization ratings [15, 109]:

E = a e−∆m + c, (4.8)

where a and c are mapping parameters. The derivation of weighting factors for

model components is explained in section 4.4.

4.3 experiments

4.3.1 General methods

Measurement of individual impulse responses

Individual HRIRs and BRIRs were measured in an anechoic room (c.f. Sec-

tion 2.4.3) and a listening room (c.f. Section 3.2), respectively. A loudspeaker
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(Neumann KH 120A), which served as a sound source, was placed at an az-

imuth angle of 90° with a distance of 1.5m from the subject. A pair of miniature

microphones (Madness MM-BSM-8) was placed at the entrance of the subject’s

ear canals. A 5 s-long exponential sweep was applied as the excitation signal

to measure individual impulse responses, and the measurement was repeated

10 times. After the HRIR measurement, the impulse responses were truncated

by a 2.5ms-long time window with a 0.5ms-long half raised-cosine decay time

(after the onset delay). Then, the HRIRs were equalized by a reference measure-

ment in which the miniature microphones were placed at the position of the

center of the subject’s head without the subject being present [41]. After the

BRIR measurement, the impulse responses were truncated by a 260ms-long

time window including a 10ms-long half raised-cosine decay time (after the

onset delay) [109].

Experimental paradigm

Five subjects (one female and four males, aged between 24 and 30) with normal

hearing participated in the experiments. Five listening tests were designed to

study how perceived externalization was influenced by (A) changes in ILDs, (B)

changes in monaural spectral information while preserving original ILDs, (C)

interaural reductions in spectral details, (D) deviations in both ILDs and spec-

tral details, and (E) deviations in ILDs, spectral information, and reverberation.

Also, these experiments aimed to determine the model weightings for SGs,

ILDs and ILD TSDs with respect to perceived externalization while attempting

to isolate individual acoustic cues. Note that not all experiments/experimental

conditions were designed to fit the model parameters, some were used only to

validate the performance of the externalization model. The experimental results

from Experiments A (“BB” condition, see Section 4.3.2), B (see Section 4.3.3), C

(see Section 4.3.4), and E (“B = 0” and “0% reverberation reduction” conditions,

see Section 4.3.6) were used to calculate the weighting factors for acoustic cues,

and the results from the rest conditions in Experiments A and E, as well as all

conditions in Experiment D were used to validate the externalization model.

In each experiment considered for fitting the model, only one acoustic cue

changed substantially. By this means, the initial fitting process could be simpli-

fied since only one acoustic cue was changed and there was no need to consider

the weightings for other acoustic cues (details can be found in Section 4.4.1).

The mapped results are represent with unfilled symbols while the validated re-

sults are denoted with filled symbols (see Figures 4.2 to 4.7). The experiments

(Experiment A, B, C and D) concerning the influence of spectral information

and ILDs on externalization were performed in the anechoic chamber where

individual HRTFs were measured before, and the experiment (Experiment E)
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regarding the influence of reverberation on externalization was conducted in

the listening room where individual BRIRs were previously measured.

The HRIRs and the direct parts of the BRIRs were represented as minimum-

phase components, followed by all-pass filters [15, 125]. In this study, the mag-

nitude spectra of the minimum-phase components were modified while retain-

ing the phase information. The test signals used in the experiments were syn-

thesized by convolving a 1 s-long white Gaussian noise (200Hz–16 kHz) with

modified HRIRs/BRIRs. The audio signals were presented via headphones at

a SPL of about 67 dB.

Each listener sat in a chair, listened to the test stimuli with a pair of individ-

ually compensated headphones (Sennheiser HD800) according to Schärer and

Lindau [112]. A rating scale with four externalization levels from 0 to 3 was

used to evaluate externalization, which was the same as what we used in our

previous study (see Table 3.1). Subjects were asked to rate test stimuli by using

a slider with a step-size of 0.1 between 0 and 3, and to ignore audible artifacts

that did not influence externalization perception. During each listening test,

subjects were not allowed to turn their heads. Friedman test was performed to

verify the significant effects of different experimental conditions on externaliza-

tion results.

Before each listening test, subjects were asked to listen to all stimuli once to

familiarize themselves with these test signals to be presented. Each experiment

was performed four times and the stimuli were presented in random order.

The loudspeaker was always present during all experiments. As anchors, sub-

jects listened to the original sound played back over the loudspeaker and were

informed that such stimulus should act as a well externalized sound (external-

ization rating = 3). Headphones should be taken off to listen to the speaker

signal. In addition, diotic playback of the signal acted as a fully internalized

sound (externalization rating = 0). Subjects were able to listen to the anchor

sounds at any time during all experiments.

This study focuses on perceived externalization of a 90° virtual sound source.

Such extreme lateralization allows the range of the binaural weighting factor

w (c.f. Equation 4.3) applied to the monaural spectral information to be deter-

mined over different azimuth angles. w is assumed to be 0.5 for a frontal sound

source due to the symmetry of the human head, and can be interpolated for

other azimuth angles [126]. Additionally, a 90° sound source allows to manip-

ulate broadband ILDs without affecting the source direction (c.f. Experiment

A). Moreover, perceived externalization of a lateral sound source is hardly in-

fluenced by potential head movements, which could not be perfectly controlled

during the experiment [21, 28].
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4.3.2 Experiment A: Influence of ILDs

Experiment A was designed to study the role of ILDs on externalization and to

obtain the weighting factor for the ILD while maximally isolating the changes

in the HRTF magnitude spectra. Since it is not possible to manipulate the

frequency-dependent ILDs (ILD contrasts over frequencies) without changing

the magnitude spectra of HRTFs, the ILD information was modified by control-

ling the level of sounds delivered to each ear, i.e., manipulating the broadband

ILDs [127]. By increasing the sound level at the contralateral ear, the gener-

ated sound image might be perceived as coming from a more central lateral

direction, or listeners could even hear two split sound images due to the incon-

sistent ILD and ITD information. Therefore, the ILD was expanded by reducing

the level of the signal delivered to the contralateral ear to keep the perceived

lateralization of the sound source at 90°.

In this experiment, the sound level at the contralateral ear was decreased by

0 dB, 5 dB, 10 dB, 15 dB, and 20 dB at the broadband (“BB” condition: 200Hz

- 16 kHz), at the low frequency range (“LO” condition: 200Hz - 3 kHz), and at

the high frequency range (“HI” condition: 3 kHz - 16 kHz), while the SPL of the

ipsilateral (left) ear signal remained unchanged. The magnitude spectrum of

the contralateral (right) ear HRTF, |HRTFright, mod(f)|, was expressed as:

|HRTFright, mod(f)| =
|HRTFright(f)|

10
A
20

, with f ∈ {BB, LO, HI}, (4.9)

where A denotes the attenuation level in dB.
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Figure 4.2: Median values of externalization ratings (solid lines) and model simulations
(dashed lines, open and filled symbols for mapped and predicted results, re-
spectively) with non-parametric 95% CIs (notch-edges) for ILD expansions
in three different frequency ranges (“BB”, “LO” and “HI” conditions).



66 externalization model

Figure 4.2 shows the median externalization ratings for ILD expansions in

three frequency ranges. For visual comparison, the simulated externalization

results based on the proposed model (see Section 4.4) are also presented. Over-

all, the externalization ratings decrease with increasing ILD expansions for all

three conditions (“BB”, “LO” and “HI”). Both the ILD expansions (χ2(4) =52.5,

p ≪ 0.05) and the manipulated frequency ranges (χ2(2) =32.1, p ≪ 0.05) have

significant effects on the externalization results. The externalization ratings

decrease substantially by an ILD extension of 5 dB for the “BB” and “LO” con-

ditions. The sound image is perceived as being at the ear by further increasing

the ILD (externalization ratings ≈ 1), and there are no significant differences

in the externalization ratings between “BB” and “LO” conditions (χ2(1) = 0.89,

p = 0.4). In contrast, the reduction in externalization results is small when the

ILD expands only at high frequencies. The sound image is still perceived as

externalized even if the ILD increases by 20 dB at high frequencies.

4.3.3 Experiment B: Influence of spectral details with unchanged ILDs

Experiment B was designed to study the influence of spectral information of

HRTFs on perceived externalization. The ILD remained unchanged across fre-

quencies, while the magnitude spectrum of the ipsilateral (left) HRTF, |HRTFleft(f)|,

was smoothed by using a gammatone filter according to Hassager et al. [15]:

|HRTFleft, mod(fc)| =

√√√√
∫∞
0 |HRTFleft(f)|

2
|H(f, fc)|

2df
∫∞
0 |H(f, fc)|

2df
, (4.10)

where |H(f, fc)| denotes the spectral magnitude of a 4th order gammatone filter

centered at fc with a bandwidth of b(fc) [128]:

|H(f, fc)| =

∣∣∣∣∣

(
b(fc)

j(f− fc) + b(fc)

)4
∣∣∣∣∣ , (4.11)

with

b(fc) = B× 24.7 (0.00437× fc)

2
√

21/4 − 1
= 0.1241 B× fc , (4.12)

where j is the imaginary unit (j =
√
−1), and B represents the bandwidth

factor relative to a value of one ERB. The smoothing level of the magnitude

spectrum depends on the bandwidth of the gammatone filters, and the spec-

tral magnitude of the ipsilateral HRTF was smoothed with a bandwidth factor

B ∈ {0, 1, 4, 16, 64} in this study. The magnitude spectrum of the contralateral

HRTF was adjusted accordingly to preserve the original ILD. B = 0 indicated

the unprocessed HRTF.
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Figure 4.3: Median values of externalization ratings and mapped results for smoothed
spectral magnitude in the HRTF of the ipsilateral ear while maintaining the
original ILD. All other conventions are as in Figure 4.2.

Figure 4.3 shows the externalization ratings by spectrally smoothing the

HRTF of the ipsilateral ear while retaining the ILD information. The exter-

nalization ratings decrease significantly for bandwidth factors larger than one

(χ2(4) = 19.3, p ≪ 0.05). The median value of the externalization rating is about

1.6 for the highest smoothing level (B = 64). The result illustrates that maintain-

ing the correct ILD may be sufficient to externalize a lateral sound source, but

not to externalize it well.

4.3.4 Experiment C: Influence of interaural spectral details

Experiment C aimed to investigate the role of interaural spectral information in

HRTFs on perceived externalization. Unfortunately, it is not possible to modify

the interaural spectral contrast while preserving the original HRTF magnitude

spectra in both ears. The spectral details in HRTFs are more pronounced at

high frequencies (above 3 kHz) than at low frequencies due to multiple reflec-

tions and diffractions of the pinnae, head and torso. Hence, in this experiment,

the ILD spectral contrast was compressed to different degrees at high frequen-

cies (between 3 kHz and 16 kHz), while the magnitude spectrum of the original

HRTF was preserved in one ear. The ILD spectral contrast in dB was com-

pressed with a compression factor C ∈ {0%, 25%, 50%, 75%, 100%} according

to Baumgartner et al. [14]:

ILDmod(f) = (1−C) ILD(f) +C
1

∑
k∈fw(k)

∑

k∈f

w(k) ILD(k), (4.13)
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where w(k) represents a weighting factor that approximates the resolution of

auditory filters by the across-frequency derivative of ERB frequencies [14].

Figure 4.4: Median ILD across subjects with 0% (red solid line), 50% (blue dotted line)
and 100% (green dashed line) compression factors. Shaded areas denote
non-parametric 95% CIs (notch-edges) of the median values.

Figure 4.4 shows an example of the compressed ILDs averaged across sub-

jects with C of 0%, 50% and 100%. The ILD is unprocessed when C is equal

to 0%. For C equals to 100%, the ILD is constant over frequencies between

3 kHz and 16 kHz. Two conditions were considered in this experiment: (i) The

magnitude spectrum of the contralateral HRTF was changed according to the

compressed ILD spectral contrast (“contra” condition). (ii) The magnitude spec-

trum of the ipsilateral HRTF was changed based on the compressed ILD spec-

tral contrast (“ipsi” condition).

Figure 4.5 shows the externalization ratings by compressing the ILD spectral

contrast at high frequencies while changing the spectral details in the ipsilateral

(circles) or the contralateral ear (squares). Both the ILD contrast (χ2(4) = 36.3,

p ≪ 0.05) and the spectral information in the HRTF of one ear (χ2(1) = 14.4, p

≪ 0.05) have significant effects on externalization ratings. The externalization

ratings decrease noticeably for C above 25%. Also, the degree of externalization

reduces more for the “ipsi” condition than for the “contra” condition, indicating

that the spectral information contained in the HRTF of the ipsilateral ear is more

relevant to externalization than that of the contralateral ear.

4.3.5 Experiment D: Influences of ILDs and spectral details

Experiment D aimed to study the additive influences of monaural spectral infor-

mation and ILDs on perceived externalization. For this purpose, the magnitude

spectra were smoothed with a bandwidth factor B ∈ {0, 1, 4, 16, 64}, in HRTFs of

(i) both ears (“bi” condition), (ii) the ipsilateral ear (“ipsi” condition) and (iii)
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Figure 4.5: Median values of externalization ratings and the mapped results for com-
pressed ILD contrasts with ipsilateral (“ipsi” condition) versus contralateral
(“contra” condition) spectral distortions. All other conventions are as in
Figure 4.2.

the contralateral ear (“contra” condition). The smoothing approach was the

same as used in Experiment B, but unlike the manipulation in Experiment B,

the ILD was not maintained by spectral compensation in the other ear.
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Figure 4.6: Median values of externalization ratings and predicted results by reducing
spectral details in HRTFs of both ears (“bi” condition), the ipsilateral ear
(“ipsi” condition) or the contralateral ear (“contra” condition). All other
conventions are as in Figure 4.2.

Figure 4.6 illustrates the externalization ratings for “bi”, “ipsi”, and “contra”

conditions. Both the spectral smoothing levels (χ2(4) = 62.9, p ≪ 0.05) and the

smoothing conditions (χ2(2) = 15.8, p ≪ 0.05) have significant effects on exter-

nalization results. For bandwidth factors larger than one, the externalization

ratings decrease noticeably for all three conditions. Furthermore, the external-
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ization ratings for the “contra” condition reach a low degree of about 1.5 later

than those for the “bi” and “ipsi” conditions. This result indicates that smooth-

ing the magnitude spectrum of the HRTF at the ipsilateral ear is more effective

than at the contralateral ear in affecting externalization.

4.3.6 Experiment E: Influences of ILDs, spectral information and reverberation

Experiment E was designed to study the influences of reverberation, ILDs and

the monaural spectral cues on externalization. For this purpose, the magnitude

spectra of direct parts in BRIRs (BRIRdirect, mod(t)) were bilaterally smoothed

with a bandwidth factor B ∈ {0, 1, 4, 16, 64}, where the direct part was obtained

with a 2.5ms-long window including a 0.5ms-long half raised-cosine decay

time [109]. The reverberant part was extracted by subtracting the direct part

from the BRIR. Also, the amount of reverberation was modified with a scaling

factor α ∈ {0%, 25%, 50%, 75%, 100%}. The modified BRIR (BRIRmod(t)) can be

expressed as:

BRIRmod(t) = BRIRdirect, mod(t) + (1−α) BRIRreverb(t). (4.14)

For α equals to 0%, the original reverberant component was present. On the

contrary, for α equals to 100%, only the direct sound component was present.

0 25 50 75 100

Reverberation reduction [%]

0

1

2

3

E
x

te
rn

al
iz

at
io

n
 r

at
in

g

    = 0

    = 1

    = 4

    = 16

    = 64

measured simulated
B

B

B

B

B

Figure 4.7: Median values of externalization ratings and the model predictions for dif-
ferent bilateral spectral smoothing (B) and reverberation reduction levels
(α) across subjects. All other conventions are as in Figure 4.2. Note that the
model outputs for the “α = 0” condition are mapped results.

Figure 4.7 shows the externalization ratings for different spectral smoothing

and reverberation reduction levels. Both the compression of the reverberant

part (χ2(4) = 106.2, p ≪ 0.05) and the smoothing of the spectral details (χ2(4) =

90.1, p ≪ 0.05) significantly affect the externalization results. When the rever-
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beration is fully present (α = 0%), the externalization ratings decrease dramati-

cally with increasing bandwidth factors above one. For the highest smoothing

level (B = 64), the median value of the externalization rating is about 1.4, which

corresponds to the sound source being perceived as slightly externalized. When

the reverberation is fully absent (α = 100%), the externalization ratings are low

with all smoothing levels, and only slight differences in externalization results

are observed by reducing the spectral details in the direct part. It should be

noted that the reproduced sound for this condition (α = 100%) is almost the

same as for the “bi” condition in Experiment D. The differences in externaliza-

tion results between these two experimental conditions (α = 100% condition in

Experiment E and “bi” condition in Experiment D) are mainly caused by the

different experimental contexts with reference signals (with or without rever-

beration).

4.4 model fitting and evaluation

4.4.1 Model fitting

The results of the listening experiments confirm that all the three acoustic cues,

namely SGs, ILDs and ILD TSDs, have influences on externalization. If one of

these cues is distorted, the sound image can not be perceived as well external-

ized. A set of the experimental results was used to fit the weighting factors in

the externalization model (see Figure 4.1), and the remaining experimental re-

sults were used to validate the prediction performance of the proposed model

in terms of externalization.

When the acoustic cues provided by the target and the template signal have

the same values (∆ILD, ∆ξ(w) and ∆ILDTSD are equal to zero), the target signal

reaches the highest externalization level, resulting in the sum of the mapping

factors a and c being equal to 3 (see Equation 4.8). To simplify the mapping

function, the mapping factor c was defined as the minimal externalization rat-

ing obtained from the five experiments, i.e., c was equal to 1. Hence, the map-

ping factors a and c were set to 2 and 1, respectively. The experimental results

from Experiments A (“BB” condition), B, C, and E (“B = 0” and “0% reverber-

ation reduction” conditions) were used to calculate the weighting factors for

acoustic cues by fitting the normalized deviations of these cues from the tem-

plate to the individual externalization ratings using the least-squares method.

Table 4.1 shows the iterative steps to determine unknown weighting factors (

bILD TSD, bILD, bξ, w and bγ) for model components based on subjective experi-

mental results. For better visibility, these steps are also illustrated in Figure 4.8.

The weighting factors were first determined individually for each subject to
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Table 4.1: The steps of model fitting for each subject. Nd represents the number of data
points per subject.

Step Experiment Condition Nd Fitting parameters Initial value Fixed parameters

1 E "B=0" 5 bILD TSD Random bILD = bξ(w) = bγ = 0

2 A "BB" 5 bILD Random
bILD TSD (step 1),

bξ(w) = 0, bγ = 1

3 B - 5 bξ & w
bξ is random;

w ∈ {0.5, 0.6, 0.7, 0.8, 0.9, 1}

bILD TSD (step 1),

bILD (step 2), bγ =1

4 C "ipsi" &"contra" 10 bξ & w Taken from step 3
bILD TSD (step 1),

bILD (step 2), bγ =1

5 E "0% reverb. reduction" 5 bγ Random
bILD TSD (step 1),

bILD (step 2),

bξ(w) (step 4)

6 A,B,C,E
"BB", "ipsi", "contra" &

"0% reverb. reduction"
25

bILD,

bξ, w and

bγ

Taken from steps 2,

3 and 4
bILD TSD (step 1)
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Figure 4.8: Illustration of the iterative steps of model parametrization for each subject.

check the non-parametric 95% CIs for the average weighting factors (see Ta-

ble 4.2). Then the weighting factors were averaged across subjects and the

average/generic weights were used in model validation.

In the first step, the weighting factor bILD TSD for the model component

ILD TSD was calculated based on the results from the condition “B = 0” in

Experiment E (5 data points per subject and parameter). Since the ILD TSD

was the only affected acoustic cue in this experimental condition and could be

decoupled from other model components (c.f. Equation 4.7), the determined

weighting factor bILD TSD did not need to be re-optimized in the last step.

The weighting factors bILD, bξ and w were pre-optimized based on the ex-

ternalization results under anechoic conditions, assuming that ∆ILDTSD was
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small and γ was close to one (steps 2-4). These determined pre-optimal weight-

ings were further used as initial values to jointly estimate the optimal weights

(step 6), since the model components in Experiments A, B and C were weakly

coupled.

In the second step, bILD was calculated by fitting ∆ILD to the externalization

results from “BB” conditions in Experiment A (5 data points, γ and ∆ξ(w) were

set to one and zero, respectively).

In steps three and four, the weighting factors bξ and w were jointly calcu-

lated and optimized according to the results from Experiments B and C. First,

the weighting factors bξ were determined to pair a predefined set of binaural

weighting factors w ∈ {0.5, 0.6, 0.7, 0.8, 0.9, 1} with the results from Experi-

ment B (5 data points, γ was set to one). After that, the best pair of w and bξ

was chosen for which the summed square of errors between the simulated and

perceptually measured ratings over experimental conditions in Experiment C

reached its minimum (10 data points).

In the fifth step, bγ was adjusted according to the results from “0% rever-

beration reduction” condition in Experiment E (5 data points) combined with

pre-optimal bILD, w and bξ.

At last, bILD, w, bξ, and bγ were jointly re-optimized by minimizing the sim-

ulated and perceptually measured results (25 data points) from Experiments A

(“BB” condition), B, C, and E (“0% reverberation reduction” conditions). Their

pre-optimal results were used as the initial values for the final optimization.

In addition to the above-mentioned weights and mapping parameters, there

has been another unknown parameter, namely the expected ILD temporal fluc-

tuations under anechoic listening conditions. This parameter was considered

because the maximal externalization ratings depended on the listening environ-

ment. For the anechoic condition, the virtual sound sources rendered with in-

dividually measured HRTFs were not perceived as fully externalized, the mean

ratings were about 2.7 across experiments (c.f. Experiments A-D). In contrast,

the virtual sound source was perceived as almost completely externalized in

the reverberant condition (c.f. Experiment E). The reason for this could be that

the subjects were more familiar with reverberant environments due to their

daily life experience. This result may indicate that the information stored in

the short-term memory, i.e., reverberation-related acoustic cues, was not com-

pletely adapted by changing the acoustic environment from a listening room

to an anechoic chamber. To represent such an incomplete adaptation in the

model, we added an offset in the template ILD TSDs (about 0.07 dB) under the

anechoic conditions (“mal-adapted ILD temporal fluctuations”).

The average weighting factors across subjects and with their corresponding

non-parametric 95% CIs are shown in Table 4.2. Overall, the weighting factors
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Table 4.2: Mean weighting factors with ± non-parametric 95% CIs for different acous-
tic cues.

Factors bILD bξ w bILD TSD bγ

Values 2.1 ± 0.8 1.7 ± 0.5 0.9 ± 0.1 2.8 ± 0.5 0.5 ± 0.1

are highly consistent and do not show large individual differences, especially

w and bγ.

4.4.2 Model evaluation

As introduced in Section 4.2, the proposed model is based on the a template-

matching process. Hence, the knowledge of the “template” information, i.e.,

individual BRIR (individual HRIR and room) is required for assessing the exter-

nalization of headphone-based virtual sounds. In this study, the performance of

the model was validated with the same listeners but with experimental results

that were not used to fit the model.

The simulated results are shown together with the measured externalization

ratings in Figures 4.2 to 4.7 (except Figure 4.4). The mapped and predicted

results are represented with open and filled symbols, respectively. The results

from Experiments B (“LO” and “HI” conditions), D (all three conditions) and

E (“B=1”, “B=4”, “B=16”, and “B=64” conditions except for the 0% reverbera-

tion reduction condition) were used to evaluate the performance of the model

regarding externalization.

The NRMSD was calculated between the simulated and perceptually mea-

sured data to quantify the prediction performance of the model according to

Equation 3.10 (see Section 3.5.2). Table 4.3 shows the average NRMSD result

across subjects for each experimental condition (mapping and prediction errors

are shown in italic and bold, respectively). It can be seen that the mapping and

prediction errors are less than 10% for all experimental conditions, indicating

the high prediction accuracy of the proposed model.

4.5 discussion

A series of experiments was performed to show the relevance of three impor-

tant acoustic cues to perceived externalization and to determine the weighting

factors for different components in the proposed externalization model. The

model components, interpretation of individual externalization results, and

model limitations are discussed below.
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Table 4.3: Average NRMSD between the simulated and perceptually measured data.
The mapping and prediction errors of calculated results are shown in italic
and bold, respectively.

Experiment Modification Condition Fitting parameter NRMSD

A ILD expansion
BB bILD 4.8%

LO 5.5%

HI 8.1%

B
spectral magnitude

ipsilateral, constant ILD bξ & w 4.7%
smoothing

C ILD contrast compression
ipsi bξ & w 4.3%

contra bξ & w 3.9%

D
spectral magnitude

bi 5.2%

smoothing
ipsi 3.9%

contra 4.3%

E
reverberation reduction and

high spectral detail (B = 0) bILD TSD & bγ 3.3%

spectral magnitude smoothing

B = 1 4.9%

B = 4 7.0%

B = 16 3.5%

low spectral detail (B = 64) 2.5%

4.5.1 Model components

The results from Experiment A demonstrate that the ILD is relevant to exter-

nalization perception, and the correct monaural spectral information alone is

not sufficient to well externalize virtual sound images. Furthermore, the ILD

expansion at low frequencies has more influence on externalization than that

at high frequencies, indicating that the deviation of the average ILD across the

whole frequency range (broadband ILD) may not be able to explain the exter-

nalization ratings for the “LO” and “HI” condition. In order to illustrate this,

the deviation of the broadband ILD instead of the frequency-dependent ILD

is used in the comparison stage to map to externalization ratings. As shown

in Figure 4.9, the model outcomes show high prediction errors for the “LO”

(NRMSD = 12.9%) and “HI” (NRMSD = 10.7%) conditions, suggesting that the

broadband ILD is not suitable for predicting externalization results caused by

the frequency-dependent ILD expansion.

In experiment B, the magnitude spectrum of the HRTF was smoothed at

the ipsilateral ear and adjusted at the contralateral ear to preserve the original

ILD across frequencies. The experimental results show that the externalization

rating is decreased by the deterioration of the HRTF magnitude spectrum, al-

though the correct ILD information is maintained, indicating that the spectral

information of binaural sounds in both ears is relevant to perceived external-

ization. These results are generally in line with the findings in [12], but the

reduction in externalization is less pronounced because a more lateral sound

source was tested in our experiment.
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Figure 4.9: Median values of predicted externalization ratings based on deviation of
broadband ILDs for “BB”, “LO” and “HI” conditions. All other conventions
are as in Figure 4.2.

Experiment C studied the relative influence of the spectral magnitude in

HRTFs of the contralateral versus ipsilateral ear on externalization. The ex-

perimental results illustrate that the spectral information in the HRTFs of the

ipsilateral ear is more relevant to externalization than that of the contralateral

ear. This finding is closely related to the results of localization studies in [129,

130]. Morimoto [129] illustrated that the contribution of the ipsilateral ear to

sound source localization increased as the source moved laterally. For azimuth

angles larger than 60°, the contralateral ear had almost no contribution to the

determination of source localization. This result reveals that the spectral in-

formation in the ipsilateral ear signal is more relevant to sound localization

than that in the contralateral ear signal. Macpherson and Sabin [130] further

quantified the binaural weighting of spectral cues of each ear as a function of

source directions. However, the binaural weighting factor determined in our

externalization study is not equal to one (weight for the ipsilateral spectrum) at

the extreme lateralization, implying that the spectral information in the HRTFs

of the contralateral ear can not be ignored to generate well externalized virtual

sound images.

The results from Experiment D show that perceived externalization is re-

duced by smoothing the spectral magnitude with bandwidth factors above one.

The smoothing process applied to HRTFs leads not only to a change in the ILDs,

but also to a change in the spectral information of HRTFs. The predicted exter-

nalization ratings match well with the perceptually measured results, since all

relevant acoustic cues are incorporated in the proposed model. To test whether

a single cue is sufficient to explain the experimental results for different condi-

tions, the externalization ratings are additionally predicted by using only one
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acoustic cue (either SG or ILD is optimized). For the SG-based model, the

weighting factor for normalized SG deviations, bξ, and the binaural weighting

factor, w, are re-optimized according to the results from Experiment C. As a

result, the estimated average values of bξ and w are 1.9 and 0.8, respectively.

For the ILD-based model, the average value of bILD is 2.5.
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Figure 4.10: Median values of predicted externalization ratings using a single acoustic
cue (ILD or SG deviations) for “bi”, “ipsi” and “contra” condition condi-
tions. ILD- and SG-based prediction results are represented with dashed
and dash-dotted lines, respectively. All other conventions are as in Fig-
ure 4.2.

Figure 4.10 shows the predicted externalization ratings based on either ILD

deviations (dashed lines) or SG deviations (dash-dotted lines). For the SG-

based model [36], the calculated ratings for both “bi” and “ipsi” conditions

match well with the perceptually measured results with increasing bandwidth

factors. Unfortunately, due to the low weighting for SG at the contralateral ear,

the calculated externalization results for the “contra” condition change only

slightly with different smoothing levels. In the case of the ILD-based model [15],

the change in predicted externalization ratings is comparable to the measured

data as the degree of smoothing increases, but the relative externalization re-

sults between the “ipsi” and “contra” conditions do not match the subjective

data. Also, the computed results are overall higher than the measured data.

The simulation results point out that both monaural and interaural spectral

cues are necessary for explaining the change in externalization ratings caused

by spectral smoothing of the HRTFs.

In Experiment E, when the reverberation is fully present (α =0%), the ex-

ternalization ratings decrease with increasing smoothing level, as a result of

destroyed SGs and ILDs. On the contrary, if the reverberant part is completely

absent (α =100%), the externalization ratings for different smoothing levels are

low, even if the direct part is unmodified.
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These results suggest that all three acoustic cues (SGs, ILDs, and ILD TSDs)

are important for perceived externalization, but only one of them, preserved in

binaural signals, is not sufficient to well externalize virtual sound sources. In

the developed model, the influence of the SG and ILD deviations on external-

ization is adjusted based on the amount of reverberation. To illustrate how the

influence of SG and ILD on predicted results changes from an anechoic to a

reverberant environment, the weighting factors (bILD, bξ, w, bILD TSD and bγ)

are re-optimized without considering the reduction term (γ is set to one), and

the externalization results for Experiment E are re-calculated.
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Figure 4.11: Median values of simulated externalization ratings with (dashed lines, “γ
< 1”, the model outputs for the “α = 0” condition are mapped results) and
without (dash-dotted lines, “γ =1”) the reduction term in the model for
different spectral smoothing (B) and reverberation compression levels (α).
All other conventions are as in Figure 4.2.

Figure 4.11 shows the prediction results for some experimental conditions

(“B=1”, “B=4”, and “B=16”) with and without considering the reduction term.

When the reduction term is not included in the model, the predicted results

clearly underestimate the perceptually measured data for bandwidth factors

above one, especially when the reverberant part is fully present (α =0%). As

expected, the prediction errors (NRMSD) become larger, increasing to 5.8%,

12.3%, 7.8% and 5.1% for “B=1”, “B=4”, “B=16”, and “B=64” conditions, re-

spectively. The comparison results reveal that the relevance of SGs and ILDs

to externalization is reduced when reverberation is present, and the proposed

model is valid for explaining this effect.
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4.5.2 Individual differences

Due to listener-specific acoustics, the spectral smoothing of individual HRTFs

may cause different amounts of changes in ILDs and SGs. As a result, the ILD

can change more than the SG for one listener and less for another. For instance,

the externalization results assessed by subjects 2 and 3 for “contra” and “ipsi”

conditions in Experiment D are shown in Figure 4.12.
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Figure 4.12: Median values of externalization ratings and the predicted results of sub-
ject 2 (left panel) and subject 3 (right panel) for smoothed spectral infor-
mation in the HRTF (“contra” and “ipsi” conditions in Experiment D).

It can be seen that different results were reported for these two conditions.

The median values of externalization ratings given by subject 2 are higher for

the “contra” than for the “ipsi” condition with bandwidth factors above one. In

contrast, subject 3 reported similar externalization ratings for both conditions

with large bandwidth factors.

To investigate the reason for the different externalization ratings reported by

these two listeners, normalized ILD and SG deviations are extracted and com-

pared with the perceptual data (see Figure 4.13). For subject 2 and large spectral

smoothing levels, the normalized ILD deviation is slightly higher for the “con-

tra” condition than for the “ipsi” condition, while the normalized SG deviation

is much larger for the “ipsi” condition than for the “contra” condition. Thus,

the high contribution of normalized SG deviations dominates the opposite de-

viations in ILD, leading to lower externalization results for the “ipsi” condition.

On the contrary, for subject 3, the normalized ILD and SG deviations are sim-

ilar in extent and also act in opposite directions, effectively balancing the two

conditions.

Spectral smoothing of the HRTFs results in different levels of ILD and SG

deviations and thus individual externalization ratings. Since these two cues are

incorporated in the proposed model, the predicted results are highly consistent

with the perceptual data for both subjects (dashed lines in Figure 4.12). This
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Figure 4.13: Deviation of normalized ILDs (solid lines) and SGs (dashed lines) of the
individually synthesized binaural signals for subject 2 (upper panel) and
subject 3 (lower panel) under different conditions.

simulation result demonstrates the importance of accounting for differences in

individual acoustics for accurate modeling of perceived externalization.

4.5.3 Model limitations

In this study, different weighting parameters for the proposed model were de-

termined based on the analysis of a 90° sound source and two rooms (anechoic

chamber and listening room). However, for more frontal sound sources, the

effects of these acoustic cues (ILDs, SGs, and ILD TSDs) on perceived exter-

nalization may change, as represented by the weighting factors and mapping

parameters in the model. For instance, the binaural weighting factor, w, for

monaural spectral cues is assumed to be similar to that determined for sound

localization in sagittal planes [126]. Baumgartner et al. [126] applied a sigmoid

function to interpolate w for an azimuth angle of ϕ: w =
(
1+ e(−ϕ/Φ)

)−1
,

where Φ is a scaling factor, and was chosen to be 13° to match the results of lo-

calization studies. Our findings (w = 0.9 for a 90° sound source) imply a lower

dependence of w on the lateral angle for externalization perception compared

to localization perception (Φ = 41°). The mapping parameter c is expected to

have directional properties, which can be formulated as c = | sin(ϕ)| based on

a spherical head and lateralization between the left and right ear [11]. These

interpolation approaches need to be validated in future externalization tests.

In addition, the weighting factors, bγ and bILD TSD, were obtained based on a

reference value of ILD TSDs, and the existence of a general pre-expectation of

the room-related information is a matter of ongoing discussion (c.f. [31, 131]).

Next, in our experiments, a loudspeaker was located at the HRTF/BRIR mea-

surement position to serve as a reference position, and listeners could also lis-

ten to the reference sounds played back through the loudspeaker. Some studies

have shown that the visual [31, 32] and auditory information [33] of the lis-



4.6 concluding remarks 81

tening environment could potentially influence distance perception. The exter-

nalization ratings obtained were therefore task-specific, and the results might

change without providing the room-related visual and auditory information.

This problem is more serious for frontal sound sources, because lateral sound

images can be perceived as more externalized than frontal sound images, even

without a real reference source and visual information [19].

Furthermore, the spectral characteristics of stimuli were not considered in the

proposed model. White noise was used as the stimulus because it has a uniform

energy distribution across frequencies and time, which is advantageous for the

stable extraction of acoustic cues. However, specific stimulus types may reduce

the accessibility of acoustic cues, triggering an adjustment of the weighting fac-

tors. The proposed model can serve as a valuable tool to analyze such adaption

processes for weighting factors based on stimulus types in future experiments.

At last, the contribution of head or source movements to externalization was

not included in the model. Though these dynamic cues can not dramatically

affect externalization results of a lateral sound source, they are important for

frontal sound sources [28]. Therefore, the current model is to be extended to

include the temporal integration processes to represent dynamic cues.

4.6 concluding remarks

This study has investigated the contribution of monaural spectral information,

ILDs, and ILD temporal fluctuations to externalization of a 90° sound source.

The results of five psychoacoustic experiments show that all of these acoustic

cues are relevant and that a single cue alone is not sufficient to well externalize

sound images. Moreover, the spectral information in the contralateral HRTF can

not be neglected to create well externalized virtual sound sources, although it

contributes less to externalization than that in the ipsilateral HRTF. In addition,

the contribution of monaural spectral information and ILDs to externalization

is reduced when reverberation is present.

A model is proposed to predict externalization results on anechoic and re-

verberant lateral sound sources based on a template-matching process. The

predicted results match well with the perceptually measured data. Unlike the

model developed by Hassager et al. [15] (ILD-based model), not only ILDs but

also monaural spectral cues and ILD temporal fluctuations are incorporated

into the model to jointly predict externalization ratings. The developed ex-

ternalization model can be considered as a starting point for further extensions

mentioned above, e.g., taking into account for different source directions, listen-

ing environments, stimulus types, and dynamic scenes, etc. Further, the influ-

ences of other acoustic cues such as inconsistency between interaural cues (ILD
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and ITD) and ITD temporal fluctuations, on perceived externalization need to

be studied, and incorporated into the model. In the future, the quantitative

model should be used to generate hypotheses for externalization experiments.



5
E X T E R N A L I Z AT I O N E N H A N C E M E N T O F V I RT U A L

F R O N TA L A N D R E A R S O U N D S O U R C E S

5.1 introduction

A binaural rendering system aims at artificially generating virtual 3D sound

images reproduced over headphones in real-time. As described in section 1.3,

instead of directly convolving with BRIRs, a commonly used strategy in binau-

ral synthesis is to separately synthesize the direct sound, the early reflections,

and the late reverberation based on HRTFs and room models. Non-individual

HRTFs from publicly available databases (e.g., CIPIC [3], SADIE II [71], IR-

CAM [132], and THK [133]) are often used in binaural rendering systems, since

measuring personal HRTFs is time-consuming and impractical for each listener,

especially in consumer scenarios.

Several studies have shown that the use of non-individual HRTFs in binaural

synthesis may reduce externalization of auditory images, especially for frontal

and rear sound sources [118, 134, 135]. This Chapter proposes a novel rendering

system to improve perceived externalization of frontal and rear sound images,

consisting mainly of direction-dependent peak and notch filters for direct parts,

and filter-bank-based decorrelation filters for early reflections. The system is

further subjectively evaluated concerning externalization of frontal and rear

sound sources. Parts of this Chapter have been published in [136].

The remainder of this Chapter is divided into the following parts. Section 5.2

introduces the proposed binaural rendering system. To evaluate the perfor-

mance of the developed system, a listening experiment is designed. The ex-

perimental paradigm and the results are presented in Section 5.3. Section 5.4

discusses the proposed binaural rendering system. Finally, conclusions and

future work are drawn in Section 5.5.

83
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5.2 overview of the proposed binaural rendering system

Figure 5.1 shows the block diagram of our proposed binaural rendering system,

which is based on the framework described in Section 1.3.
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Figure 5.1: Proposed binaural rendering system.

The direct sound component is simulated by filtering the input signal with

a pair of HRTFs. For frontal or rear sound sources, a peak and notch filter

is applied to improve their localization accuracy. The direction of each early

reflection relative to the listener is determined based on a rectangular (shoe-

box) room model using the image source method [38], and the locations of

image sources (early reflections) along the x-, y- and z-coordinate {x ′, y ′, z ′} of

the room are expressed as:




x ′

y ′

z ′


 =




±xs + 2nLx

±ys + 2lLy

±zs + 2mLz


 , (5.1)

where {Lx, Ly, Lz} and {xs, ys, zs} represent the room sizes and coordinates of

the sound source, respectively. {n, l, m} are the integer vector triplet. The num-

ber of image sources increases exponentially with the reflection order. To re-

duce the computational complexity, only the 1st and 2nd order early reflections

are calculated, which are sufficient to create externalized sound images [137].

The attenuations and delays of early reflections due to the distances between

image sources and the listener are realized with gain factors (referred to as

“Gain” in Figure 5.1) and tapped delay lines, respectively. Low-pass filters
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with different cut-off frequencies and attenuations are used to represent the

frequency-dependent reflection factors of walls, ceiling, and floor (referred to

as “wall absorption” in Figure 5.1). Distance-dependent low-pass filters are

applied to the direct sound and early reflections to simulate the effect of air

absorption [138]. Additionally, the input signals used to generate sparse early

reflections are decorrelated between the left and right ears to improve them

spaciousness of the virtual sound images and thus increase the degree of exter-

nalization [139]. An FDN with eight internal feedback channels [39] is applied

to synthesize the late reverberation, which produces a natural reverberation

effect and is widely used in binaural synthesis.

For dynamic scenarios, a head tracker placed on the headphones is used to

detect the listener’s head movement so that the VAE can be rotated accord-

ingly to fix the absolute position of the virtual sound images. The HRTFs are

represented as minimum-phase systems, followed by all-pass filters [125]. The

minimum-phase components of the HRTFs are linearly interpolated in 1° az-

imuth and elevation off-line to ensure the dynamic binaural reproduction with-

out resolution artifacts [140]. The minimum-phase components are updated

by directly switching the interpolated sets (1° resolution) according to the di-

rectional information received from the head tracker. Additionally, the current

and previous minimum-phase components are cross-faded to eliminate audible

artifacts. The all-pass filters are considered as pure delays, and their changes

(updates) are realized by linear interpolation of tapped delay lines. In the fol-

lowing sections, the important system components are described in details.

5.2.1 Peak and notch filter

Several studies have shown that some specific frequency components of ear

signals are closely related to the subjective impression for source localization in

the median plane [2, 141, 142].

Hebrank and Wright [142] demonstrated that a sound source was perceived

as frontal, when it contained a 1-octave notch having a lower cut-off frequency

between 4 kHz and 10 kHz and increased energy above 13 kHz; the perception

of a rear sound source was cued by a peak between 10 kHz and 12 kHz; a 1/4-

octave peak between 7 kHz and 9 kHz was relevant to the perception of a sound

source above the head.

Blauert [2] investigated the relationship between the center frequency of a

1/3-octave band noise and the perceived direction in the median plane. The

“directional band” was proposed based on the experimental results, indicating

that the narrow band noise signals centered at 500Hz and 4 kHz were perceived

as frontal, and those centered at 1 kHz and 8 kHz were perceived as rear and
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above, respectively. Wallis and Lee [141] revised the “directional band”, and

confirmed the Blauert’s findings for 1 kHz, 4 kHz, and 8 kHz but not for 500Hz.

Yao and Chen [143] adjusted HRTFs with additional peak and notch filters

to enhance localization accuracy of virtual sound sources in the median plane.

In their study, two peak filters (1/4-octave bandwidth) centered at 4 kHz and

14 kHz, and a notch filter (1-octave bandwidth) centered at 7.5 kHz were applied

for the 0° (frontal) HRTFs. Two peak filters (1/4-octave bandwidth) centered

at 4 kHz and 11 kHz and two notch filters (1/4-octave bandwidth) centered at

9 kHz and 16 kHz were used to adjust the 180° (rear) HRTFs. However, the in-

formation of the “directional band” was not included in the designed filters for

the rear sound source. Further, the spectral characteristic of HRTFs itself was

also included for designing the filters, e.g., a peak filter centered at 4 kHz [144]

was applied for both 0° and 180° HRTFs.
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Figure 5.2: Magnitude spectra of designed equalizers (peak and notch filters) for frontal
(left panel) and rear (right panel) sound sources.

In the present study, two equalizers, consisting of cascaded 2nd order peak

and notch filters, are designed for frontal and rear sound sources (HRTFs) to

improve their localization performance based on the method proposed in [143],

while considering results from previous psychoacoustic experiments [2, 141,

142, 144]. As a result, a notch filter centered at 7 kHz with a bandwidth of

1-octave, a peak filter centered at 4 kHz with a bandwidth of 1/3-octave, and

a peak filter centered at 14 kHz with a bandwidth of 1/4-octave are cascaded

and applied for the frontal sound source. A peak filter centered at 1 kHz with

a bandwidth of 1/3-octave, a notch filter centered at 9 kHz with a bandwidth

of 1/4-octave, a peak filter centered at 11 kHz with a bandwidth of 1/4-octave,

and a notch filter centered at 16 kHz with a bandwidth of 1/4-octave are cas-

caded and used for the rear sound source. The coefficients for peak and notch

filters are determined according to Zölzer [145]. Through some informal listen-

ing tests, approximately +/- 10 dB gains are applied to peak and notch filters

to account for the trade-off between sound quality and localization accuracy.
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Figure 5.2 shows the magnitude spectra of designed peak and notch filters for

frontal (left panel) and rear (right panel) sound sources, respectively.

5.2.2 Decorrelation for early reflections

Decorrelated reverberation can improve perceived externalization for 3D audio

reproduction over headphones [139]. Catic et al. [18] showed that the binaural

cues contained in reverberation were important for perceived externalization,

and IC could be used as an indicator of the degree of externalization. Hence,

in the proposed system, we attempt to artificially reduce the IC of early reflec-

tions between the left and right ears to increase perceived externalization of

sound sources rendered by non-individual HRTFs. A common decorrelation

method is to use all-pass filters with random phase responses [139]. However,

the uniform magnitude spectrum over the whole frequency can not be guar-

anteed due to the high variations in the phase response of the decorrelation

filter [146]. To avoid this issued, the filter-bank-based decorrelation method in-

troduced by Bouéri and Kyriakakis [146] is applied to early reflection parts in

this study.
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Figure 5.3: Filter-bank-based decorrelation filter according to [146].

As illustrated in Figure 5.3, the input audio signal is divided into 24 critical

bands and delivered to the left and right channels. After that, a random delay

is introduced into each frequency band for the left channel signals. Finally, the

signals of the frequency bands are summed up in the left and right channels.

Since the audio signals in the high frequencies are more sensitive to the time

shifts than those in the low frequencies, the maximum values of the delays

introduced into the frequency bands are limited based on the wavelengths of

the bands (see Figure 4 in [146]). The decorrelated signals are then mixed with

the input signal to adjust the degree of correlation.
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5.3 experiment

5.3.1 Experimental paradigm

A listening test was performed to evaluate the performance of the proposed bin-

aural rendering system regarding perceived externalization of frontal and rear

sound sources. The non-individual HRTFs taken from the THK database [133]

were used in binaural synthesis. The experiment was performed in a listening

room located in our institute (see Section 3.4), and the early reflections were

simulated based on the geometry of this room. The reflection factors and the

parameters for the artificial late reverberator were adjusted to match the acous-

tics of the real room. The stimuli used in the listening experiment were a guitar

recording [147] and a speech signal [116] with a duration of 10 s.

Six normal-hearing listeners (one female and five males, aged between 25

and 30) participated in the experiment. Each subject sat in a chair, and listened

to the test signals presented by a pair of headphones (Sennheiser HD800). Two

real loudspeakers (0° and 180° relative to the listener) were placed in the listen-

ing room as references for the externalization evaluation. The real loudspeaker

positions were matched with the “theoretical” positions of synthesized virtual

loudspeakers. Listeners compared the stimuli produced by the proposed and

conventional rendering systems against the loudspeaker positions, and gave

their assessment using a four-point rating scale that we have used in previ-

ous studies (see Table 3.1). The conventional binaural rendering system did

not contain equalizers (peak and notch filters) for the direct sound component

and decorrelation filters for early reflections. To avoid the enhancement of

externalization caused by head movements [28], the head tracker device was

deactivated during the experiment, and subjects were not allowed to turn their

heads. The rendered audio signals presented through headphones had a level

of about 64 dBA.

5.3.2 Experimental results

Figure 5.4 shows the median externalization ratings with non-parametric 95%

CIs (notch-edges) for “guitar” and “speech” signals generated with the pro-

posed and the conventional rendering systems. For the stimulus “guitar”, the

average externalization ratings provided by both systems are slightly higher

for the frontal direction than for the rear direction, which is not observed for

the “speech” signal. For each stimulus type and source direction, the exter-

nalization rating of the sound source synthesized by the proposed rendering

system is significantly higher than that synthesized by the conventional system
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Figure 5.4: Median externalization ratings with non-parametric 95% CIs (notch-edges)
for guitar (left panel) and speech signals (right panel) using proposed and
conventional binaural rendering systems across subjects. The results for
frontal and rear sound sources are shown with squares and circles, respec-
tively.

(Wilcoxon tests: p ≪ 0.05). Unfortunately, even with the proposed rendering

system, the sound source still can not be perceived as being at the position of

the real loudspeaker.

5.4 discussion

This study aims to enhance externalization of virtual frontal and rear sound

images synthesized with non-individual HRTFs.

Kim et al. [148] have developed a similar rendering system to enhance per-

ceived externalization of a mono audio signal. A pair of decorrection filters was

applied to the direct part to increase the spaciousness. However, the localization

accuracy of the frontal and rear sound sources might be reduced. To increase

the localization accuracy of a frontal sound source, a pair of notch filters was

designed based on the spectral magnitude of average 0° HRTFs taken from the

CIPIC database [3]. In addition, in their system, HRTFs were simulated with a

head and pinna model according to Brown and Duda [149]. However, some spe-

cific parameters for the pinna model have to be determined through listening

tests. Our idea differs in that the non-individual HRTFs were directly used in

the binaural rendering system; the decorrelation filter was applied only to the

early reflections to increase the spaciousness without affecting the localization

accuracy; the design of peak and notch filter for the direct part was according

to the results of past psychoacoustic experiments.

Localization accuracy of binaurally synthesized frontal and rear sound sources

is commonly low with non-individual HRTFs due to the lack of correct spectral

cues from individual ears [117]. Applying the equalizer (cascaded peak and

notch filters) to the direct parts aims at increasing the localization accuracy of
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frontal and rear sound sources. An informal listening test confirms the reduc-

tion in the front-back confusion when applying the equalizer. In this experi-

ment, the head tracker is deactivated to avoid the impact of head movements

on externalization [21, 28]. For dynamic scenarios (head tracker is active and

head movements are allowed), the gain factors for cascaded peak and notch

filters should be designed as direction-dependent to avoid audible artifacts be-

tween frontal/rear and lateral sound sources (smooth transition of gain factors

between the frontal/rear and lateral regions). For instance, in our current imple-

mentation, the gain factors change linearly from 10 dB to 0 dB with increasing

angles in azimuth or elevation from 0° to ± 20°.

Catic et al. [18] concluded that lower IC between left and right ear signals

corresponded to higher externalization ratings based on the analysis of modi-

fied and individually measured BRIRs. Reverberation is relevant to perceived

externalization. For the binaural rendering system, the use of non-individual

HRTFs and a simple room model is known to create a great number of wrong

cues for externalization perception. In the present study, decorrelation filters

are applied to the early reflections to artificially decrease the IC between left

and right ear signals and hence to increase externalization. Note that this

does not mean that the early reflections between the left and right ear must be

completely decorrelated, as the direction of each early reflection should be dis-

cernible. The experimental results show that such processing, in combination

with peak and notch filters applied to the direct parts, can effectively increase

perceived externalization of frontal and rear sound sources.

5.5 concluding remarks

This study has developed an advanced binaural rendering system to enhance

externalization of virtual frontal and rear sound sources synthesized with non-

individual HRTFs. The rendering system consists mainly of an early reflection

module based on the image source method, an FDN-based artificial late rever-

berator, cascaded peak and notch filters applied to direct sounds, and a pair of

decorrelation filters applied to early reflections.

Compared to the conventional binaural playback system, perceived external-

ization of frontal and rear sound sources is substantially improved with the

proposed system. However, due to the lack of listener-specific acoustic transfer

characteristics and the acoustics of the real room, the sound source still can not

be perceived as well externalized with the proposed method. Further work is

to adapt the binaural rendering system to the real room acoustics to further

improve plausibility and externalization of sound sources.
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C O N C L U S I O N S A N D F U T U R E W O R K

6.1 conclusions

HRTFs are essential for creating headphone-based virtual 3D sound images.

Different measurement systems have been developed for fast measuring high-

resolution individual HRTFs. Considering the measurement time and infras-

tructure costs, the hybrid setup consisting of a loudspeaker array and a single-

axis positioning system is widely used in acoustic laboratories. However, mul-

tiple loudspeakers are required to measure HRTFs from different directions

and most setups are only able to measure HRTFs with a fixed distance (2D

HRTFs). In the first part of this thesis (Chapter 2), a detailed overview of the

state of the art in HRTF measurement systems/approaches is provided. Fur-

ther, an MR-based mobile system has been proposed to record individual 3D

HRTFs with only a single loudspeaker. The depth camera and inertial sensor

integrated in the MR device are used to detect the source (loudspeaker)-listener

distance and head orientation, respectively. With this system, subjects can ro-

tate their heads and move their bodies towards or away from the loudspeaker

to cover desired measurement positions. The information of the visited and

unvisited measurement positions, and the quality of measured HRTFs are vi-

sually displayed through the MR HMD. Although the influence of the HMD

on the measurement results can not be ignored and a suitable sound source is

required to measure HRTFs at close distances, the proposed system shows the

potential to fast measure personal 3D HRTFs with a flexible setup.

Perceived externalization plays an important role in creating immersive VAEs.

We have investigated relevant auditory cues contained in binaural sounds in the

context of perceived externalization, and proposed a model to predict external-

ization of anechoic and reverberant lateral sound sources.

The second part of this thesis (Chapter 3) has investigated the effect of re-

moving reverberation in contralateral versus ipsilateral ear signals on perceived

externalization of a lateral sound source. The BRIRs of the contralateral and ip-

silateral ears were separately truncated, and such modified BRIRs were used to

91
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synthesize virtual sound sources and played back to listeners via headphones.

The experimental results suggest that reverberation at the contralateral ear has

more influence on perceived externalization of a lateral sound source than that

at the ipsilateral ear. Perceived externalization is slightly changed by removing

the reverberation in the ipsilateral ear signals. The change in externalization

ratings caused by the removal of lateral reverberation can be well explained

by the reverberation-related binaural cues. The effect of lateralized reverbera-

tion on externalization was further tested for different source directions. The

results show that the contribution of reverberation at the contralateral ear to

perceived externalization increases as the source moves laterally. For azimuth

angles larger than ± 30°, reverberation at the contralateral ear dominates the

assessment of externalization.

The third part of this thesis (Chapter 4) has further investigated the addi-

tive influences of relevant acoustic cues on externalization, and has developed

a model to predict externalization. A series of experiments was designed to

investigate the relevance of ILDs, SGs, and ILD temporal fluctuations on ex-

ternalization of a 90° sound source. The experimental results indicate that the

spectral details in the HRTFs of the ipsilateral ear are more important to per-

ceived externalization than that of the contralateral ear, but maintaining the

correct magnitude spectra in HRTFs only at the ipsilateral ear is not sufficient

for well externalizing sound sources. Additionally, the relevance of the spectral

information provided by HRTFs for externalization decreases with increasing

reverberation. Furthermore, all these three cues (ILDs, SGs, and ILD tempo-

ral fluctuations) are relevant to externalization, and that a single acoustic cue

alone is not sufficient for well externalizing virtual sound images. These three

acoustic cues are then used jointly to predict externalization of anechoic and re-

verberant lateral sound sources based on a template-matching procedure. The

predicted results match well with the externalization ratings obtained in listen-

ing experiments.

The use of non-individual HRTFs and a simple room model in binaural

synthesis reduces perceived externalization of auditory images, especially for

frontal and rear sound sources. The last part of this thesis (Chapter 5) has

proposed an advanced binaural rendering system to enhance externalization of

frontal and rear sound sources synthesized with non-individual HRTFs. Cas-

caded peak and notch filters are applied for direct sound components to im-

prove the localization accuracy, which are designed according to the results of

past psychoacoustic experiments. In addition, filter-bank-based decorrelation

filters are used to decorrelate the early reflections to artificially reduce the IC

between two ear signals. The subjective experimental results confirm the ex-
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ternalization enhancement of virtual frontal and rear sound sources with the

proposed approach.

6.2 future work

HRTF individualization/calculation is a timely topic, since not all listeners have

the possibility to measure their personal HRTFs [150]. However, the acquisition

of highly accurate personal HRTFs is still a challenge with these methods. The

proposed method shows the possibility to rapidly measure personal HRTFs

with a flexible setup. It is interesting to investigate whether the accuracy of

HRTF individualization can be improved with recorded HRTFs at some specific

measurement positions.

The current model is limited to predict externalization of a 90° sound source,

and it needs to be further extended with the consideration of different source di-

rections, listening environments, stimulus types, and dynamic scenes. Further,

the model is based on a template-matching procedure, it would be interesting

to study whether it is possible to “blindly” predict externalization without the

“template” information.

The congruent room-related auditory information between the synthesized

and real listening environment is important for perceived externalization. There-

fore, prior knowledge of the real room acoustic (e.g., reverberation time) is re-

quired for binaural synthesis. It can be further investigated how to quickly

adapt the binaural rendering system to the real room acoustic to create well

externalized sound images.
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