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Introduction

Moduli spaces of curves and abelian varieties

A fundamental problem in algebraic geometry is the classification of algebraic
varieties. Moduli spaces represent a solution for this kind of problem. Let us
suppose that we want to classify all geometric objects (algebraic varieties) is a
certain class C up to a fixed equivalence relation. Then the associated moduli
space (if it exists) would be a geometric object M whose points are in one-to-one
correspondence with the equivalence classes of varieties in the class C. Further-
more, the local geometry of M should describe the geometry of deformations of
the varieties in C. When this correspondence is complete, we speak of fine moduli
spaces. By relaxing these requirements, one can get what is called a coarse moduli
space.

If one wants to classify algebraic varieties of fixed dimension, the first interest-
ing case is the classification of algebraic varieties of dimension 1, i.e., of algebraic
curves. In this case, there is a fundamental invariant to be taken into account:
namely, the genus of the curve. For a non-singular curve C over the fields of
complex numbers, the genus can be defined geometrically as the dimension of
the space of regular differentials on C, or topologically interpreting C as a real
orientable surface and taking its topological genus (i.e. the number of “holes” of
the surface). The importance of the genus lies in the fact that two non-singular
curves can be deformed into each other if and only if they have the same genus.
In particular, to obtain a connected moduli space, we need to fix the genus of the
curves we consider. It is a fundamental result that the moduli space of smooth
curves of genus g exists for every g ≥ 2. The coarse moduli space Mg is a quasi-
projective variety that can be constructed using geometric invariant theory [M65,
Thm 5.11].

Furthermore, the costruction of the moduli space can be extended to the case
of smooth genus g curves with n distinct marked points. In this case the objects
that are classified are n + 1-tuples (C, p1, . . . , pn) where C is a smooth genus g
curve and the pi are distinct points on C. Two n-pointed curves (C, p1, . . . , pn)
and (C ′, p′1, . . . , p

′
n) are isomorphic if there is an isomorphism C → C ′ that maps

pi to p′i for every i = 1, . . . , n. For every pair (g, n) with 2g − 2 + n > 0, the
coarse moduli space Mg,n of n-pointed smooth genus g curves exists and is a
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INTRODUCTION

quasi-projective variety with locally quotient singularities. A fine moduli space
Mg,n exists as well, but in general not in the category of quasi-projective varieties.
Instead, to define Mg,n one needs to endow it with a more flexible structure and
work in the category of algebraic stacks [DM69, Kn83]. Then Mg,n exists and is
a smooth irreducible Deligne–Mumford stack of dimension 3g − 3 + n.

Moduli spaces of smooth curves are almost never complete (the only exception
is M0,3, which is a point). On the other hand, they admit a natural compactifica-
tion, the Deligne–Mumford compactification Mg,n, the moduli space of n-pointed
stable curves of genus g, i.e. nodal n-pointed curves of arithmetic genus g with
finite automorphism group.

A different class of projective varieties whose moduli spaces have been inten-
sively studied is the moduli space of abelian varieties. An abelian variety is a
projective variety A, together with morphisms + : A × A → A and ι : A → A
defining a group structure on the set of points of A. A polarized abelian variety
is a pair (A, [L]) where A is an abelian variety and [L] := c1(L) ∈ H2(A;Z) is
the first Chern class of an ample line bundle L on A; if the space of sections of L
is 1-dimensional, (A, [L]) is called a principally polarized abelian variety.

Over the field of complex numbers, principally polarized abelian varieties of
dimension g are isomorphic to complex tori. In particular, they can always be
written as Cg/Λ for a lattice Λ = Zg +Zτ1 + · · ·+Zτg, where τ1, . . . , τg denote the
rows of a complex g×g-matrix τ of maximal rank. On the other hand, not every
complex torus admits a polarization, i.e., not all of them are projective varieties.
More specifically, by the Riemann bilinear relations, a complex torus of the form
Cg/Λ admits a principal polarization [L] if and only if the matrix τ is symmetric
with positive definite imaginary part, i.e. if τ is an element of Siegel space

Hg := {τ ∈M(g × g,V) : τ = tτ,ℑ(τ) > 0}.

In this case, the theory of theta functions provides a canonical choice of the
principal polarization on Cg/Λ.

It is also possible to describe explicitly when two principally polarized abelian
varieties Cg/(Zg+τZ) and Cg/τ ′Z are isomorphic. Let us consider the symplectic
group

Sp(2g,Z) =

{

γ ∈ GL(2g,Z) : γ

(

0 1g

−1g 0

)

tγ =

(

0 1g

−1g 0

)}

.

There is a natural action of the symplectic group on Siegel space, defined by

Sp(2g,Z) × Hg −→ Hg
((

A B
C D

)

, τ

)

7−→ (Aτ +B)(Cτ +D)−1.

It is possible to prove that τ, τ ′ ∈ Hg give rise to isomorphic abelian varieties
if and only if they lie in the same orbit for the action of Sp(2g,Z). Hence,
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INTRODUCTION

the arithmetic quotient Ag = Hg/ Sp(2g,Z) is the moduli space of g-dimensional
ppavs. Whether the moduli space so constructed is a fine or a coarse one depends
on the category in which we construct the quotient. The quotient stack yields
a fine moduli space, which is again a smooth Deligne–Mumford stack. If we
consider the quotient as an algebraic variety, we get the coarse moduli space of
Ag, which is a quasi-projective variety with locally quotient singularities.

Differently from the situation with the moduli space of curves and its Deligne–
Mumford compactification, for the moduli space Ag one can consider several dif-
ferent compactifications, which are “natural” from different points of view. For
instance, the theory of moduli forms allows to construct the Satake compactifica-
tion ASat

g , which is in some sense the minimal compactification of Ag. However,
this compactification does not have a modular interpretation and moreover it
is also very singular. To solve this problem, Mumford et al. [AMRT75] intro-
duced the theory of toroidal compactifications of Ag. Their approach allows to
construct a compactification of Ag starting from a certain combinatorial object:
namely, an admissible fan in the cone of positive semidefinite quadratic forms
in g variables. In this thesis we shall consider two of the most notable toroidal
compactifications of Ag: the perfect cone compactification Aperf

g and the second
Voronoi compactification AVor

g . The former is the toroidal compactification which
is most natural from the point of view of the birational geometry [SB06]. The
latter compactification is more natural from the point of moduli theory, because
it is the normalization of the main component of the moduli stack of certain
generalizations of principally polarized abelian varieties [Al02, Ol08].

Cohomological investigations

In this thesis, we deal with moduli spaces from the point of view of a basic topo-
logical invariant: the cohomology with rational coefficients. This is an important
invariant, which can be used for instance to get information on the Chow groups
of the spaces considered and on their compactifications. Furthermore, in the spe-
cific case of moduli spaces of curves and abelian varieties, the knowledge of the
rational cohomology has applications in number theory (mainly in the study of
modular forms) and in mathematical physics (string theory). We will concentrate
on specific moduli spaces and describe the rational cohomology groups as graded
vector spaces with mixed Hodge structures.

Curves of genus 3 with extra structure

In the first chapter, we calculate the cohomology of the moduli space M3,2 of
curves of genus 3 with 2 distinct marked points. The starting point is the well
known fact that a non-hyperelliptic curve of genus 2 can be canonically embedded
as a smooth cruve of degree 4 in the projective plane P2. If we denote by H3,2 the
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INTRODUCTION

locus of hyperelliptic curves in M3,2, we can interpret M3,2\H3,2 as parametrizing
equivalence classes of triples (ϕ, p, q) where ϕ is a non-singular homogeneous
quartic polynomial in three variables and p, q are two distinct points in P2 lying
in the vanishing locus of ϕ, up to the natural action of GL(3) on the coordinates.
On the one hand, the quotient map from the space I2 parametrizing the triples
(ϕ, p, q) to M3,2 \ H3,2 allows to deduce the cohomology of M3,2 from that of
I2 in a straightforward way via a Leray spectral sequence. On the other hand,
the cohomology of I2 can be computed explicitly. This part of the computation
is based on a development of Vassiliev–Gorinov’s method for the computation
of complements of discriminants (see [Vas99, Gor05, Tom05]). This requires to
study the Borel–Moore homology of the space D of triples (ϕ, p, q) where the
polynomial ϕ is singular. The space D possesses a structure given by the singular
locus of its elements. This allows to construct a cubical space whose geometric
realization is properly homotopy equivalent to that of D, so that the Borel–
Moore homology of both spaces coincides. Furthermore, this geometric realisation
admits a natural filtration that defines a spectral sequence converging to the
Borel–Moore homology of D. From the Borel–Moore homology of D we recover
the cohomology of I2 by combining a long exact sequence and the duality between
Borel–Moore homology and cohomology.

It is important to observe that this whole construction respects mixed Hodge
structures and the natural action of the symmetric group S2 by interchanging the
two marked points. Therefore, in our result we get a description of H•(M3,2;Q)
including its structure as S2-representation and its mixed Hodge structures.

In the second chapter, we use similar techniques to approach a different task:
determining the cohomology of the moduli space of smooth spin curves of genus 3.
Smooth spin curves of genus g are pairs (C,L) where C is a smooth genus g curve
and L is a theta characteristic on C, i.e. a line bundle satisfying L⊗2 ∼= ωC . A
spin structure is called odd (respectively, even) if the dimension of H0(C;L) is
odd (respectively, even). The situation with moduli spaces of spin curves is simi-
lar as with moduli spaces of curves: they are natural objects that originate from
classical constructions and whose study has also a string-theoretical motivation.
Furthermore, by work of Cornalba [Co89], these moduli spaces admit a natural
modular compactification called the moduli space of stable spin curves. Unfor-
tunately, a complete description of the cohomology of these moduli spaces is
available only for genus g ≤ 2. In these cases, the descriptions rely heavily on the
fact that the curves of genus ≤ 2 are either rational, or elliptic or hyperelliptic.
This allows to get a combinatorical description of theta characteristics on smooth
curves starting from configurations of points on P1.

Genus 3 is the lowest genus such that the general curve is no longer hyperel-
liptic. This makes the study of moduli of spin curves more interesting. In chapter
II we compute the cohomology of the moduli space of smooth non-hyperelliptic
odd spin curves of genus 3. This gives an independent and more explicit proof
of a result of Looijenga [Lo93, Cor. 4.5], obtained by a completely different con-
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INTRODUCTION

struction of this space in terms of the complement of an arrangement of divisors
on an algebraic torus.

The starting point of our approach is the classical construction that identifies
non-hyperelliptic odd spin curves of genus 3 with plane quartic curves with a
marked bitangent line up to the action of PGL(3). The strategy of the proof
is similar to that of the first chapter, but is more involved, partially due to the
fact that one needs to distinguish between the cases in which the bitangent is a
proper one (i.e. with two distinct contact points) or whether it is a flex bitangent
(i.e. with one contact point with multiplicity 4).

Orbifold cohomology of moduli of curves

The subject of chapter III is the orbifold cohomology of moduli spaces of curves.
Orbifold cohomology, also known as Chen–Ruan cohomology, has been introduced
by Chen and Ruan in [CR04] as part of the project of extending Gromov–Witten
invariants to orbifolds.

As a vector space, the orbifold cohomology with Q-coefficients of an orbifold
X coincides with the ordinary cohomology of the inertia stack of X, which is
(loosely speaking) the stack parametrizing pairs (x, g) where x is an object of X
and g : x→ x is an automorphism of x. The grading of the orbifold cohomology
is obtained by shifting the grading of the ordinary cohomology of each connected
component of the inertia stack by a rational number, called age or fermionic
twist.

In chapter III, which is joint work with Nicola Pagani (KTH, Stockholm), we
study the inertia stack and the orbifold cohomology of the moduli space Mg of
smooth genus g curves. In this case, the inertia stack I(Mg) can be viewed as
the moduli space of pairs (C, α) where C is a smooth genus g and α : C → C an
automorphism. Following an idea of Fantechi, we describe all components of the
inertia stack of Mg by associating to each of them certain numerical invariants
of the cyclic cover C → C/α associated. These invariants arise from the classical
theory of abelian covers developed by Pardini in [Par91]. Furthermore, by a
recent result of Catanese [Ca10] the invariants of the cover identify the connected
components of I(Mg).

Subsequently, we apply this theory and work out the details in the case of
curves of genus 3. In this special case we give a complete description of the
additive structure of orbifold cohomology of M3 by identifying all components
of I(M3) and computing the rational cohomology of each of them by a variety
of techniques. Furthermore, we consider the closure of the components I(M3)
in the inertia stack of the Deligne–Mumford compactification M3. We calculate
the cohomology of these components and the orbifold cohomology of the subring
they generate inside the orbifold cohomology of M3.
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Moduli of abelian varieties

In chapter IV, which is based on joint work with Klaus Hulek, we deal with
the cohomology of the moduli space of abelian varieties of dimension 4 and,
more specifically, with the cohomology of two of its toroidal compactifications:
the perfect cone compactification Aperf

4 and the second Voronoi compactification
AVor

4 . In the specific case of genus 4, these two compactifications are strictly
related, because AVor

4 , which is a smooth stack, can be obtained as the blow-up
of Aperf

4 in one point.
The aim of our work is to gain cohomological information on the cohomology

of AVor
4 and Aperf

4 starting from known information coming either from moduli
spaces of abelian varieties of smaller dimension or from moduli spaces of curves.
To this end, we exploit the combinatorial structure of toroidal compactifications,
which allows to stratify the boundary of them into locally closed subvarieties that
are fibred over moduli spaces of abelian varieties of smaller dimension. A geo-
metric analysis of these strata allows to compute their cohomology using certain
Leray spectral sequences from the cohomology of Ak for k ≤ 3 with values in cer-
tain symplectic local systems of small weight. In turn, the cohomology of these
local systems can be computed using information of moduli spaces of pointed
curves, such as Theorem I.1.1 in this thesis.

As for the interior A4, we do not deal directly with its cohomology, but only
with the cohomology of the Zariski closure of the image of the Torelli map M4 →
A4, which is an irreducible hypersurface. The knowledge of the cohomology of
this divisor combined with the information from the cohomology of the boundary
suffices to compute the cohomology of AVor

4 in all degrees different from the middle
one and to compute the cohomology of Aperf

4 in degree ≤ 9.

viii
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Chapter I

Rational cohomology of M3,2

I.1 Introduction

Let us denote by M3,2 the moduli space of non-singular complex projective curves
with two marked points, and by Q2 the moduli space of plane quartic curves with
two marked points. In this paper, we prove

Theorem I.1.1. The rational cohomology groups of Q2 and M3,2, with their
mixed Hodge structures and their structures as S2-representations, are as follows.

1. Hk(Q2;Q) =































S2 ⊗Q k = 0,
(S2 + S1,1) ⊗ Q(−1) k = 2,
S2 ⊗Q(−3) k = 5,
S2 ⊗Q(−6) k = 6,
(S2 + S1,1) ⊗ Q(−7) + S1,1 ⊗ Q(−8) k = 8,
0 otherwise.

2. Hk(M3,2;Q) =







































S2 ⊗ Q k = 0,

(
⊕2

S2 + S1,1) ⊗ Q(−1) k = 2,
(S2 + S1,1) ⊗Q(−2) k = 4,
S2 ⊗ Q(−3) k = 5,
S2 ⊗ Q(−6) k = 6,
(S2 + S1,1) ⊗Q(−7) k = 8,
0 otherwise.

Note that the Euler characteristic of M3,2 in the Grothendieck group of mixed
Hodge structures was computed in [BT07], exploiting Jonas Bergström’s count
of the number of points of M3,2 defined over finite fields ([Ber]). Another com-
putation of this Euler characteristic can be found in [Tom05b, Chapter III]. All
these results agree with the topological Euler characteristic of M3,2 as calculated
in [BH].

O. Tommasi, Rational cohomology of M3,2. Compos. Math. 143 (2007), no. 4, 986–1002.
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CHAPTER I. RATIONAL COHOMOLOGY OF M3,2

It is well known that the canonical model of a non-hyperelliptic curve of genus
3 is a smooth quartic in the projective plane. Hence Q2 is the complement of
the hyperelliptic locus H3,2 inside M3,2. Let us start by considering the moduli
space Q of smooth quartic curves in the projective plane. Quartic curves are
defined by the vanishing of polynomials of degree four in three indeterminates,
i.e., by elements of S2

4 := C[x0, x1, x2]4. Clearly, not every element of S2
4 defines

a non-singular curve, but we have to exclude the locus Σ2
4 ⊂ S2

4 of singular
polynomials. The action of G = GL(3) on the coordinates x0, x1, x2 induces an
action on S2

4 \ Σ2
4, and Q is the the geometric quotient of S2

4 \ Σ2
4 by the action

of G.
The rational cohomology of S2

4 \ Σ2
4 was computed by Vassiliev in [Vas99].

Comparing this result with the rational cohomology of the moduli space Q, as
computed by Looijenga in [Loo93], one observes that the cohomology of the space
of non-singular polynomials in S2

4 is isomorphic (as graded vector space) to the
tensor product of the cohomology of the moduli space Q and that of G = GL(3).
Indeed, Peters and Steenbrink [PS03] proved that this is always the case when
comparing the rational cohomology of the space of non-singular homogeneous
polynomials with the cohomology of the corresponding moduli space of smooth
hypersurfaces.

As explained in [BT07, § 5], Peters–Steenbrink’s result can be adapted to
moduli spaces of smooth hypersurfaces with m marked points, when m is small
enough. This requires to replace the space Sn

d of homogeneous polynomials of
degree d in x0, . . . , xn with a certain incidence correspondence. In our case (n =
2, d = 4, m = 2) we set

I2 := {(α, β, f) ∈ F (P2, 2) × (S2
4 \ Σ2

4) : f(α) = f(β) = 0},

where F (P2, 2) denotes the complement of the diagonal in P2 × P2. The action
of G = GL(3) on P2 and S2

4 can be extended to I2, and the geometric quotient
I2/G is isomorphic to Q2. Then the following isomorphism of graded vector
spaces with mixed Hodge structures holds:

H•(I2;Q) ∼= H•(Q2;Q) ⊗H•(GL(3);Q). (I.1.1)

This follows from [PS03], in view of [BT07, Theorem 5.2]. As a consequence,
we have that determining the rational cohomology of I2 immediately yields the
rational cohomology of Q2. Note that the isomorphism (I.1.1) is compatible with
the action of the symmetric group S2 on the cohomology groups of Q2 and I2

induced by the involution interchanging the two marked points.
We computeH•(I2;Q) by studying the natural projection π2 : I2 → F (P2, 2).

The map π2 is a locally trivial fibration, whose fibre is the complement of Σ2
4 in

a linear subspace of S2
4 . Therefore, we can compute the cohomology of this fibre

with Vassiliev–Gorinov’s method for the cohomology of complements of discrim-
inants. The study of the Leray spectral sequence associated to the fibration π2

2
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allows to determine the cohomology of I2. In this last step, we will use very often
the relation (I.1.1).

The plan of the paper is as follows. In §§ I.2 and I.3 we compute the rational
cohomology of Q2 and prove Theorem I.1.1 by the methods explained above. We
conclude the paper with a concise review of Vassiliev–Gorinov’s method.
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Notation

Sn the symmetric group in n letters.

Sn
d

vector space of homogeneous polynomials of degree d in n+1
indeterminates x0, . . . , xn.

Σn
d locus of singular polynomials in Sn

d .

K0(HSQ)
Grothendieck group of rational (mixed) Hodge structures
over Q.

K0(HS
Sn

Q )
Grothendieck group of rational (mixed) Hodge structures
endowed with an Sn-action.

Q(m) Tate Hodge structure of weight −2m.
L class of Q(−1) in K0(HSQ).
Sλ Q-representation of Sn indexed by the partition λ ⊢ n.
sλ Schur polynomial indexed by the partition λ ⊢ n.
∆j j-dimensional closed simplex.
∆j interior of the j-dimensional closed simplex.

F (Z, k)
space of ordered configurations of k distinct points on the
variety Z (see Def. I.4.5).

B(Z, k)
space of unordered configurations of k distinct points on the
variety Z (see Def. I.4.5).

Throughout this paper we will make an extensive use of Borel–Moore homol-
ogy, i.e., homology with locally finite support. A reference for its definition and
the properties we use is for instance [Ful84, Chapter 19].

To write the results on cohomology and Borel–Moore homology groups in a
compact way, we will express them by means of polynomials, in the following
way. Let T• denote a graded Q-vector space with mixed Hodge structures. For

3



CHAPTER I. RATIONAL COHOMOLOGY OF M3,2

every i ∈ Z, we can consider the class [Ti] in the Grothendieck group of rational
Hodge structures. We define the Hodge–Grothendieck polynomial (for short, HG
polynomial) of T• to be the polynomial

℘(T•) :=
∑

i∈Z

[Ti]t
i ∈ K0(HSQ)[t].

If moreover a symmetric group Sn acts on T• respecting the grading and the
mixed Hodge structures on T•, we define the Sn-equivariant Hodge Grothendieck
polynomial (for short, Sn-HG polynomial) ℘Sn(T•) by replacing K0(HSQ) by
K0(HS

Sn

Q ) in the definition of the HG polynomial.

I.2 Rational cohomology of Q2

Consider the space S2
4 of homogeneous quartic polynomials in x0, x1, x2, and de-

note by Σ := Σ2
4 the discriminant, i.e., the locus of singular quartic polynomials.

For every p ∈ P2, denote by Vp the linear subspace of S2
4 of polynomials vanishing

at p. The aim of this section is to calculate the rational cohomology of the inci-
dence correspondence I2 = {(α, β, f) ∈ F (P2, 2) × (S2

4 \ Σ) : f(α) = f(β) = 0}.
Note that knowing the cohomology of I2 is equivalent to knowing the cohomology
of its projectivization

P2 = {(α, β, [f ]) ∈ F (P2, 2) ×P(S2
4 \ Σ) : f(α) = f(β) = 0},

as the rational cohomology of I2 is isomorphic to the tensor product of the co-
homology of P2 and H•(C∗;Q).

We will start by applying Vassiliev–Gorinov’s method (see § I.4) to the cal-
culation of the cohomology of (Vp ∩ Vq) \Σ, where p and q are two fixed distinct
points in P2. Next, we will consider the Leray spectral sequence for the natural
projection π2 : I2 → F (P2, 2). Note that the map π2 is a locally trivial fibration
with fibre isomorphic to Vp ∩ Vq \ Σ.

By Alexander’s duality between reduced cohomology and Borel–Moore ho-
mology, we have

H̃•((Vp ∩ Vq) \ Σ;Q) ∼= H̄25−•(Vp ∩ Vq ∩ Σ;Q)(−13). (I.2.1)

To apply Vassiliev–Gorinov’s method to Vp∩Vq∩Σ, we need an ordered list of
all possible singular sets of the elements in Vp∩Vq ∩Σ. We can easily obtain such
a list by an adaptation of the list of possible singular configurations of quartic
curves (like the one in [Vas99, Proposition 6]). For every configuration in the
list, one has to distinguish further whether the singular points are or are not in
general position with respect to p and q (for instance, if p or q are or are not
contained in the singular configuration). This procedure yields a complete list of
singular sets of elements of Vp ∩ Vq; let us denote by R the number of types of

4
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configurations in the list. As recalled in § I.4, Vassiliev–Gorinov’s method gives
a recipe to construct spaces

∣

∣X
∣

∣,
∣

∣Λ
∣

∣ and a map

|ǫ| :
∣

∣X
∣

∣ −→ Vp ∩ Vq ∩ Σ

inducing an isomorphism on Borel–Moore homology. The Borel–Moore homol-
ogy of

∣

∣X
∣

∣ (respectively,
∣

∣Λ
∣

∣) can be computed by considering the stratification
{Fj}j=1,...,R (resp., {Φj}j=1,...,R). The properties of Fj and Φj are explained in
Proposition I.4.3. Recall in particular that Fj is the total space of a vector bundle
over Φj , and that for finite configurations the Borel–Moore homology of Φj coin-
cides (after a shift in the indices) with the Borel–Moore homology of the space
of configurations of type j with coefficients in a rank 1 local system changing its
orientation every time two points in a configuration are interchanged.

In our case, for most indices j ∈ {1, . . . , R} the space of singular configura-
tions of type j has trivial Borel–Moore homology in the appropriate system of
coefficients. Hence, the strata Fj have trivial Borel–Moore homology. In view of
Lemma I.4.6, this is the case for configurations with too many points lying on
the same rational curve. Furthermore, the same occurs for configurations con-
taining rational curves as components (see [Tom05a, Lemma 2.17] and following
remarks).

In Table I.2 we list all remaining configurations, i.e., all singular configurations
indexing strata that give a non-trivial contribution to the Borel–Moore homology
of Σ ∩ Vp ∩ Vq. In the same table, we also give a description of the strata of
∣

∣Λ
∣

∣ and
∣

∣X
∣

∣ corresponding to each configuration. From the descriptions, it is
straightforward to compute the Borel–Moore homology of the strata Φj and Fj

for 1 ≤ j ≤ 7. The most difficult strata (corresponding to configurations of type
8, 9 and 10) are studied separately in § I.3. The results there, together with the
description of the strata given in Table I.2, allow to compute the E1 terms of the
spectral sequences in Borel–Moore homology converging to

∣

∣Λ
∣

∣ and
∣

∣X
∣

∣, induced
by the filtrations associated, respectively, with {Φj} and {Fj}.

The columns of the spectral sequences converging to the Borel–Moore ho-
mology of

∣

∣X
∣

∣ and
∣

∣Λ
∣

∣ can be divided into two blocks: one with the first seven
columns, the other with columns 8, 9 and 10. Looking at Hodge weights, one can
easily prove that all differentials in the spectral sequence between columns in the
block 1–7 and in the block 8–10 are trivial. Furthermore, this behaviour carries
on when one investigates the Leray spectral sequence associated to the fibration
π2. Therefore, we will consider the two blocks separately. The contribution of
columns 1–7 is computed below. The contribution of columns 8–10 to the rational
cohomology of I2 is computed in § I.3.

In the spectral sequence converging to the Borel–Moore homology of
∣

∣Λ
∣

∣ all
terms in the first seven columns are killed by differentials, with the exception of
an S2-invariant 1-dimensional homology group in degree 0. This follows from
dimensional reasons: If these classes were not killed, they would give rise to

5
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Table I.2: Singular configurations and their contribution
1. The point p or the point q.

Stratum: F1 is a C11-bundle over Φ1 = {p, q}.
2. Any point different from p, q.

Stratum: F2 is a C10-bundle over Φ2
∼= P2 \ {p, q}.

3. The pair {p, q}.
Stratum: F3 is a C9-bundle over Φ3

∼= ∆1.
4a. Pairs of points on the line pq, different from {p, q}.

Stratum: F4a is a C8-bundle over Φ4a, which is a non-orientable ∆1-bundle over
a space which can be decomposed as the disjoint union of C∗ and B(C, 2).

4b. Pairs of points {a, b} with a ∈ {p, q}, b /∈ pq.
Stratum: F4b is a C8-bundle over Φ4b, which is a non-orientable ∆1-bundle
over the disjoint union of two copies of C2.

5. Pairs of points {a, b} with a ∈ (pq \ {p, q}), b /∈ pq.
Stratum: F5 is a C7-bundle over Φ5, which is a non-orientable ∆1-bundle over
C∗ × C2.

6. Triplets consisting of p, q and another point outside pq.
Stratum: F6 is a C6-bundle over Φ6, which is a ∆2-bundle over C2.

7. Triplets with two points on pq (not both in {p, q}) and another point outside
pq.
Stratum: F7 is a C5-bundle over Φ7, which is a non-orientable ∆2-bundle
over a space that can be decomposed as the disjoint union of C∗ × C2 and
B(C, 2) ×C2.

8. Five points a, b, c, d, e ∈ P2, such that a, b, d, e, p, q lie on a conic different from
ab ∪ de, {c} = ab ∩ de 6⊂ {p, q} and {p, q} 6⊂ {a, b, d, e}.
Stratum: F8 is a C-bundle over Φ8, which is a ∆4-bundle over the configuration
space X8 of § I.3.

9. Six points that are the pairwise intersection of four lines ℓi (1 ≤ i ≤ 4) in
general position, such that {p, q} ⊂

⋃

i ℓi.
Stratum: F9 is a C-bundles over Φ9, which is a ∆5-bundle over the configu-
ration spaces X9 studied in § I.3. The simplices bundle does not change its
orientation when two lines ℓi, ℓj are interchanged.

10. The entire P2.
Stratum: F10 is an open cone over the space

∣

∣Λ
∣

∣, which is the union of all
strata Φj with j ≤ 9.

6
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Table I.3: First seven columns of the spectral sequence converging to the Borel–
Moore homology of Vp ∩ Vq ∩ Σ

22 0 S2 ⊗ Q(12) 0 0 0 0 0
21 (S2 + S1,1) ⊗ Q(11) 0 0 0 0 0 0
20 0 S2 ⊗ Q(11) 0 0 0 0 0
19 0 S1,1 ⊗ Q(10) 0 0 0 0 0
18 0 0 0 0 0 0 0
17 0 0 0 (S2 + S1,1) ⊗ Q(10) 0 0 0
16 0 0 S1,1 ⊗ Q(9) 0 S2 ⊗Q(10) 0 0
15 0 0 0 S2 ⊗ Q(9) S1,1 ⊗Q(9) 0 0
14 0 0 0 S1,1 ⊗Q(8) 0 0 0
13 0 0 0 0 0 0 0
12 0 0 0 0 0 S1,1 ⊗ Q(8) 0
11 0 0 0 0 0 0 S2 ⊗Q(8)
10 0 0 0 0 0 0 S1,1 ⊗ Q(7)

1 2 3 4 5 6 7

cohomology classes of degree ≥ 14 in the cohomology of (Vp ∩ Vq) \ Σ, and this
is impossible because the latter is affine of dimension 13. As a consequence, the
strata 1–7 do not contribute to the Borel–Moore homology of the open cone F10.

The first seven columns of the spectral sequence converging to the Borel–
Moore homology of Filj

∣

∣X
∣

∣ are given in Table I.3. Note that the description of
the strata of the domain

∣

∣X
∣

∣ of the geometric realization given in Table I.2 allows
us to study the behaviour of each Borel–Moore homology class with respect to
the interchange of the points p, q. Table I.3 includes also the information on the
S2-action generated by this involution.

In the spectral sequence in Table I.3, the only possibly non-trivial differential
is d2 : E2

5,15 → E2
3,16. This is certainly zero, because otherwise we would get a

contradiction with the isomorphism

H•((Vp ∩ Vq) \ Σ;Q) ∼= H•(C∗;Q) ⊗H•(P((Vp ∩ Vq) \ Σ);Q).

In view of Alexander’s duality (I.2.1), we have that the part of the rational
cohomology of Vp ∩ Vq \ Σ that comes from the first seven columns of Vassiliev–
Gorinov’s spectral sequence has S2-HG polynomial

(1 + Lt)
(

s2 + L2t3(2s2 + s1,1) + L3t4s1,1 + L4t6(s2 + s1,1) + L5t7s1,1

)

, (I.2.2)

where the S2-action is generated by the involution interchanging p and q. Note
that the second factor of (I.2.2) is the S2-HG polynomial of the cohomology of
the projectivization of Vp ∩ Vq \ Σ.

Next, we study the contribution of this part of the cohomology of Vp ∩ Vq \Σ
to the Leray spectral sequence for the fibration π2 : I2 → F (P2, 2). It is simpler
to consider the C∗-quotient and study the fibration π′

2 : P2 → F (P2, 2), which
is a locally trivial fibration with fibre P(Vp ∩ Vq \ Σ). The E2 terms of the
Leray spectral sequence are written in Table I.4. Note that the space F (P2, 2) is

7
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Table I.4: First block of the Leray spectral sequence in cohomology associated
to π′

2

7
S1,1

⊗
Q(−5)

0
(S2+S1,1)

⊗
Q(−6)

0
(S2+S1,1)

⊗
Q(−7)

0
S2
⊗

Q(−8)

6
(S2+S1,1)

⊗
Q(−4)

0
(
L2 S2+

L2 S1,1)
⊗

Q(−5)
0

(
L2 S2+

L2 S1,1)
⊗

Q(−6)
0

(S2+S1,1)
⊗

Q(−7)

5 0 0 0 0 0 0 0

4
S1,1

⊗
Q(−3)

0
(S2+S1,1)

⊗
Q(−4)

0
(S2+S1,1)

⊗
Q(−5)

0
S2
⊗

Q(−6)

3
(
L2 S2+S1,1)

⊗
Q(−2)

0
(
L3 S2+

L3 S1,1)
⊗

Q(−3)
0

(
L3 S2+

L3 S1,1)
⊗

Q(−4)
0

(S2+
L2 S1,1)
⊗

Q(−5)

2 0 0 0 0 0 0 0

1 0 0 0 0 0 0 0

0 S2 0
(S2+S1,1)

⊗
Q(−1)

0
(S2+S1,1)

⊗
Q(−2)

0
S1,1

⊗
Q(−3)

0 1 2 3 4 5 6

simply connected and that its cohomology has S2-HG polynomial (s2+Lts1,1)(1+
Lt2 + L2t4) with respect to the natural action of S2 generated by the involution
(α, β) ↔ (β, α).

The proof of the following lemma is based on a suggestion by Alexei Gorinov.

Lemma I.2.1. In the spectral sequence associated to π′
2, the differential d4 : E0,3

4 →
E4,0

4 has rank two.

Proof. Denote by P1 ⊂ P2 × P(S2
4 \ Σ) the variety of pairs (ξ, [f ]) such that

f(ξ) = 0. Consider the inclusion i : P2 → P1 × P1 defined by i(α, β, [f ]) =
((α, [f ]), (β, [f ])). There is a commutative diagram

P2
i

−−−→ P1 × P1

π′
2





y





y

π1×π1

F (P2, 2)
inclusion
−−−−−→ P2 ×P2,

(I.2.3)

where π1 : P1 → P2 denotes the natural projection.
In particular, the differentials of the spectral sequences associated to π′

2 and
π1 × π1 commute with the maps induced by i on the E4 terms of the spectral
sequences.

8
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Recall from [BT07, Proposition 1] that the differential

E0,3
4 (π1)

d4−→ E4,0
4 (π1)

has rank 1. This implies that the differential E0,3
4 (π1 × π1)

d4−→ E4,0
4 (π1 × π1) has

rank 2. Since

E4,0
4 (π1 × π1) ∼= E4,0

2 (π1 × π1) ∼= H4(P2 × P2;Q) ⊗H0(Vp \ Σ;Q)

and
E4,0

4 (π′
2)

∼= E4,0
2 (π′

2)
∼= H4(F (P2, 2);Q) ⊗H0(Vp ∩ Vq \ Σ;Q),

one can verify directly that the composition of d4 : E0,3
4 (π1 ×π1) → E4,0

4 (π1 ×π1)
and the map E4,0

4 (π1 × π1) → E4,0
4 (π′

2) is surjective. Then the claim follows from
the commutativity of the diagram I.2.3.

Proof of Theorem I.1.1. Comparing the Leray–Hirsch isomorphism (I.1.1) with
Table I.4 implies that the entire contribution of the first block to the cohomology
of I2 is determined by the cohomology of I2 in degree ≤ 5. This follows from the
fact that the cohomology of GL(3) is trivial in degree k ≥ 10. Then Lemma I.2.1,
together with the structure of H•(I2;Q) as tensor product of GL(3), yields that
the first block contributes

(1 + Lt)(1 + L2t3)(1 + L3t5)(s2 + Lt2(s2 + s1,1) + L3t5s2).

to the S2-HG polynomial of H•(I2;Q). This implies that the S2-HG polynomial
of the cohomology of the moduli space Q2 of smooth quartic curves with two
marked points is

s2 + Lt2(s2 + s1,1) + L3t5s2, (I.2.4)

plus the term coming from singular configurations of type 8–10. In the next
section (see page 20), we will prove that this term equals

L6t6s2 + L7t8(s2 + s1,1) + L8t8s1,1. (I.3.9)

Summing the contributions of the two block of columns, we get that the S2-
HG polynomial of the cohomology of Q2 is

s2 + Lt2(s2 + s1,1) + L3t5s2 + L6t6s2 + L7t8(s2 + s1,1) + L8t8s1,1.

This establishes the first part of Theorem I.1.1. To prove the second part of
the theorem, recall from [Tom05b, Corollary III.2.2] that the S2-HG polynomial
of the cohomology of the hyperelliptic locus H3,2 ⊂ M3,2 is s2 + Lt2(s2 + s1,1) +
L7t7s1,1, and consider the long exact sequence associated to the inclusion H3,2 →֒
M3,2:

→ Hk(M3,2;Q) → Hk(Q2;Q) → Hk−1(H3,2;Q) ⊗ Q(−1) → Hk+1(M3,2;Q) →

9
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which can be rephrased in Borel–Moore homology as

· · · → H̄k(M3,2;Q) → H̄k(Q2;Q)
dk−→ H̄k−1(H3,2;Q) → H̄k−1(M3,2;Q) → · · · .

If k 6= 8, the differentials dk are always zero for Hodge-theoretic reasons. If
k = 8, both H̄8(Q2;Q) and H̄7(H3,2;Q) have a one-dimensional summand of
Hodge weight 0, on which S2 acts as the sign representation. Hence, a priori d8

can have either rank 0 or 1. To determine the rank of d8, we observe that both the
cohomology of H3,2 and Q2 were computed using Vassiliev–Gorinov’s method. In
particular, both H̄8(Q2;Q) and H̄7(H3,2;Q) are related to configurations of at
least 4 singular points. Moreover, there configurations correspond to strata of the
geometric realizations that have Borel–Moore homology which is a tensor product
of that of the group acting. This means that both Borel–Moore homology groups
can be interpreted as Borel–Moore homology groups of certain moduli spaces.

Specifically, consider the moduli space N whose elements are isomorphism
classes of triples (C, p, q), where C is the union of two smooth rational curves
intersecting transversally at 4 distinct points and p, q are any distinct (but pos-
sibly singular) points on C. Note that the arithmetic genus of such a curve C is
3. Denote by S the rank 1 local system on N changing its orientation every time
a pair of nodes on C is interchanged, and denote by Nh the closed subset of N
such that the four nodes have the same moduli on both rational components.

Observe that the problem with the determination of d8 only concerns the
Hodge weight 0 summands of the Borel-Moore homology groups. For this reason,
in the rest of the proof we will restrict to the Hodge weight 0 summands of each
homology group we consider.

The space N can be written as the disjoint union of locally closed strata, each
of them isomorphic to the quotient by the action of a finite group, of a product
of moduli spaces M0,n with 4 ≤ n ≤ 6, whose cohomology groups are completely
known (see e.g. [Get95]). Investigating this stratification, one gets that the only
Borel–Moore homology group of Hodge weight 0 is H̄4(N ;S) = S1,1. Analogous
considerations also apply to Nh. In that case, one has H̄3(Nh;S) ∼= S1,1 as
only Borel–Moore homology group with Hodge weight 0. By the constructions
in [Tom05b, III.2], there is a natural isomorphism H̄3(Nh;S) ∼= H̄7(H3,2;Q).

The weight 0 part of the Borel–Moore homology of N \ Nh can also be com-
puted directly with Vassiliev–Gorinov’s method. This yields again that the only
non-trivial Borel–More homology group with S-coefficient of N \ Nh is

⊕

2 S1,1

in degree 4. Moreover, the direct computation shows that H̄4(N \Nh;S) is gen-
erated by two classes, both related to configurations of type (9) in Table I.2.
This allows to define a surjective map H̄4(N \ Nh;S) → H̄8(Q2;Q) making the

10
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following diagram commute:

0 −−−→

S1,1

‖≀

H̄4(N ;S) −−−→

⊕

2 S1,1

‖≀

H̄4(N \ Nh;S)
γ

−−−→

S1,1

‖≀

H̄3(Nh;S) −−−→ 0




y





y

H̄8(Q2;Q)
d8−−−→ H̄7(H3,2;Q).

The commutativity of the diagram immediately yields rank d8 = rank γ = 1.

I.3 Configurations of five and six points

The aim of this section is to compute the contribution of singular configurations
of type 8, 9 and 10 (see Table I.2) to the rational cohomology of I2 and Q2. For
these configuration, it seems more natural to work directly with the cohomology
of I2, without having to pass through the study of the fibre of π2. This is indeed
possible. Namely, consider the space

D := {(α, β, f) ∈ F (P2, 2) × Σ : f(α) = f(β) = 0}.

Note that D is a closed subset of V := {(α, β, f) ∈ F (P2, 2) : f(α) = f(β) =
0}. The space V is the total space of a vector bundle over P2, and I2 = V \
D. Vassiliev–Gorinov’s method can be exploited to compute the Borel–Moore
homology of D. This is done by defining the singular locus of an element (α, β, f)
in D as the subset {(α, β)}×Kf of F (P2, 2)×P2, where Kf denotes the singular
locus of the polynomial f . In particular, the classification of singular sets of
elements of D is obtained from the classification of singular sets of elements of
Vp ∩ Vq \ Σ by allowing the pair (p, q) to move in F (P2, 2).

Even though this is no longer the original setting of Vassiliev–Gorinov’s method,
one can mimic the construction of the cubical spaces Λ and X (see § I.4), and ob-
tain cubical spaces Λ′ and X ′ that play an analogous role. In particular, the map
∣

∣X ′∣
∣→ D induces an isomorphism on the Borel–Moore homology of these spaces,

because it is a proper map with contractible fibres. Moreover, for the stratifica-
tions Φ′ and F ′ obtained from the construction of Λ′ and X ′, we have natural
maps Φ′

k → F (P2, 2) and F ′
k → F (P2, 2) which are locally trivial fibrations with

fibre isomorphic to Φk, respectively, Fk.
In view of the considerations above, computing the rational Borel–Moore ho-

mology of the spaces Φ′
j and F ′

j for j ∈ {8, 9, 10} is enough to get the contribution
of configurations of type 8–10 to the cohomology of I2. We start by determining
the twisted Borel–Moore homology of the underlying families of configurations
X ′

8 and X ′
9.

Define Y8 ⊂ F (P2, 2)×F (P2, 5) to be the space of configurations (p, q, e1, e2, e3,
e4, c) such that

11
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• {c} = e1e2 ∩ e3e4 6⊂ {p, q};

• p, q, e1, e2, e3, e4 lie on a conic different from the reducible conic e1e2 ∪ e3e4;

• {p, q} 6⊂ {e1, e2, e3, e4}.

Then X ′
8 ⊂ F (P2, 2)×B(P2, 5) is isomorphic to the quotient of Y8 by the action of

the subgroup G of S4 generated by the permutations (1, 2), (3, 4) and (1, 3)(2, 4).
The action of G on Y8 is given by permuting the four points (e1, e2, e3, e4) in the
configurations. Since G is a subgroup of S4, it makes sense to restrict the sign
representation to it.

Furthermore, note that the conic passing through the points p, q, e1, e2, e3, e4
is uniquely determined for every configuration in Y8. Therefore, Y8 can be
embedded in the space W ⊂ F (P2, 2) × F (P2, 5) × P(S2

2) of configurations
(p, q, e1, e2, e3, e4, c, C), such that

• {c} = e1e2 ∩ e3e4 6⊂ {p, q};

• the points p, q, e1, e2, e3, e4 lie on the conic C;

• the conic C is distinct from the reducible conic e1e2 ∪ e3e4.

Hence, we have the chain of inclusions

Y8 →֒ W →֒ F (P2, 2) × F (P2, 5) × P(S2
2).

Lemma I.3.1. Denote by S the local system of coefficients induced on W/G and
X ′

8 by the sign representation on G. Consider the S2-action generated by the
involution interchanging the points (p, q) ∈ F (P2, 2). Then one has

℘S2(H̄•(X
′
8;S)) = (L−1t3 + L−2t4)s2 · ℘(H̄•(PGL(3);Q)).

To prove Lemma I.3.1, we will consider the quotient of Y8 andW by the action
of PGL(3). Since every configuration in W contains points e1, e2, e3, e4 which are
in general position, the group PGL(3) acts freely and transitively on W , hence
W is isomorphic to the product of PGL(3) and the quotient W/PGL(3). Recall
that PGL(3) is isomorphic to the configuration space of four ordered points in
general position in P2. This yields a natural identification between the quotient
W/PGL(3) and the space

WE := W ∩ (F (P2, 2) × {(E1, E2, E3, E4, E5)}),

where

E1 = [1, 0, 0], E2 = [0, 1, 0], E3 = [0, 0, 1], E4 = [1, 1, 1], E5 = [1, 1, 0].

In the following, we identify each element σ of G with the automorphism of P2

mapping Ei to Eσ(i). This allows to consider G as a subgroup of Aut(P2), and

12
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induces an action of G on WE that makes the isomorphism W ∼= WE ×PGL(3) is
G-equivariant. Note that the action of G on PGL(3) is defined by restricting to G
the natural action of the symmetric group S4 on PGL(3) →֒ F (P2, 4) permuting
the four points in the configuration. It is not difficult to prove that the rational
Borel–Moore homology of PGL(3) is S4-invariant and hence also G-invariant.

By applying the Künneth formula to the Borel–Moore homology of W ∼=
WE ×PGL(3), and considering the part of the Borel–Moore homology which has
the wished behaviour for the action of G, one gets

H̄•(W/G;S) ∼= H̄•(WE/G;S) ⊗ H̄•(PGL(3);Q), (I.3.1)

where S denotes the local system of rank 1 induced by the restriction of the sign
representation to G ⊂ S4.

The reasoning above applies to Y8 as well as W . This yields the isomorphism

H̄•(X
′
8;S) ∼= H̄•((Y8 ∩WE)/G;S) × H̄•(PGL(3);Q). (I.3.2)

The space WE can be described in the following way. Denote by L the space of
conics passing through the Ei’s and distinct from the reducible conic (x0−x1)x2 =
0. Note that L is isomorphic to an affine line. Then we have

WE = {(p, q, C) ∈ F (P2, 2) × L : p, q ∈ C}.

Lemma I.3.2. In the notation of Lemma I.3.1, we have ℘S2(H̄•(WE/G;S)) =
L−2t4s2.

Proof. The space Q = WE/G can be decomposed as the union of a closed locus
K containing all equivalence classes of triples (p, q, C) such that C is a singular
conic, and an open part U where the conic C is always non-singular.

We compute the Borel–Moore homology of K first. The locus K has two
components, according to the position of the two points p, q. We denote by M
the component of K such that p, q lie on the same irreducible component of C,
and N the component in which p, q lie on two different components of C. The
elements of the intersection M ∩ N are the configurations in which the singular
point of C is either p or q.

Up to the G-action, the space M can be identified with the space of ordered
configurations of two points on the projective line x1 = 0, hence the S2-HG
polynomial of H̄•(M ;S) is (L−1t2 + L−2t4)s2.

Next, we identify the space N \M with a S2-quotient of the space of pairs
(p, q) where p lies on x1 = 0, the point q lie on x0 − x2 = 0 and both points are
distinct from the intersection point of these lines. The S2-action interchanges
E1 and E3, and E2 and E4, and we have to take invariant classes with respect
to it. This implies that the S2-HG polynomial of H̄•(N \M ;S) is (L−2t4)s2.
Then, from the long exact sequence in Borel–Moore homology associated with

13
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the closed inclusion M →֒ K we can conclude that the S2-HG polynomial of
H̄•(K;S) is (L−1t2 + 2L−2t4)s2.

Subsequently, we compute the Borel–Moore homology of U by lifting U to
a G-invariant subset U ′ ⊂ WE , and looking for the part of the Borel–Moore
homology of U ′ that has the wished behaviour with respect to the G-action. We
have that U ′ projects to the locus of non-singular conics in L, which is isomorphic
to C \ {±1}. Note that the action of (1, 2) ∈ G on L ∼= C interchanges the two
singular conics. The projection U ′ → C \ {±1} is a locally trivial fibration
with fibre isomorphic to the space F (R, 2), where R is a chosen non-singular
conic through the Ei’s. In order to study the action of G on the Borel–Moore
homology of F (R, 2), we assume that the conic R is fixed by all automorphisms in
G ⊂ Aut(P2). If we fix an isomorphism R ∼= P1, we have that taking the quotient
by G gives finite maps R ∼= P1 → P1 and F (R, 2) ∼= F (P1, 2) → F (P1, 2). In
particular, the Borel–Moore homology with standard coefficients of F (R, 2) is
isomorphic to that of its quotient by G, hence all Borel–Moore homology classes
of F (R, 2) are G-invariant. Hence, the S2-HG polynomial of H̄•(U ;S) is the
product of ℘(F (P1, 2))s2 and the HG polynomial of the part of the Borel–Moore
homology of C \ {±1} which is anti-invariant for the involution ξ ↔ −ξ, which
equals t.

To compute H̄•(Q;S), we can now use the long exact sequence in Borel–Moore
homology associated to the closed inclusion K →֒ Q:

· · · → H̄k(K;S) → H̄k(Q;S) → H̄k(U ;S) → H̄k−1(K;S) → · · ·

This yields immediately H̄k(Q;S) = 0 if k > 5 or k < 2. Moreover, we have

0 → H̄5(Q;S) → Q(2)
δ5−→ Q(2)2 δ′5−→ H̄4(Q;S) → 0,

0 → H̄3(Q;S) → Q(1)
δ3−→ Q(1)

δ′3−→ H̄2(Q;S) → 0.

Then the claim follows from the fact that both δ5 and δ3 are injections. As we
will see, the subset M ∪U has trivial Borel–Moore homology with S-coefficients,
hence H̄k(M ;S) is contained in the kernel of δ′k for every k.

To compute the Borel–Moore homology of M∪U , consider the surjective map
π : M ∪ U → L/G obtained by restricting the natural projection WE → L. The
map π is clearly locally trivial on U . We claim that π is also locally trivial in a
neighborhood of the point w0 in L/G parametrizing singular conics. Up to the
G-action, and possibly the choice of a sufficiently small neighbourhood U0, we
can assume that this singular conic is Y : x1(x0 − x2) = 0, and identify π−1(w)
(w ∈ U0) with the locus of triples (Y, α, β) such that α and β lie on the line x1 = 0.
Then the fibre of π near w0 can be identified with F ({x1 = 0}, 2) by considering
the projection from the point E4, which maps every non-singular conic in L
onto the line x1 = 0. This construction yields a map from the preimage in π of

14
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a neighbourhood of w0 to F (P1, 2) ∼= F ({x1 = 0}, 2), which admits a section.
Hence, the map π is a locally trivial fibration over L/G.

Note that this implies that the Borel–Moore homology of M ∪ U in the local
system S is trivial. The Borel–Moore homology of L is clearly G-invariant, hence
the elements of H•(M ∪ U ;S) have to come from Borel–Moore homology classes
of the fibre of π, in a local system different from the standard one. The fibre of π
is isomorphic to a G-quotient of F (P1, 2), and the whole Borel–Moore homology
of F (P1, 2) is G-invariant. For this reason, the fibre of π has trivial Borel–Moore
homology in all local systems different from the standard one.

Proof of Lemma I.3.1. We start by investigating the space WE \ Y8 and its quo-
tient Q′ by the action of G. Recall that a configuration (p, q, C) ∈ Q lies in
Q′ if and only if {p, q} ⊂ {E1, E2, E3, E4}. It is easy to see that Q′ has two
components, according to whether p and q lie both on the same component of
the reducible conic x2(x0 − x1) = 0, or not. Denote by Qa the component corre-
sponding to the first case and by Qb the component corresponding to the second
case. Up to the action of G, we may assume that for every configuration in Qa

we have p = E1, q = E2. Hence, the space Qa is isomorphic to the quotient L/ι,
where the involution ι is (3, 4) ∈ G ⊂ Aut(P2). Since L/ι is isomorphic to C,
the Borel–Moore homology of Qa with S-coefficients is isomorphic to the Borel–
Moore homology of C induced by the sign representation on 〈ι〉 = S2, which is
trivial.

Analogously, up to the G-action one can assume that p = E1, q = E3 hold
for every configuration in Qb. In particular, Qb is isomorphic to L ∼= C and is
invariant for the involution interchanging p and q. This proves that H̄•(Q

′;S) is
isomorphic to H̄•(C) and is invariant for the involution p ↔ q. Then the claim
follows from the long exact sequence in Borel–Moore homology associated to the
closed inclusion Q′ →֒ Q and isomorphism (I.3.2).

Recall from Table I.2 that X ′
9 is the locus

X ′
9 :=

{

(p, q, S) ∈ F (P2, 2) × B(P2, 6) :
∃{ri}1≤i≤4 ∈ B(P2 ,̌ 4)

(

S = Sing(
⋃

i ri), p, q ∈
⋃

i ri

)

}

.

Observe that giving six points that are the pairwise intersection of four lines
in general position is equivalent to giving the configuration of four lines. Denote
by F̃ (P2 ,̌ 4) the space of ordered configurations of lines in general position (i.e.,
such that no three of them pass through the same point), and by B̃(P2 ,̌ 4) the
analogous space of unordered configurations. Then we have

X ′
9
∼=

{

(p, q, {r1, r2, r3, r4}) ∈ F (P2, 2) × B̃(P2 ,̌ 4) : p, q ∈
⋃

i

ri

}

.

We start by investigating the closed subset X ′
9a of configurations (p, q, {ri}i) ∈

X ′
9 such that p and q lie on the same line rj for some index j.

15
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Lemma I.3.3.

℘S2(H̄•(X
′
9a;±Q)) = ℘S2(H̄•(F (P1, 2);Q)) · ℘(H̄•(PGL(3);Q)).

Proof. Consider the variety

A := {(p, q, r1, r2, r3, r4) ∈ F (P2, 2) × F̃ (P2 ,̌ 4) : p, q ∈ r4}.

Note that X ′
9a is the quotient of A by the action of S3 interchanging r1, r2 and

r3. On the other hand, we have A ∼= F (P1, 2) × PGL(3), where we used the
fact that PGL(3) is isomorphic to the space of four lines in general position, and
chosen an isomorphism P1 ∼= r4 (for instance, the one mapping 0 to r1 ∩ r4, 1
to r2 ∩ r4 and ∞ to r3 ∩ r4). Hence, we can obtain the Borel–Moore homology
of X ′

9a by taking the S3-invariant part of the Borel–Moore homology of A. This
establishes the claim.

Next, we consider X ′
9b := X ′

9 \X
′
9a.

Lemma I.3.4.

℘S2(H̄•(X
′
9b;±Q)) = (t2s1,1 + L−2t4s2) · ℘(H̄•(PGL(3);Q)).

Proof. Consider the space

Y9 := {(p, q, r1, r2, r3, r4) ∈ F (P2, 2) × F̃ (P2 ,̌ 4) : p, q ∈
⋃

i

ri}.

Observe that F̃ (P2 ,̌ 4) is isomorphic to PGL(3), and that the group PGL(3)
acts freely and transitively on Y9. The quotient of this action is isomorphic to the
fibre of the projection Y9 → F̃ (P2 ,̌ 4) at the configuration (l1, l2, l3, l4), where

l1 : x0 = 0, l2 : x1 = 0, l3 : x2 = 0, l4 : x0 + x1 + x2 = 0.

If we pose L : x0x1x2(x0+x1+x2) = 0, this implies that Y9/PGL(3) is isomorphic
to F (L, 2), and we have an isomorphism

Y9
∼= F (L, 2) × PGL(3). (I.3.3)

Consider the action of S4 on L and F (L, 2) defined by identifying every
permutation σ ∈ S4 with the automorphism of P2 sending the line li to lσi

for
all i, 1 ≤ i ≤ 4. The natural action of S4 on F̃ (P2, 4) defines an action on
PGL(3) via the isomorphism PGL(3) ∼= F̃ (P2 ,̌ 4), making isomorphism (I.3.3)
S4-equivariant. Applying Künneth formula and taking the S4-invariant part of
the Borel–Moore homology of Y9 yields

H̄•(X
′
9;Q) ∼= H̄•(F (L, 2);Q)S4 ⊗ H̄•(PGL(3);Q),
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where we used the fact that X ′
9 is the quotient of Y9 by the action of S4, and

that the whole Borel–Moore homology of PGL(3) is S4-invariant.
Let us see what these considerations tell us about the Borel–Moore homology

of X ′
9b. The space X ′

9b is isomorphic to the S4-quotient of the product of PGL(3)
and the locus of configurations of two points (a, b) ∈ F (L, 2) not lying on the
same component of L. This locus can be decomposed according to whether a and
b are or are not singular points of L into the loci

S1 := {(a, b) ∈ F (L, 2) : a and b are both singular points},

S2 := {(a, b) ∈ F (L, 2) : only one of the points a and b is a singular point of L},

S3 := {(a, b) ∈ F (L, 2) : a and b are non-singular points of L}.

The quotient S1/S4 consists of only one point, the class of the pair ([1, 0, 0],
[0, 1,−1]). The quotient S2/S4 has two isomorphic components, according to
which point (a or b) is a singular point of L. Consider the case in which a is
singular. Up to the action of S4, we can assume that a is the point [1, 0, 0] and b
lies on x0 = 0. By the definition of S2 we know that b is different from the points
[0, 1,−1], [0, 0, 1] and [0, 1, 0]. Note that, since we are working modulo S4, the
coordinates of b are defined up to the involution interchanging x1 and x2. This
proves that both components of S2/S4 are isomorphic to C∗.

Finally, we determine the Borel–Moore homology of the quotient of S3 by
the action of S4. Up to the action of the group, we can assume that a lies on
the line l3 and b on l4. The position of both points is determined up to the
involution interchanging the lines l1 and l2. If we identify l3 and l4 with P1, and
l3 ∩ l4 with the point at infinity of the projective line, we have that S3/S4 can
be embedded into the quotient of (C \ {±1})2 by the relation (t, s) ∼ (−t,−s).
The complement of S3/S4 in this quotient is the locus such that either t or s are
equal to ±1. We can study (C \ {±1})2/ ∼ as follows:

C2 mod ∼
−−−−−→ {(x, y, z) ∈ C3 : y2 = xz}

mod S2−−−−−→ C2

(t, s) 7−→ (t2, ts, s2) 7−→ (t2 + s2, ts)
(1, s) 7−→ (1, s, s2) 7−→ (s2 + 1, s)
(t, 1) 7−→ (t2, t, 1) 7−→ (t2 + 1, t),

where the second map denotes the quotient by the action of S2 interchanging t
and s. Concluding, the spectral sequence associated to this stratification has E1

term as in Table I.5 (where we have taken into account the S2-action interchang-
ing a and b).

We can use the geometric description of S1, S2 and S3 to determine all differ-
entials of the spectral sequence above. In particular, the the 0-th row is exact, and
both differentials in the row of index −1 have rank 1. Then the claim follows from
the fact that H̄•(X

′
9b;Q) is isomorphic to H̄•(S1∪S2∪S3;Q)S4⊗H̄•(PGL(3)).
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Table I.5:

1 0 0 S2 ⊗ Q(2)
0 0 (S2 + S1,1) ⊗Q(1) (S2 + S1,1) ⊗Q(1)

−1 S2 S2 + S1,1

⊕2
S1,1

1 2 3

Proposition I.3.5. The Borel–Moore homology groups of the unions of strata
Φ′

8 ∪ Φ′
9 ⊂

∣

∣Λ′∣
∣ and F ′

8 ∪ F
′
9 ∪ F

′
10 ⊂

∣

∣X ′∣
∣ are as follows:

℘S2(H̄•(Φ
′
8∪Φ′

9;Q)) = (L−2t9s2 +(L−1s2 +L−1s1,1 +s1,1)t
7) ·℘(H̄•(PGL(3);Q)).

(I.3.4)
℘S2(H̄•(F

′
8∪F

′
9∪F

′
10;Q)) = (L−2t9s2+(L−1s2+L−1s1,1+s1,1)t

7)·℘(H̄•(GL(3);Q)).
(I.3.5)

Proof. Lemmas I.3.3 and I.3.4 imply that ℘S2(H̄•(X
′
9;±Q)) equals (1+L2t−3)(1+

L3t−5)L−8t16 · (2L−2t4s2 + (L−1 + 1)t2s1,1). Recall from Table I.2 (page 6) that
Φ′

9 is a simplices bundle with 5-dimensional fibre. Hence, the S2-HG polynomial
of the Borel–Moore homology of Φ′

9 equals that of X ′
9 multiplied by t5. Analo-

gously, Lemma I.3.1 and Table I.2 yield that ℘S2(H̄•(Φ
′
8;Q)) is (1 + L2t−3)(1 +

L3t−5)L−8t16 · (L−2t8 + L−1t7)s2.
We compute the Borel–Moore homology of Ψ := Φ′

8 ∪ Φ′
9 by exploiting the

long exact sequence

· · · → H̄k(Φ
′
8;Q) → H̄k(Ψ;Q) → H̄k(Φ

′
9;Q)

δk−→ H̄k−1(Φ
′
8;Q) → · · · (I.3.6)

Both the Borel–Moore homology of Φ′
8 and Φ′

9 are tensor products of the
Borel–Moore homology of PGL(3). The question is whether their structure as
tensor products of H̄•(PGL(3);Q) is respected by the maps in (I.3.6) or not.

We computed in § I.2 that the strata 1–7 do not contribute to the Borel–
Moore homology of F ′

10. Recall that F ′
8 ∪ F

′
9 is a vector bundle of rank 1 over Ψ.

By comparing the geometry of D and its projectivization, we can conclude that

H̄•(
10
⋃

i=8

F ′
i ;Q) ∼= H̄•(Ψ;Q) ⊗ H̄•(C

∗;Q). (I.3.7)

Isomorphism (I.1.1), together with the computation of the Borel–Moore ho-
mology of

⋃7
i=1 F

′
i in § I.2, yields that the Borel–Moore homology of

⋃10
i=8 F

′
i is

a tensor product of H̄•(GL(3);Q) ∼= H̄•(C
∗;Q) ⊗ H̄•(PGL(3);Q). In view of

(I.3.7), this property implies that the Borel–Moore homology of Ψ is a tensor
product of H̄•(PGL(3);Q). The only possibility for this is that the maps of the
exact sequence (I.3.6) respect the structure of Φ′

8 and Φ′
9 as tensor products of
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H̄•(PGL(3);Q). This is important, because it implies that all differentials δk
in (I.3.6) are determined, once one knows the rank of

δ25 : H̄25(Φ
′
9;Q) ∼=

2
⊕

S2 ⊗ Q(2) → H̄24(Φ
′
8;Q) ∼= S2 ⊗ Q(2).

We claim that δ25 has rank one. This would yield part (I.3.4) in the claim.
Note that, in view of (I.3.7), equality (I.3.4) implies (I.3.5).

Define B ⊂ X ′
9 as the locus of configurations (p, q, {ri}) such that

p, q /∈ Sing

(

⋃

i

ri

)

, pq /∈ {r1, r2, r3, r4}.

Denote by B → B the restriction of the bundle Φ′
9 → X ′

9 to B. Next, consider the
locus A ⊂ X ′

8 of configurations (p, q, {e1, e2, e3, e4}) such that p ∈ e1e3, q ∈ e2e4,
{p, q} ∩ ({e1, e2, e3, e4} ∪ (e1e2 ∩ e3e4) = ∅. Denote by A → A the restriction
of the bundle Φ′

8 → X ′
8 to A. Note that for every element a = (p, q, {ei}) of

A, the configuration Ca := (p, q, {e1e2, e1e3, e2e4, e3e4}) is an element of B. This
means that the face of the 4-dimensional open simplex lying above a is identified
(in

∣

∣Λ′∣
∣) with one of the external faces of the 5-dimensional simplex contained

in B which lies above Ca ∈ B. Moreover, this 4-dimensional open simplex is
the only face of Ca which lies in A. Recall that the Borel–Moore homology of
the union of an open simplex and one of its open faces is trivial, because of the
characterization of Borel–Moore homology as the relative homology of the one-
point compactification of a space modulo the added point. This implies that the
Borel–Moore homology of A ∪ B is trivial.

We have the following chains of inclusions:

A →֒
open

Φ′
8

closed ∩ ∩ closed

A∪ B →֒
open

Ψ

open ∪ ∪ open

B →֒
open

Φ′
9.

In particular, if we consider the long exact sequence in Borel–Moore homology
associated to the closed inclusion A →֒ A∪B, we have that the map H̄25(B;Q) →
H̄24(A;Q) is an isomorphism. By the computation of the Borel–Moore homology
of X ′

8 in Lemmas I.3.1 and I.3.2 we have that H̄24(A;Q) ∼= H̄24(Φ
′
8;Q) and

H̄25(B;Q) ⊂ H̄25(Φ
′
9;Q) are both one-dimensional.

Now that the contribution of strata 8–10 to the Borel–Moore homology of D
is known, we want to deduce their contribution to the rational cohomology of I2.
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Then the closed inclusion D → V (for the definition, see the beginning of the
present section) induces a long exact sequence

· · · → Hk(V;Q) → Hk(I2;Q) → H̄33−k(D;Q)(−k) → Hk+1(V;Q) → · · · ,

which in the case of the part of Borel–Moore homology of D that comes from
strata 8–10, gives the following contribution to the S2-HG polynomial of the
rational cohomology of I2:

(1 + Lt)(1 + L2t3)(1 + L3t5)
(

L6t6s2 + L7t8(s2 + s1,1) + L8t8s1,1

)

, (I.3.8)

hence the contribution of these strata to the HG polynomial of the cohomology
of Q2 is

L6t6s2 + L7t8(s2 + s1,1) + L8t8s1,1. (I.3.9)

I.4 Vassiliev–Gorinov’s method

In order to make the article as self-contained as possible, we include here an
introduction to Vassiliev–Gorinov’s method for computing the cohomology of
complements of discriminants, following [Tom05a] and [Tom05b]. This review of
the method is by no means complete, and we encourage the interested reader to
consult [Vas99], [Gor05] and [Tom05a].

Let Z be a projective variety, F a vector bundle on Z and V the space of
global sections of F . Define the discriminant Σ ⊂ V as the locus of sections with a
vanishing locus which is either singular or not of the expected dimension. Assume
that Σ is a subvariety of V of pure codimension 1. Our aim is to compute the
rational cohomology of the complement of the discriminant, X = V \ Σ. This is
equivalent to determining the Borel–Moore homology of the discriminant, because
there is an isomorphism between the reduced cohomology of X and Borel–Moore
homology of Σ. If we denote by M the dimension of V , this isomorphism can be
formulated as

H̃•(X;Q) ∼= H̄2M−•−1(Σ;Q)(−M).

Definition I.4.1. A subset S ⊂ Z is called a configuration in Z if it is compact
and non-empty. The space of all configurations in Z is denoted by Conf(Z).

Proposition I.4.2 ([Gor05]). The Fubini–Study metric on Z induces in a natural
way on Conf(Z) the structure of a compact complete metric space.

To every element in v ∈ V , we can associate its singular locus Kv ∈ Conf(Z)∪
{∅}. We have that K0 equals Z, and that L(K) := {v ∈ V : K ⊂ Kv} is a linear
space for all K ∈ Conf(Z).

Vassiliev–Gorinov’s method is based on the choice of a collection of families
of configurations X1, . . . , XR ⊂ Conf(Z), satisfying some axioms ([Gor05, 3.2],
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[Tom05a, List 2.1]). Intuitively, we have to start by classifying all possible singu-
lar loci of elements of V . Note that singular loci of the same type have a space
L(K) of the same dimension. We can put all singular configurations of the same
type in a family. Then we order all families we get according to the inclusion
of configurations. In this way we obtain a collection of families of configurations
which may already satisfy Gorinov’s axioms. If this is not the case, the problem
can be solved by adding new families to the collection. Typically, the elements
of these new families will be degenerations of configurations already considered.
For instance, configurations with three points on the same projective line and a
point outside it can degenerate into configurations with four points on the same
line, even if there is no v ∈ V which is only singular at four collinear points.

Once the existence of a collection X1, . . . , XR satisfying Gorinov’s axioms is
established, Vassiliev–Gorinov’s method gives a recipe for constructing a space
∣

∣X
∣

∣ and a map
|ǫ| :

∣

∣X
∣

∣ −→ Σ,

called geometric realization, which is a homotopy equivalence and induces an
isomorphism on Borel–Moore homology. The original construction by Vassiliev
and Gorinov uses topological joins to construct

∣

∣X
∣

∣. This construction was re-
formulated in [Tom05a] by using the language of cubical spaces. This ensures in
particular that the map induced by |ǫ| on Borel–Moore homology respects mixed
Hodge structures.

Vassiliev–Gorinov’s method provides also a stratification {Fj}j=1,...,N on
∣

∣X
∣

∣.
Each Fj is locally closed in

∣

∣X
∣

∣, hence one gets a spectral sequence converging
to H̄•(Σ;Q) ∼= H̄•(

∣

∣X
∣

∣;Q), with E1
p,q

∼= H̄p+q(Fp). To compute the Borel–Moore

homology of Fj for all j = 1, . . . , R, it is helpful to use an auxiliary space
∣

∣Λ
∣

∣,
whose construction depends only on the geometry of the families X1 . . . , XR, and
which is covered by locally closed subsets {Φj}j=1,...,N .

Proposition I.4.3 ([Gor05]). 1. For every j = 1, . . . , R, the stratum Fj is a
complex vector bundle over Φj. The space Φj is in turn a fiber bundle over
the configuration space Xj.

2. If Xj consists of configurations of m points, the fiber of Φj over any x ∈ Xj

is an (m−1)-dimensional open simplex, which changes its orientation under
the homotopy class of a loop in Xj interchanging a pair of points in xj.

3. If XR = {Z}, FR is the open cone with vertex a point (corresponding to the
configuration Z), over

∣

∣Λ
∣

∣ \ ΦR.

We recall here the topological definition of an open cone.

Definition I.4.4. Let B be a topological space. Then a space is said to be
an open cone over B with vertex a point if it is homeomorphic to the space
B × [0, 1)/R, where the equivalence relation is R = (B × {0})2.
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CHAPTER I. RATIONAL COHOMOLOGY OF M3,2

The fiber bundle Φj → Xj of Proposition I.4.3 is in general non-orientable.
As a consequence, we have to consider the homology of Xj with coefficients not in
Q, but in some local system of rank one. Therefore we recall some constructions
concerning Borel–Moore homology of configuration spaces with twisted coeffi-
cients.

Definition I.4.5. Let Z be a topological space. Then for every k ≥ 1 we have
the space of ordered configurations of k points in Z,

F (Z, k) = Zk \
⋃

1≤i<j≤k

{(z1, . . . , zk) ∈ Zk : zi = zj}.

There is a natural action of the symmetric group Sk on F (k, Z). The quotient
is called the space of unordered configurations of k points in Z,

B(Z, k) = F (Z, k)/Sk.

The sign representation π1(B(Z, k)) → Aut(Z) maps the paths in B(Z, k)
defining odd (respectively, even) permutations of k points to multiplication by −1
(respectively, 1). The local system ±Q over B(Z, k) is the one locally isomorphic
to Q, but with monodromy representation equal to the sign representation of
π1(B(Z, k)). We will often call H̄•(B(Z, k),±Q) the Borel–Moore homology of
B(Z, k) with twisted coefficients, or, simply, the twisted Borel–Moore homology of
B(Z, k).

The following is Lemma 2 in [Vas99].

Lemma I.4.6. 1. If N ≥ 1, k ≥ 2, the twisted Borel–Moore homology of
B(CN , k) is trivial.

2. If N ≥ 1, we have isomorphisms

H̄•(B(PN , k);±Q) ∼= H̄•−k(k−1)(G(k − 1,PN);Q)

for every k ≥ 1, where G(k−1,PN) denotes the Grassmann variety of (k−
1)-dimensional linear subspaces in PN . In particular, H̄•(B(PN , k);±Q) =
0 if k ≥ N + 2.
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Chapter II

Cohomology of the moduli space

of smooth plane quartic curves

with an odd theta characteristic

II.1 Introduction

The subject of this chapter is the rational cohomology of the moduli space Q− of
smooth plane quartic curves with an odd theta characteristic. In other words, the
elements of Q− are isomorphism classes of pairs (C,L) where C is a smooth plane
quartic curve and L is a line bundle on C such that L⊗2 ∼= ωC and the dimension
of H0(C,L) is odd. It is a classical results that for a fixed quartic curve C such
theta characteristics L correspond to the divisors on C cut by the 28 bitangents
of C. Therefore, we can equivalently interpret Q− as the moduli space of pairs
(C, τ) where C is a smooth quartic curve and τ is a bitangent line to C. Note
that there are two possibilities for line τ to be a bitangent line to a smooth plane
quartic C: either τ intersects C in two distinct points with multiplicity two, in
which case we will call τ a proper bitangent, of τ intersects C in one point with
multiplicity 4, in which case we will call τ a flex bitangent of C.

Our interest in the cohomology of Q− arises from a more general interest in
the moduli space Sg of genus g curves with a theta characteristics (also known
as smooth spin curves) and in its compactification, the moduli space Sg of stable
spin curves, constructed in [Co89]. This space has been extensively studied in the
last years from several points of view, including its birational geometry [Lu10],
combinatorial aspects [CC03] and intersection theory [FSZ10], mainly motivated
by applications to mathematical physics. Nevertheless, the cohomology of Sg and
Sg is only known for genus g ≤ 2 [BF07, Kr]. In particular, the computation in
genus 2 heavily depends on the fact that all genus 2 curves are hyperelliptic, so
that theta characteristics can be expressed as linear combinations of Weierstrass
points. In this way, the coarse moduli space of spin curves can be interpreted as
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CHAPTER II. ODD THETA CHARACTERISTICS ON QUARTICS

a moduli space of partially ordered configurations of points on rational curves.
However, these results do not generalise to genus 3.

In the pursuit of cohomological information about M3, Looijenga studied
the moduli space Q− and identified it with a quotient of the complement of an
arrangement of divisors on an algebraic torus. Using a relation between this
arrangement and the root system E6, he proved in [Lo93, Cor. 4.5] the following
result:

Theorem II.1.1. The cohomology with rational coefficients of Q− is non-trivial
only in degree k ∈ {0, 5, 6}. All cohomology groups carry pure Hodge structures.
Specifically, one has H5(Q−;Q) = Q(−5) and H6(Q−;Q) = Q(−6)⊕2.

Our aim is to give a completely independent proof of Theorem II.1.1 in which
the cohomology classes are directly related to degenerations of the quartic curve
considered. This kind of approach is interesting because it can be generalized

to an open subset of component of the boundary S
−
3 \ S−

3 corresponding to irre-
ducible nodal curves. The cohomology of this boundary component is unknown
at present and is the main obstruction to the computation of the cohomology

of S
−
3 . Furthermore, our approach could be more suitable for understanding the

map in cohomology associated with the inclusion of Q− into the moduli space
S−

3 of smooth genus 3 curves with an odd theta characteristic.

To explain our approach, let us start by considering the moduli space Q of
smooth quartic curves in the projective plane. Forgetting the chosen bitangent
yields a map o : Q− → Q, which is finite of degree 28. Quartic curves are defined
by the vanishing of polynomials of degree four in three indeterminates, i.e. by
elements of the vector space V := C[x0, x1, x2]4. Clearly, not every element of
V defines a non-singular curve, but we have to exclude the locus Σ ⊂ V of
singular polynomials. The action of GL(3) on P2 and C[x0, x1, x2] preserves Σ,
thus inducing an action on V \Σ. The moduli space Q is the geometric quotient
of V \ Σ by the action of GL(3).

The rational cohomology of V \Σ was computed by Vassiliev in [V99], using his
method for the computation of the cohomology of complements of discriminants.
Comparing this result with the rational cohomology of the moduli space Q, as
computed by Looijenga in [Lo93], one observes that the cohomology of the space
of non-singular polynomials in V is isomorphic (as graded vector space) to the
tensor product of the cohomology of the moduli space Q and that of GL(3).
Indeed, Peters and Steenbrink [PS03] proved that this is always the case when
comparing the rational cohomology of the space of non-singular homogeneous
polynomials with the cohomology of the corresponding moduli space of smooth
hypersurfaces.

In this chapter we use an analogous construction, in which we replace the
vector space V of homogeneous polynomials of degree 4 with a certain incidence
correspondence. This follows the approach of [T07], where we considered quartic

26



II.1. INTRODUCTION

curves with two marked points. A bitangent line τ to a fixed smooth plane quartic
C is always uniquely determined by the scheme-theoretic intersection of C and
τ , which is a subscheme P ⊂ P2 of length 2. Note that any P ∈ Hilb2(P

2) spans
a uniquely defined line ℓP ⊂ P2. If P is the intersection of C with a bitangent
line, then this bitangent line is exactly ℓP .

Therefore, we consider the incidence correspondence

I− :=
{

(P, f) ∈ Hilb2(P
2) × (V \ Σ)|f |ℓP

∈ I(P )2
}

.

The action of GL(3) on P2 and V extends to I− and the geometric quotient
I−/GL(3) is isomorphic to Q−. Then the following isomorphism of graded vector
spaces with mixed Hodge structures holds:

H•(I−;Q) ∼= H•(Q−;Q) ⊗H•(GL(3);Q).

This follows from [PS03], in view of [BT07, Theorem 5.2]. As a consequence,
we have that determining the rational cohomology of I− immediately yields the
rational cohomology of Q−.

A natural way to investigate I− and its cohomology is to use the natural
projection π− : I− → Hilb2(P

2). First one observes that all fibres of π− lying
over reduced subschemes in Hilb2(P

2) are isomorphic. Analogously, all fibres
of π− lying over fat points P ∈ Hilb2 are isomorphic. Furthermore, in both
cases the fibres are the complement of Σ in a linear subspace of V . This enable
us to apply Vassiliev–Gorinov’s method for the cohomology of complements of
discriminants [V99, Go05, T05a]) to compute the cohomology of these fibres. The
study of the Leray spectral sequence associated to the restriction of π− to the
stratum of I− corresponding to proper bitangent, respectively, to the stratum of
I− corresponding to flex bitangent allows us to determine the cohomology of I−.

The structure of the chapter is as follows. In Section II.2 we set up our nota-
tion and we prove the relationship between the rational cohomology of the inci-
dence correspondences we deal with and the cohomology of their GL(3)-quotients.
In Section II.3 we compute the cohomology of the moduli space of plane smooth
quartic curves with a proper bitangent. The proof of this result relies on the
analysis of singular configurations performed in Sections II.5–II.10. Finally, in
Section II.11 we prove that the moduli space of smooth plane quartic curves with
a flex bitangent has the rational cohomology of a point. For Vassiliev–Gorinov’s
method, we refer to Section I.4 in the previous chapter.

Notation

V vector space of homogeneous polynomials of degree 4 in x0, x1, x2.
Σ locus of singular polynomials in V .
Sn the symmetric group in n letters.
V(f) vanishing locus of f .
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K0(HSQ) Grothendieck group of rational (mixed) Hodge structures over Q.

K0(HS
Sn

Q ) Grothendieck group of rational (mixed) Hodge structures endowed with
an Sn-action.

Q(m) Tate Hodge structure of weight −2m.
L class of Q(−1) in K0(HSQ).
Sλ Q-representation of Sn indexed by the partition λ ⊢ n.
sλ Schur polynomial indexed by the partition λ ⊢ n.
∆j j-dimensional closed simplex.

∆̊j interior of the j-dimensional closed simplex.
F (Z, k) space of ordered configurations of k distinct points on the variety Z (see

Def. I.4.5).
B(Z, k) space of unordered configurations of k distinct points on the variety Z

(see Def. I.4.5).
±Q the twisted local system over B(Z, k) induced by the sign representation

on π1(B(Z, k)). I.e. the local system ±Q is the rank one local system
that changes its orientation under paths inducing an odd permutation
of the points in the configuration.

F̃ (P2, 4) open subset of F (P2, 4) such that no three points in the configuration
are collinear.

B̃(P2, 4) open subset of B(P2, 4) such that no three points in the configuration
are collinear.

P2ˇ the dual projective plane, parametrizing all projective lines in P2.

Throughout this chapter we will make an extensive use of Borel–Moore ho-
mology, i.e. homology with locally finite support, which we will denote by the
symbol H̄•. A reference for its definition and the properties we use is for instance
[F84, Chapter 19].

To write the results on cohomology and Borel–Moore homology groups in a
compact way, we will express them by means of polynomials, in the following
way. Let T• denote a graded Q–vector space with mixed Hodge structures. For
every i ∈ Z, we can consider the class [Ti] in the Grothendieck group of rational
Hodge structures. We define the Hodge–Grothendieck polynomial (for short, HG
polynomial) of T• to be the polynomial

℘(T•) =
∑

i∈Z

[Ti]t
i ∈ K0(HSQ)[t].

If moreover the symmetric group Sn acts on T• respecting the grading and
the mixed Hodge structures on T•, we define the Sn-equivariant HG polynomial
℘Sn(T•) of T• by replacing K0(HSQ) by K0(HS

Sn

Q ) in the definition of the HG
polynomial.
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II.2 Setup

In this section, we establish the notation we will use in the next sections. The
main ingredient of our construction is the incidence correspondence I− parametriz-
ing pairs (P, f) such that f is a polynomial defining a smooth plane quartic
curve and P is the length two subscheme in P2 cut on the zero locus V(f) by
a bitangent line. We consider two natural maps on I−, namely the projection
π− : I− → Hilb2(P

2) and the quotient map I− → Q− by the action of GL(3).
As explained in the introduction, we stratify I− into two strata, according

to whether the bitangent line ℓP is a proper bitangent or a flex bitangent. For
a pair (P, f) in I−, the bitangent line ℓP is a proper bitangent if and only if
P is a reduced subscheme. The locus in Hilb2(P

2) parametrizing reduced sub-
schemes can be identified with B(P2, 2), the configuration space of unordered
pairs of points in P2. The complement Hilb2(P

2) \ B(P2, 2) is the locus of fat
points of multiplicity two, which is naturally isomorphic to the total space of the
projectivized tangent bundle P(TP2).

Therefore, we define the open stratum I−
0 ⊂ I− to be the preimage of B(P2, 2)

under π−, and the stratum I−
δ to be the preimage of P(TP2). When restricted

to these two strata, the map π− is a locally trivial fibration. We will denote the
restriction of π− to the preimages of these two strata of Hilb2(P

2) by

π−
0 : I−

0 → B(P2, 2), π−
δ : I−

δ → P(TP2).

Note that the quotient Q−
0 = I−

0 /GL(3) is a well-defined open subset of Q−,
with complement the divisor Q−

δ = Q− \ Q−
0 = I−

δ /GL(3). The quotient Q−
0

is the moduli space of smooth quartic curves with a marked proper bitangent,
whereas Q−

δ is the moduli space of smooth quartic curves with a marked flex
bitangent, i.e. a flex line with contact of order 4 with the curve.

In the next sections, we will compute the cohomology of I−
0 and I−

δ by using
their structure as fibrations given by the maps π−

0 , respectively, π−
δ . This will

allow us to obtain the cohomology of the moduli spaces Q−
0 and Q−

δ by means of
the following lemma.

Lemma II.2.1. The following isomorphisms of graded vector spaces with mixed
Hodge structures hold:

H•(I−
0 ;Q) ∼= H•(Q−

0 ;Q) ⊗H•(GL(3);Q). (II.2.1)

H•(I−
δ ;Q) ∼= H•(Q−

δ ;Q) ⊗H•(GL(3);Q). (II.2.2)

We recall Peters-Steenbrink’s generalization of the Leray-Hirsch theorem:

Theorem II.2.2 ([PS03]). Let ϕ : X → Y be a geometric quotient for the action
of a connected group G, such that for all x ∈ X the connected component of the
stabilizer of x is contractible. Consider the orbit inclusion

ρx0 : G −→ X
g 7−→ gx0,
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where x0 ∈ X is a fixed point. Suppose that for all k > 0 there exist classes
e
(k)
1 , . . . , e

(k)
n(k) ∈ Hk(X;Q) that restrict to a basis for Hk(G;Q) under the map

induced by ρx0 on cohomology. Then the map

a⊗ ρ∗x0
(e

(k)
i ) 7−→ ϕ∗a ∪ e(k)

i

extends linearly to an isomorphism of graded linear spaces

H•(Y ;Q) ⊗H•(G;Q) ∼= H•(X;Q)

that respects the rational mixed Hodge structures of the cohomology groups.

Proof of Lemma II.2.1. Recall from [PS03] that the assumption of Theorem II.2.2
are satisfied for the action of GL(3) on the space X := V \ Σ of non-singular
quartic polynomials. In particular, the map ρ∗f : H•(X;Q) → H•(GL(3);Q)
associated to the orbit inclusion ρf : GL(3) → X is surjective for any choice of a
base point f ∈ X.

Next, let (P, f) be a point of I−
0 and let us denote by p0 : I−

0 → X the
natural projection, which is clearly GL(3)-equivariant. Then the orbit inclusion
ρf is the composition of p0 and the orbit inclusion ρ(P,f) : GL(3) → I−

0 . Hence,
also the induced map ρ∗f in cohomology is the composition of ρ∗(P,f) and p∗0. This
implies that ρ∗(P,f) is surjective, so in particular it satisfies the assumptions of

Theorem II.2.2. This establishes the isomorphism (II.2.1).
The proof of the isomorphism (II.2.2) is analogous, and requires to consider

the orbit map ρ(P,f) : GL(3) → I−
δ associated with a point (P, f) ∈ I−

δ .

II.3 Quartic curves with a proper bitangent

In this section, we compute the rational cohomology of the moduli space Q−
0 of

pairs (C, τ) such that C is a smooth quartic curve and τ a proper bitangent. This
is the main ingredient in the proof of Theorem II.1.1.

Theorem II.3.1. The HG polynomial of the rational cohomology of Q− is equal
to 1 + tL + t5L5 + 2t6L6.

We start by considering the fibre of the map π−
0 : I−

0 → B(P2, 2) over a
configuration {p, q} of distinct points in P2. Denote by t the line pq and set
t∗ = t \ {p, q}. Consider the 11-dimensional complex vector space

Vp,q :=

{

f ∈ V

∣

∣

∣

∣

the line pq is either contained in V(f) or it
is tangent to V(f) at the points p and q

}

.

Then the fibre (π−
0 )−1({p, q}) is equal to Vp,q \ Σ. Hence, the fibre of π−

0 can
be viewed as the complement of the discriminant in the vector space Vp,q. In
particular, its cohomology can be computed using Vassiliev–Gorinov’s method.
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To apply Vassiliev–Gorinov’s method to Vp,q ∩Σ we need an ordered list of all
possible singular sets of the elements in Vp,q∩Σ. We obtain such a list by refining
the list of possible singular configurations of quartic curves in [V99, Prop. 6]. For
the convenience of the reader, we copied this list in Table II.2. In the right-hand
side column of that table one can read the dimension of the space of quartic
polynomials which are singular at any fixed configuration of the corresponding
type.

For every configuration in Table II.2, one has to distinguish further whether
the singular points are or are not in general position with respect to p and q (for
instance, if the singular configuration intersects or not the line t := pq). This
procedure yields a complete list of singular sets of elements of Vp,q ∩Σ, which we
will describe in Sections II.5 and II.6. For every type j of singular configurations,
we will denote by Xj the space of all configurations of type j.

As recalled in Section I.4, Vassiliev–Gorinov’s method gives a recipe to con-
struct spaces

∣

∣X
∣

∣ and
∣

∣Λ
∣

∣ and a map
∣

∣ǫ
∣

∣ :
∣

∣X
∣

∣→ Vp,q ∩ Σ

inducing an isomorphism in rational Borel–Moore homology. In the version of the
method we use, the spaces

∣

∣X
∣

∣ and
∣

∣Λ
∣

∣ are constructed as the geometric realiza-
tions of certain cubical spaces associated to the ordered list of singular sets. The
Borel–Moore homology of

∣

∣X
∣

∣ (respectively,
∣

∣Λ
∣

∣) can be computed by considering
the stratification F• (resp. Φ•), which is indexed by the types of configurations
in the list. The properties of Fj and Φj associated to the configuration type j are
explained in Proposition I.4.3. Recall in particular that Fj is the total space of a
vector bundle over Φj , and that for finite configurations Φj is the total space of a
(non-orientable) bundle in open simplices over the configuration space Xj. As a
consequence, for finite configurations the Borel–Moore homology of Φj coincides
(after a shift in the indices) with the Borel–Moore homology of Xj with coeffi-
cients in a rank 1 local system changing its orientation every time two points in
a configuration are interchanged. We will call this local system the twisted local
system ±Q.

It is also possible to compute directly the cohomology of I−
0 , without having

to pass through the study of the fibre of π−
0 . Namely, consider the space

D−
0 :=

{

({α, β}, f) ∈ F (P2, 2) × Σ : the line αβ is either contained
in V(f) or it is tangent to it at the points α and β

}

.

Note that D−
0 is a closed subset of

V−
0 :=

{

({α, β}, f) ∈ B(P2, 2) : the line αβ is either contained
in V(f) or it is tangent to it at the points α and β

}

.

The space V−
0 is the total space of a vector bundle over P2, and I−

0 = V−
0 \

D−
0 . Vassiliev-Gorinov’s method can be exploited to compute the Borel–Moore
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Table II.2: Singular sets in P2 of quartic homogeneous polynomials according to
[V99, Prop. 6].

1 Any point in P2 C12

2 Any pair of points in P2 C9

3 Any three points on the same line in P2 C7

4 Any triple of non-collinear points in P2 C6

5 Any line in P2 C6

6 Any three points on the same line ℓ plus a point outside
ℓ

C4

7 Any quadruple of points, no three of them collinear C3

8 The union of a line in P2 and a point outside it C3

9 Five points {a, b, c, d, e} such that {e} = ab ∩ cd. C2

10 Six points which are the pairwise intersection of four
lines in general position

C

11 Any non-singular quadric in P2 C

12 The union of two lines in P2 C

13 The entire projective plane 0

homology of D−
0 . This is done by defining the singular locus of an element

({α, β}, f) in D−
0 as the subset {{α, β}}×Kf of B(P2, 2)×P2, where Kf denotes

the singular locus of the polynomial f . In particular, the classification of singular
sets of elements of D−

0 is obtained by the classification of singular sets of elements
of Vp,q \ Σ by allowing the pair {p, q} to move in B(P2, 2).

Even though this is no longer the original setting of Vassiliev-Gorinov’s method,
one can mimic the construction of the cubical spaces Λ and X (see Section I.4)
and obtain cubical spaces Λ′ and X ′ that play an analogous role. In particular,
the map

∣

∣X ′∣
∣ → D−

0 induces an isomorphism on the Borel–Moore homology of
these spaces, because it is a proper map with contractible fibres. Moreover, for
the stratifications Φ′

• and F ′
• obtained from the construction of Λ′ and X ′ we

have natural maps Φ′
k → B(P2, 2) and F ′

k → B(P2, 2) which are locally trivial
fibrations with fibre isomorphic to Φk, respectively, Fk.

In the next sections, we proceed by giving the classification of the singular
sets in P2 of quartic curves that are tangent to t at p and q. These are exactly
the singular sets of the elements of Vp,q ∩Σ. In view of the discussion above, this
classification also yields the classification of the singular sets in B(P2, 2)×P2 of
the elements of D−

0 .

Before giving the refined list, we briefly comment about which types of singular
configurations will arise. A first distinction is between configurations containing
a finite number of points versus configurations containing curves. In the specific
case of plane quartics, singular curves are always rational. In particular, one can
apply Lemma [T05a, 2.17] (and the remarks following it) to conclude that all
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strata Φj and Fj have trivial Borel–Moore homology for j a type of configuration
which contain rational curves. Hence, it is important to concentrate on finite
configurations.

A further distinction is whether the stabilizer of a general configuration of
type j in PGL(3) is finite or not. We will call configuration types with finite
(resp., infinite) stabilizer rigid configurations (resp., non-rigid configurations).
Typically, non-rigid finite configurations will contain few singular points which
will be relatively free to move. Anyway, it is important to notice that non-rigid
configurations will give a non-trivial contribution only if they contain very few
points. This follows from Lemma I.4.6, which ensures that the twisted Borel–
Moore homology of configurations of more than one point in affine space vanishes
in all degrees, and that the same is true for B(P1, k) for k ≥ 3 and B(P2, k) for
k ≥ 4. We will deal with non-rigid configurations in Section II.5.

The main result is the following:

Proposition II.3.2. Let us denote by Fnrig ⊂
∣

∣X
∣

∣ the union of the strata cor-
responding to non-rigid configurations (for the precise definition of these, see
Sect. II.4). Then the S2-equivariant HG polynomial of Fnrig with respect to the
S2-action generated by the interchange of the points p and q is given by

(3s2 + s1,1)t
20L−10 + (3s2 + 3s1,1)t

19L−9 + (s2 + 3s1,1)t
18L−8 + s1,1t

20L−7.

At the other end of the spectrum one finds rigid configurations. As we will
see in Section II.6, if configurations of type j are rigid, then the Borel–Moore
homology of the strata Φ′

j and F ′
j is automatically a tensor product of the Borel–

Moore homology of PGL(3). For this reason, for rigid configurations it is practical
to work directly with the configuration space X ′

j ⊂ B(P2, 2) × P2 rather than
with the configuration space Xj ⊂ P2. As we explained above, the relationship
between the two is that X ′

j is fibred over B(P2, 2) with fibre isomorphic to Xj .
We will investigate the contribution of rigid configurations in Section II.6, where
we will prove the following

Proposition II.3.3. The HG polynomial of F ′
rig :=

∣

∣X ′∣
∣ \ F ′

nrig equals

t5(1 + 2tL) · ℘(H̄•(GL(3);Q)).

Lemma II.3.4. The Borel–Moore homology with constant (respectively, twisted)
rational coefficients of the space B(P2, 2) of unordered configurations of 2 distinct
points on P2 is given by

℘(H̄•(B(P2, 2);Q)) = (1 + t2L−1 + t4L−2)t4L−2,

respectively, by

℘(H̄•(B(P2, 2);±Q)) = (1 + t2L−1 + t4L−2)t2L−1.

33



CHAPTER II. ODD THETA CHARACTERISTICS ON QUARTICS

Proof. The space B(P2, 2) is fibred over the space P2ˇ of lines in P2 by the map
{p, q} → pq, which is S2-equivariant. The fibre is isomorphic to the configuration
space B(P1, 2). Then the claim follows from ℘(H̄•(B(P1, 2);Q)) = t4L−2 and
℘(H̄•(B(P1, 2);±Q)) = t2L−1 (see Lemma I.4.6).

The proof of Theorem II.3.1 follows from the last two parts of the following
lemma.

Lemma II.3.5. 1. The differentials δk in the long exact sequence in Borel–
Moore homology

· · · → H̄k+1(D
−
0 ;Q) → H̄k+1(F

′
rig;Q)

δk−→ H̄k(F
′
nrig;Q) → H̄k(D

−
0 ;Q) → · · ·

(II.3.1)
associated with the inclusion F ′

nrig ⊂
∣

∣X ′∣
∣ and the augmentation ǫ′ :

∣

∣X ′∣
∣→

D−
0 vanish for all indices k.

2. The contribution of non-rigid configurations to the cohomology of I−
0 has

HG polynomial 1 + tL.

3. The contribution of rigid configurations to the cohomology of I−
0 has HG

polynomial t5L5 + 2t6L6.

Proof. Recall from Lemma II.2.1 that the cohomology of I−
0 is a tensor product

of the cohomology of GL(3). There are two equivalent ways to compute the
cohomology of I−

0 . One possibility is to compute the Borel–Moore homology
of D−

0 by using the long exact sequence (II.3.1) and successively calculate the
Borel–Moore homology of I−

0 by the long exact sequence

· · · → H̄k(D
−
0 ;Q) → H̄k(V

−
0 ;Q) → H̄k(I

−
0 ;Q) → H̄k−1(D

−
0 ;Q) → · · · (II.3.2)

Since V−
0 is a complex vector bundle of rank 11 over B(P2, 2), its Borel–

Moore homology is equal to H̄•−22(B(P2, 2);Q) ⊗ Q(11). In particular, from
Lemma II.3.4 it follows that H̄k(I

−
0 ;Q) → H̄k−1(D

−
0 ;Q) is an isomorphism for

k ≤ 25. If we compare this with the Borel–Moore homology of F ′
rig as given in

Proposition II.3.2, we have that all Borel–Moore homology classes of D−
0 coming

from H̄•(F
′
rig;Q) via the long exact sequence (II.3.1) are in this range. Finally,

since I−
0 is smooth and 15-dimensional, its cohomology and Borel–Moore homol-

ogy are related by

H•(I−
0 ;Q) = H̄30−•(I

−
0 ;Q) ⊗ Q(−15). (II.3.3)

Applying this to H̄•(F
′
rig;Q), one gets that its contribution to the cohomology of

I−
0 is as described in (3), provided δk is trivial for all k ≤ 25.

Another way to compute the cohomology of I−
0 is to use Vassiliev–Gorinov’s

method to compute the Borel–Moore homology of the discriminant Vp,q ∩Σ, then
Alexander’s duality (I.2.1) to deduce from this the cohomology of its complement
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Table II.3: E2 and E3 terms of the Leray spectral sequence of the fibration
I → B(P2, 2) contributed from non-rigid configurations

q

4 0 0 Q(−5) 0 Q(−6) 0 Q(−7)
3 Q(−3) 0 Q(−4)4 0 Q(−5)4 0 Q(−6)3

2 Q(−2)3 0 Q(−3)6 0 Q(−4)6 0 Q(−5)3

1 Q(−1)3 0 Q(−2)4 0 Q(−3)4 0 Q(−4)
0 Q 0 Q(−1) 0 Q(−2) 0 0

0 1 2 3 4 5 6 p

q

4 0 0 0 0 0 0 Q(−7)
3 0 0 Q(−4) 0 Q(−5) 0 Q(−6)2

2 Q(−2) 0 Q(−3)2 0 Q(−4)2 0 Q(−5)
1 Q(−1)2 0 Q(−2) 0 Q(−3) 0 0
0 Q 0 0 0 0 0 0

0 1 2 3 4 5 6 p

Vp,q \ ∆, and finally compute the cohomology of I−
0 using the Leray spectral

sequence associated to π−
0 : I−

0 → B(P2, 2). If we follow this program for the
contribution of rigid configurations, the E2 term of the Leray spectral sequence
in cohomology associated to π−

0 is as given in the first part of Table II.3.

The information given so far determines the contribution of rigid and non-
rigid configurations, up to the d2 differentials of the Leray spectral sequence
associated with π−

0 and the computation of the kernel of the maps δk of (II.3.1).
At this point, it is important to keep in mind that the rational cohomology of I−

0

has to be a tensor product of the cohomology of GL(3), whose HG polynomial is
(1−tL)(1−t3L2)(1−t5L3). Then one discovers that the only possibility to obtain
H•(I−

0 ;Q) with a structure as tensor product of H•(GL(3);Q) is that all maps δk
are 0 and that all d2 differentials in the Leray spectral sequence in Table II.3 have
the maximal possible rank. The triviality of the maps δk yields part (1) of the
claim. The result on the rank of the differentials of the Leray spectral sequence
associated to π−

0 implies that the contribution of non-rigid configurations to the
E3 term of this spectral sequence is as given in the second part of Table II.3.
In particular, this yields that the contribution of non-rigid configurations to the
cohomology of I−

0 is as described in part (2) of the claim.

Proof of Theorem II.3.1. The previous Lemma implies that the cohomology of
I−

0 is the direct sum of the contribution of non-rigid and of rigid configurations,
and that its HG polynomials is (1 + tL + t5L5 + 2t6L6) · ℘(H•(GL(3);Q)). Then
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the claim follows from the isomorphism (II.2.1) in Lemma II.2.1.

II.4 Proof of the main theorem

Proof of Theorem II.1.1. In Theorem II.11.1 we will prove that H0(Q−
δ ;Q) = Q

is the only non-trivial rational cohomology group of Q−
δ . Therefore, the coho-

mology of Q− and Q−
0 coincide in degree larger than 2 and the latter is known

from Theorem II.3.1.
To complete the proof of Theorem II.1.1, we only need to show that the

cohomology group H1(Q−
0 ;Q) = Q(−1) is killed by H0(Q−

δ ;Q) = Q. This is
equivalent to show that H1(Q−;Q) vanishes.

The most direct way to show this is to consider the projectivization P(I−) of
I−, i.e. the space

P(I−) = {(P, t, C) ∈ Sym2 P2 × P2ˇ×P(V \ Σ) × P2ˇ : C ∩ t = P}.

Then Q− is the quotient of P(I−) by the natural action of PGL(3) and the
Leray spectral sequence associated with P(I−) → Q− degenerates at E2 by
Lemma II.2.1. As the cohomology of PGL(3) vanishes in degree 1 and 2, this
implies that the first cohomology groups of P(I−) and Q− are isomorphic.

To prove the vanishing of the cohomology of P(I−) in degree 1, we proceed
as follows. First, we compactify P(I−) by considering the space

W = {(P, t, C) ∈ Sym2 P2 ×P2ˇ×P(V ) ×P2ˇ : C ∩ t ⊃ P}.

Considering the projection W → P2ˇ yields that W is a smooth variety with
cohomology isomorphic to that of P10 × P2 × P2ˇ as graded vector spaces with
pure Hodge structures. In particular, one has H2(W;Q) = Q(−1)⊕3.

The complement W \ P(I−) is the union of three divisors: the divisor Σa

whose general element is a triple (p1 + p2, t, C) with C singular in either p1 or
p2, the divisor Σb corresponding to curves C containing t and the divisor Σc

whose general element is a curve C singular outside t. Thus, what we need to
prove is that the fundamental classes of Σa,Σb and Σc generate H2(W;Q). As
W is smooth, we prove this by exploiting Poincaré duality and intersecting the
Σk with the classes of three curves contained in W. Specifically, we consider
the class C1 of a general pencil of curves such that all elements are bitagent to
a fixed line t0 in two prescribed points p, q; the class C2 of a rational family
({x2 = 0}, [1, 0, 0] + [t0, t1, 0], C[t0,t1]) where the equation of C[t0,t1] is x2

1(t1x0 −
t0x1)

2 + t20x2g(x0, x1, x2) with g a fixed cubic polynomial; the class C3 of triples
({t0x2 − t1x1 = 0}, [1, 0, 0] + [0, t0, t1], D[t0,t1]) where the equation of D[t0,t1] is
t0x

2
0x

2
1 + (t0x2 − t1x1)h(x0, x1, x2) with h a fixed cubic polynomial. Then the

claim follows from the fact that the intersection matrix (Σk · Ci) has maximal
rank.
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II.5 Non-rigid configurations

In this section we deals with the configuration types between 1 and 6 in Vas-
siliev’s list (Table II.2). We need to refine these configuration types to get the
classification of singular configurations of elements in Vp,q ∩ Σ. For this first
group of configuration types, one gets the cases which we list in Table II.4. In
that list, we maintain the reference to the corresponding types in Vassiliev’s list
(Table II.2) by indicating the refined strata by roman letters. Furthermore, when
it is convenient to group refined strata together, we will denote them collectively
by the letter x.

In Table II.4 we also describe the configuration spaces Xjk corresponding
to each refined configuration type jk and the associated strata Φjk ⊂

∣

∣Λ
∣

∣ and
Fjk ⊂

∣

∣X
∣

∣. From the this description one finds that configurations of types
from 1a to 6x either are non-rigid, or give strata Fjk and Φjk which have trivial
Borel–Moore homology.

Next, we compute the contribution of non-rigid configurations to the spectral
sequence er converging to H̄•(

∣

∣Λ
∣

∣ \ Φ13;Q) associated with the stratification Φ•
indexed by the configuration types. Hence, the e1 term of this spectral sequence
is given by e1

u,v = H̄u+v(Φu;Q), where u refers to the uth configuration type in
our list. Rigid configurations contribute the first nine non-trivial columns, and
specifically, to the configuration types 1a, 1b, 1c, 2a, 2b, 2c, 2d, 4a and 4b. For
the sake of simplicity, we will omit from the spectral sequence all configuration
types jk such that the Borel–Moore homology of Φjk is trivial.

Then one gets from the description of the strata given in Table II.4 that e1
u,v

for 1 ≤ u ≤ 9 is as in the first part of Table II.5.

Lemma II.5.1. The spectral sequence er
u,v ⇒ H̄u+v(

∣

∣Λ
∣

∣ \ Φ13;Q) associated with

the stratification Φ• and converging to the Borel–Moore homology of
∣

∣Λ
∣

∣ \ Φ13

satisfies

e∞1,−1 = S2, e∞u,v = 0 for (u, v) 6= (1,−1)

for −3 ≤ v ≤ 1, 1 ≤ u ≤ 9 (i.e. for all terms coming from non-rigid configura-
tions).

Proof. This is based on the fact that for every j = 1, . . . , 4, the union of the
spaces Φjk in

∣

∣Λ
∣

∣ coincides with the contribution of configurations of type 1–4 to
the auxiliary Vassiliev spectral sequence in the case of unmarked quartic curves
treated in [V99, Thm 3]. Then the claim follows from Vassiliev’s proof that
configurations of type 1–4 contribute only trivially to the Borel–Moore homology
of the open stratum of the spectral sequence converging to the Borel–Moore
homology of the discriminant of unmarked plane curves.

Remark II.5.2. In view of Lemma I.4.3, the stratum F13 corresponding to the
configuration P2 is an open cone over

∣

∣Λ
∣

∣ \ Φ13. Then Lemma II.5.1 proves that
the only contribution of configurations of type 1–4 to the Borel–Moore homology
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Table II.4: Configurations of type 1–6 (non-rigid configurations) and the associ-
ated strata.

1a The point p or the point q.
Stratum: F1a is a C10-bundle over Φ1a = {p, q}.

1b Any point in t∗.
Stratum: F1b is a C9-bundle over Φ1b

∼= C∗.
1c Any point in P2 \ t.

Stratum: F1c is a C8-bundle over Φ1c
∼= C2.

2a The pair {p, q}.

Stratum: F2a is a C9-bundle over Φ2a
∼= ∆̊1.

2b Any other pair of points on t.

Stratum: F2b is a C8-bundle over Φ2b, which is a non-orientable ∆̊1–bundle over
B(t, 2) \ {{p, q}}.

2c One point in {p, q} and any point outside t.

Stratum: F2c is a C7-bundle over Φ2c, which is a non-orientable ∆̊1-bundle over
the disjoint union of two copies of C2.

2d A point on t∗ and any point outside t.

Stratum: F2d is a C6-bundle over Φ2d, which is a non-orientable ∆̊1-bundle over
C∗ × C2.

2e Any pair of points in P2 \ t.

Stratum: F2e is a C5-bundle over Φ2e, which is a non-orientable ∆̊1-bundle over
B(C2, 2). Therefore, the Borel–Moore homology of Φ2e and F2e is trivial.

3x Any three points on the same line ℓ in P2.
There are different strata to consider (ℓ = t; p ∈ ℓ 6= t and p is one of the
singular points; q ∈ ℓ 6= t and q is one of the singular points; the three points
do not contain p or q but ℓ do; ℓ 6= {p, q} = ∅). In view of Lemma I.4.6, the
Borel–Moore homology of the configuration space B(ℓ, 3) is trivial. Hence, all
these strata contribute trivially.

4a p, q and a further point outside t.

Stratum: F4a is a C6-bundle over Φ4a, which is a non-orientable ∆̊2-bundle
over C2.

4b Any other pair of points on t and a point outside it.

Stratum: F4b is a C5-bundle over Φ4b, which is a non-orientable ∆̊2–bundle over
C2 × (B(t, 2) \ {{p, q}}).

4x Any other triple of non-collinear points in P2.
There are several cases to consider (p or q and two more points lying outside
t; one point on t and two points outside; three points outside t). All of them
contribute trivially in view of Lemma I.4.6.1.

5x Any line ℓ in P2.
There are several cases to be considered, according to whether the line ℓ is t, it
passes through p of q, or it is in general position with respect to p, q. Observe
that for every line ℓ in P2, all subsets of ℓ of cardinality at most 3 belong to
configurations of type 1–4. This allows us to apply Lemma [T05a, 2.17] and
conclude that the contribution of all strata of type 5x is trivial.

6x Any three points on the same line ℓ plus a point outside ℓ.
Several cases, all of them do not contribute. The proof is analogous to case 3x.
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Table II.5: E1 terms of the spectral sequences er
u,v ⇒ H̄u+v(

∣

∣Λ
∣

∣ \ Φ13;Q) and

Er
u,v ⇒ H̄•(

∣

∣X
∣

∣;Q) = H̄•(Vp,q ∩ Σ;Q).

e1
u,v for 1 ≤ u ≤ 9.

v

1 0 0 S2(2) 0 0 0 0 0 0
0 0 S2(1) 0 0 0 0 S2(3) 0 0

−1 S2 + S1,1 S1,1 0 0 0 (S2 + S1,1)(2) S1,1(2) 0 S2(3)
−2 0 0 0 0 S2(1) 0 0 S1,1(2) S1,1(2)
−3 0 0 0 S1,1 S1,1 0 0 0 0

1 2 3 4 5 6 7 8 9 u
type (1a) (1b) (1c) (2a) (2b) (2c) (2d) (4a) (4b)

E1
u,v for 1 ≤ u ≤ 9.

v

19 (S2 + S1,1)(10) 0 0 0 0 0 0 0 0
18 0 S2(10) 0 0 0 0 0 0 0
17 0 S1,1(9) S2(10) 0 0 0 0 0 0
16 0 0 0 0 0 0 0 0 0
15 0 0 0 S1,1(9) 0 0 0 0 0
14 0 0 0 0 S2(9) 0 0 0 0
13 0 0 0 0 S1,1(8) (S2 + S1,1)(9) 0 0 0
12 0 0 0 0 0 0 S2(9) 0 0
11 0 0 0 0 0 0 S1,1(8) 0 0
10 0 0 0 0 0 0 0 S1,1(8) 0
9 0 0 0 0 0 0 0 0 S2(8)
8 0 0 0 0 0 0 0 0 S1,1(7)

1 2 3 4 5 6 7 8 9 u
type (1a) (1b) (1c) (2a) (2b) (2c) (2d) (4a) (4b)
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of
∣

∣Λ
∣

∣ \ Φ13 is to H̄0(
∣

∣Λ
∣

∣ \ Φ13;Q) = 0. If we decompose the open cone F13

over
∣

∣Λ
∣

∣ \ Φ13 as the union of its vertex and a ∆̊1-bundle over
∣

∣Λ
∣

∣ \ Φ13, we

see that the Borel–Moore homology group H̄1(∆̊1;Q)⊗ H̄0(
∣

∣Λ
∣

∣ \ Φ13;Q) is killed
by the Borel–Moore homology of the vertex. In other words, this implies that
configurations of type 1–4 contribute trivially to the Borel–Moore homology of
the stratum F13 ⊂

∣

∣X
∣

∣.

We compute the contribution of non-rigid configurations to the spectral se-
quence Er

u,v ⇒ H̄u+v(
∣

∣X
∣

∣;Q) ∼= H̄u+v(Vp,q ∩ Σ;Q) associated with the stratifica-
tion F•. Again, this will give the first 9 columns of the spectral sequence. If we
restrict our considerations to these first 9 columns, we obtain a spectral sequence
converging to the Borel–Moore homology of the space Fnrig :=

⋃

Fjk where the
union is over all configurations jk between 1a and 6x.

Lemma II.5.3.

The E1 terms of the spectral sequence Er
u,v ⇒ H̄u+v(Vp,q ∩ Σ;Q) associated with

the stratification F• for 1 ≤ u ≤ 9 are as given in the second part of Table II.5.

Proof. In this spectral sequence, the E1 term is given by E1
u,v = H̄u+v(Fu;Q),

where u refers to the uth configuration type in our list. Since Fu is a vector
bundle of a certain rank ku over Φu, one has E1

u,v = e1
u,v−2ku

⊗Q(ku).

Proof of Proposition II.3.2. Since Fnrig is the union of the strata Fjk with j ≤ 6,
its Borel–Moore homology can be computed by a spectral sequence whose E1

term coincides with E1
u,v if u ≤ 9 and is 0 if u ≥ 10. Hence, the E1 term coincides

with the E1
u,v in the second part of Table II.5.

We observe that for 1 ≤ u ≤ 9 the Hodge structure in E1
u,v is pure of weight

−2(u + v − 10). This implies that for every u, r such that 1 ≤ u < u + r ≤ 9,
the Hodge weight of Er

u,v and Er
u+r,v−r+1 are different, hence all dr differentials

vanish in this range. From this the claim follows.

II.6 Rigid configurations

In this section, we refine the second part of List II.2 (i.e. configuration types
from 7 to 13) to complete the list of singular configurations we need to apply
Vassiliev–Gorinov’s method to Vp,q ∩ Σ and the incidence correspondence D−

0 .
As we have briefly explained in Section II.3, the configuration spaces associ-
ated with the refinements of configuration types 7–12 give a non-trivial contri-
bution unless they correspond to rigid configurations, i.e. finite configurations
({p, q}, {s1, . . . , sr}) ⊂ P2 ×P2 with finite stabilizer in PGL(3). For such config-
urations, the computation of the Borel–Moore homology is easier for the “fibred”
configuration space X ′

j than for the configuration space Xj where we assume the
bitangent to be fixed.
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Table II.6: Rigid configurations of type 7

7a Any quadruple of points containing p and q. No three points in the configuration
are allowed to be collinear.

Stratum: F7a is a C3-bundle over Φ7a, which in turn is a non-orientable ∆̊3-
bundle over the configuration space X7a. The space X7a is isomorphic to

{

{a, b} ∈ B(P2 \ t, 2)| ab ∩ {p, q} = ∅
}

.

The complement P2 \ t is isomorphic to C2, hence the twisted Borel–Moore
homology of B(P2 \ t, 2) vanishes by Lemma I.4.6. Analogously, also the twisted
Borel–Moore homology of

{

{a, b} ∈ B(P2 \ t, 2)| ab ∩ {p, q} 6= ∅
}

vanishes, since
it is a B(C, 2)-bundle over C⊔C. Hence the twisted Borel–Moore homology of
X7a is trivial.

7b Any quadruple of points of which exactly two lie on t. No three points are
allowed to be collinear and {p, q} cannot be contained in the configuration.
Stratum: F7b is a C2-bundle over Φ7b, which has trivial Borel–Moore homology
(the proof is analogous to that for case 7a).

7c Any quadruple {a, b, c, d} of points lying outside t, such that no three points
in the configuration lie on the same line, and t is a common bitangent to two
distinct quadrics in the pencil passing through {a, b, c, d}.

Stratum: F ′
7c is a C-bundle over the space Φ′

7c, which is a non-orientable ∆̊3-
bundle over the configuration space X ′

7c ⊂ B(P2, 2)×B(P2, 4). In Lemma II.7.1
we will prove that the twisted Borel–Moore homology of X ′

7c vanishes.
7d Quadruples {a, b, c, d} 6⊃ {p, q} of points in general linear position such that

there is a conic C 6⊃ t passing through p, q, a, b, c, d. The conic C is allowed to
be singular.

The stratum F ′
7d is a C-bundle over the space Φ′

7d, which is a non-orientable ∆̊3-
bundle over the configuration space X ′

7d studied in Section II.8. In Lemma II.8.1
we will prove that the twisted Borel–Moore homology of X ′

7d vanishes.

The refinement of configuration type 7 (four points in general position) gives
the four configuration types described in Table II.6. For all of these configurations
7k, k ∈ {a, b, c, d} we can prove that the twisted Borel–Moore homology of
the associated configuration space X ′

7k vanishes (see in particular Lemma II.7.1
and II.8.1). Here we abuse notation and we define the twisted local system ±Q

for a fibred configuration space S ⊂ B(P2, 2) × B(P2, k) as the restriction to S
of the pull-back of the twisted local system ±Q under the projection B(P2, 2)×
B(P2, k) → B(P2, k).

Configuration type 8 corresponds to the union of a line ℓ in P2 and a point
s outside it. This type gives rise to several refined configuration types. For
instance, one has to distinguish if ℓ coincides with the bitangent t, if it passes
through one of the bitangency points p, q or through none of them. Also the
point s may lie on t, coincide with either p or q or simply lie on t. For every
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refined substratum 8k one has that the Borel–Moore homology of the space Φ8k

vanishes, and hence the same holds for F8k. This follows from Lemma [T05a,
2.17] and following remarks). To apply that lemma, we have to check that for
every ℓ∪{s} ∈ X8k the space B(ℓ, 4)×{s} was contained in one of the preceding
configurations 1a–7d. Moreover, one has to check that for a fixed ℓ ∪ {s} ∈ X8k

the vector subspaces L(K) = {f ∈ Σ∩Vp,q|Kf ⊃ K} for every K ∈ B(ℓ, 4)×{s}
defines a vector bundle. This ensures the vanishing of the Borel–Moore homology
of Φ8k and F8k for all k.

The refined singular configurations of type 9 and 10 are described in Table II.7.
We will calculate the contribution of these configuration types in Sections II.9
and II.10. Configurations of type 11 (non-singular conics in P2 passing through
p and q) and of type 12 (the union of two lines containing p and q) correspond
to strata Φ11 and Φ12 with trivial Borel–Moore homology. In both cases the
singular configurations are (possibly reducible) rational curves. The vanishing of
Borel–Moore homology follows from Lemma [T05a, 2.17] in the case of Φ11 and
from Lemma [T05a, 2.17] in the case of Φ12.

The only remaining stratum is the stratum F ′
13 ⊂

∣

∣X ′∣
∣ corresponding to the

configuration P2. As explained in Proposition I.4.3, the stratum F ′
13 is a topo-

logical open cone with vertex a point over the space
∣

∣Λ′∣
∣\Φ′

13, which is the union
of all Φ′

jx with j ≤ 12.

Lemma II.6.1. The HG polynomial of the Borel–Moore homology of F ′
13 equals

t6℘(H̄•(PGL(3);Q)).

Proof. Let us denote by B :=
∣

∣Λ′∣
∣ \Φ′

13 the base of the open cone F ′
13. We intend

to compute its Borel–Moore homology by using the spectral sequence associated
to the stratification Φ•. We have already proved that the Borel–Moore homology
of Φ′

jx with 5 ≤ j ≤ 8 or 11 ≤ j ≤ 12 is trivial, either in a straightforward
way because these configurations contain too many points on the same rational
curve, or in the Lemmas II.7.1 and II.8.1. The union

⋃

k∈{a,b,c,d} Φ′
9k has trivial

Borel–Moore homology in view of Lemma II.9.5. Furthermore, as we explained
in Remark II.5.2, configurations of type 1–4 contribute trivially to the Borel–
Moore homology of F ′

13. From this it follows that the only strata contributing
to the Borel–Moore homology of the basis of the open cone F ′

13 are Φ′
9e and Φ′

10.
Therefore, there is a long exact sequence

· · · → H̄k(Φ
′
9e;Q) → H̄k(B;Q) → H̄k(Φ

′
10;Q)

δk−→ H̄k−1(Φ
′
9e;Q) → · · ·

in Borel–Moore homology. In Lemma II.9.4 and Lemma II.10.1 we prove that
both the Borel–Moore homology of Φ′

9e and of Φ′
10 are tensor products of the

Borel–Moore homology of PGL(3). This is a consequence of the fact that these
configurations are rigid. Since PGL(3) acts equivariantly on the whole of D−

0

and
∣

∣Λ′∣
∣, the differentials δk have to respect this structure as tensor products of
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Table II.7: Rigid configurations of type 9 and 10.

9a Configurations of five points {a, b, c, d, e} such that a, b ∈ t and t ∩ cd = {e}.
Stratum: F9a is a C2-bundle over Φ9a, which has trivial Borel–Moore ho-
mology. This follows from the fact that the map X9a → B(C2, 2) mapping
{a, b, c, d, e} as above to {c, d} is a locally trivial fibration with fibre isomor-
phic to B(C, 2). Since H̄•(B(C, 2);±Q) vanishes, the twisted Borel–Moore
homology of X9a must vanish as well.

9b Configurations of five points {p, q, a, b, c} with pa ∩ qb = {c}.

Stratum: F9b is a C2-bundle over Φ9b, which is a ∆̊4-bundle over the space
X9b studied in Section II.9.

9c Configurations of five points {a, b, c, d, e} such that ab∩ cd = {e}, p ∈ ab\{e},
q ∈ cd \ {e} and {p, q} 6⊂ {a, b, c, d}.

Stratum: F ′
9c is a C-bundle over Φ′

9c, which is a non-orientable ∆̊4-bundle over
the space X ′

9c studied in Section II.9. Note that for a configuration of type 9c
the unique quartic curve with the prescribed singularities and with t = pq as
bitangent is the degenerate double conic ab ∪ cd.

9d Configurations of five points {a, b, c, d, e} with e ∈ {p, q}, a, b, c, d /∈ t such
that ab∩ cd = {e} and t is tangent to the conic passing through a, b, c, d, q for
e = p, and to the conic through a, b, c, d, p for e = q.

Stratum: F9d is a C-bundle over Φ9d, which is a non-orientable ∆̊4-bundle
over the space X9d studied in Section II.9. In Section II.9 we will prove that
the fibred configuration space X ′

9c has trivial twisted Borel–Moore homology.
9e Configurations of five points {a, b, c, d, e} with a, b ∈ t, {a, b} 6= {p, q} such

that ac ∩ bd = {e}.

Stratum: F9e is a C-bundle over Φ9e, which is a non-orientable ∆̊4-bundle over
the space X9e studied in Section II.9. Note that for a configuration of type
9e, the unique quartic curve with the prescribed singularities with t = pq as
bitangent is the union of lines ab ∪ ac ∪ bd ∪ cd.

10 Six points which are the pairwise intersection of four lines in general position.

Stratum: F ′
10 is a C-bundle over Φ′

10, which is a non-orientable ∆̊5-bundle
over the space X ′

10. The Borel–Moore homology of the stratum F ′
10 will be

computed in Section II.10.
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H̄•(PGL(3);Q). In particular, in our specific case this implies that all δk are
induced from the differential δ25 between the non-trivial Borel–Moore homology
classes of Φ10 and Φ9e in top degree. Furthermore, the claim is equivalent to
showing that the differential δ25 is an isomorphism.

Assume by contradiction that δ25 were the 0 map. Then we would have
H̄25(B;Q) = Q(10) and thus H̄26(F

′
13;Q) = Q(10) for the open cone over B.

By briefly comparing this with the Borel–Moore homology of the strata F ′
jx with

j ≤ 12, we find that the contribution of H̄26(F
′
13;Q) to the spectral sequence

Er
p,q ⇒ H̄•(D

−
0 ;Q) cannot be killed by any differential of that spectral sequence.

In particular, this means that H̄26(D
−
0 ;Q) is an extension of Q(10). By duality

(see (II.3.2) and (II.3.3)), this would imply that H3(I−
0 ;Q) is an extension of

Q(−5), which is clearly impossible since the Hodge weight of Q(−5) is 10 > 2 ·3,
whereas Hodge weights in cohomology can never be larger than twice the degree.

From this it follows that δ25 must have rank 1 and

H̄•(B;Q) = H̄•−5(PGL(3);Q).

Then the claim follows from the structure of F ′
13 as an open cone over B.

Remark II.6.2. One can also give a direct proof of the non-vanishing of δ25 based
on geometric considerations on the configuration spaces involved.

Proof of Proposition II.3.3. We consider the spectral sequence

Er
p,q ⇒ H̄p+q(D

−
0 ;Q), E1

p,q = H̄p+q(F
′
p;Q).

We concentrate on the rigid configuration types, i.e. those of type jx with 7 ≤ j ≤
13. Their union is the space F ′

rig of which we want to compute the Borel–Moore
homology.

In view of the results in this section and in Sections II.8–II.10, the only strata
F ′

jx with non-trivial Borel–Moore homology are those of type 9x, 10 and 13,
whose Borel–Moore homology is computed in Lemmas II.9.1–II.9.4, II.10.1 and
II.6.1. Furthermore, the Borel–Moore homology of each of these strata is a tensor
product of the Borel–Moore homology of PGL(3). Hence, the E1 terms coming
from such configurations are of the form E1

p,• = Ê1
p,• ⊗ H̄•(PGL(3);Q). We

give the Ê1 terms in Table II.8. Note that, by construction, differentials should
respect the structure of the columns of the spectral sequence as tensor products
of the Borel–Moore homology of PGL(3). This implies that the only differential
that can possibly be non-trivial is d̂1 : Ê1

1,10 = Q(3) → E1
1,9 = Q(3). From

the definition of E1
p,q we have Ê1

1,10 ⊗ H̄16(PGL(3);Q) = H̄27(F
′
10;Q) and Ê1

1,9 ⊗
H̄16(PGL(3);Q) = H̄26(F

′
9e;Q). This means that d1 is induced by the differential

H̄27(F
′
10;Q) → H̄26(F

′
9e;Q) of the long exact sequence associated to the inclusion

of F ′
9e as a closed subset of F ′

9e ∪ F
′
10.

We claim that d1 is an isomorphism or, equivalently, that the Borel–Moore
homology of F ′

9e ∪ F ′
10 vanishes in degree 27. Indeed, the union F ′

9e ∪ F ′
10 is a
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Table II.8: Ê1 terms associated with the spectral sequence converging to the
Borel–Moore homology of D−

0 coming from configurations of type 5–13.

q

9 Q(3) Q(3) 0
8 0 0 0
7 Q(2) 0 0
6 Q(1)⊕2 0 0
5 0 Q(1) 0
4 0 0 0
3 0 0 Q⊕2

1 2 3 p
type (9x) (10) (13)

C-bundle over Φ′
9e ∪Φ′

10, whose Borel–Moore homology in degree 25 vanishes by
the proof of Lemma II.6.1. From this the claim follows. In particular, the spectral
sequence Er

p,q restricted to rigid configurations types degenerates at E2.

II.7 Configuration type 7c — Pencils of conics

The aim of this section is to compute the contribution of singular configurations
of type 7c (see page 41) to the Vassiliev spectral sequence converging to the
Borel–Moore homology of the incidence correspondence D−

0 . In other words, we
will compute the rational Borel–Moore homology of the spaces Φ′

7c and F ′
7c.

Lemma II.7.1. The stratum Φ′
7c ⊂

∣

∣Λ′∣
∣ and of the stratum F ′

7c of
∣

∣X ′∣
∣ have

trivial Borel–Moore homology.

Proof. We start by determining the twisted Borel–Moore homology of the under-
lying family of configurations X ′

7c. Denote by B̃(P2, 4) the space of quadruples
of points in general position, i.e. such that no three of the points lie on the
same line. For every element K of B̃(P2, 4) there is exactly one pencil of conics
MK ⊂ V with base locus K. For every point p ∈ P2 \K we denote by QK,p the
unique conic in K passing through p.

The family of configurations X7c ⊂ B(P2, 2) × B̃(P2, 4) is the locus of con-
figurations (α, β,K) such that K ∩ αβ = ∅ and the pencil MK contains a conic
tangent to τ = αβ in α and a conic tangent to τ in β. We can rephrase this by
saying that the space X ′

7c ⊂ B(P2, 2) × B̃(P2, 4) is the space of configurations
({α, β}, K) such that the tangent line at α to the conic QK,α and the tangent line
at β to the conic QK,β are both equal to τ := αβ. Note that two general conics
admit exactly four common tangents of this type. If we fix the base locus K of
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the pencil of conics and a line τ disjoint from K, we have that exactly two conics
in MK are tangent to τ . These two conics coincide if and only if τ intersects the
base locus of the pencil MK .

From the discussion above, it follows that X ′
7c is isomorphic to the locus

Y7c ⊂ P2ˇ× B̃(P2, 4) of configurations (τ,K) where the line τ does not contain
any of the points in K. The natural map Y7c

∼
−→ X ′

7c → B(P2, 2) is defined by
associating to (τ,K) the set of two points at which τ is tangent to a conic in MK .

Let us start from the case in which the configuration K = {a1, a2, a3, a4} is
fixed. Then the space of lines τ such that τ ∩K = ∅ is the complement in P2ˇ
of the union of four lines aǐ in general position, given by that pencil of lines
passing through each of the ai. To proceed we need to know the Borel–Moore
homology of U := P2ˇ\

⋃

aiˇ and its structure as representation of the symmetric
group S4 given by the natural action of S4 permuting the points in K. This is
computed in Lemma II.7.2 below. In particular, the Borel–Moore homology of
U does not contain any alternating classes. Since U is isomorphic to the fibre of
X ′

7c → B̃(P2, 4) and the whole Borel–Moore homology of F̃ (P2, 4) ∼= PGL(3,C)
is S4-invariant, this implies that also the Borel–Moore homology of X ′

7c does not
contain any non-trivial S4-alternating class.

In view of the structure of Φ′
7c as non-orientable simplicial bundle over X ′

7c,
and of F ′

7c as vector bundle over Φ′
7c, the vanishing of the twisted Borel–Moore

homology of X ′
7c implies the vanishing of the Borel–Moore homology of Φ′

7c and
F ′

7c is trivial as well.

Lemma II.7.2. The S4-equivariant HG polynomial of H̄•(P
2ˇ \

⋃

ai ;̌Q) is equal
to t4L2s4 + t3s3,1L + t2s3,1.

Proof. We start by computing the Borel–Moore homology of C :=
⋃

ai .̌ First
we consider the singular locus of C, which is the union of six points on which S4

acts as the representation S4 ⊕ S2,2 ⊕ S2,1,1. For each i, the locus aiˇ \ Csing is
isomorphic to P1 minus three points. To determine the S4-action on the Borel–
Moore homology of C \ Csing, we start by observing that the group S3 permuting
the three singular points on a4ˇ acts as S3 on the Borel–Moore homology in degree
2 and as S2,1 in degree 1. By extending these representations to representations
of S4 we get that the Borel–Moore homology of C \ Csing is (S4 ⊕ S3,1)(1) in
degree 2 and S3,1 ⊕S2,2 ⊕S2,1,1 in degree 1. In all other degrees the Borel–Moore
homology is trivial.

The closed inclusion Csing → C induces a long exact sequence in Borel–
Moore homology which yields that the S4-equivariant HG-polynomial of C is
s4 +s3,1t+(s4 +s3,1)t

2L. Here we used the fact that H̄0(C;Q) is 1-dimensional to
compute the rank of the only non-trivial differential of the long exact sequence,
i.e. H̄1(C \ Csing;Q) → H̄0(Csing;Q). Then the claim follows from the long exact
sequence associated to the closed inclusion C → P2 ,̌ with complement U .
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II.8 Configuration type 7d — Conics through 6

points

In this section we deal with the configuration space X ′
7d of semi-ordered config-

urations ({α, β}, P = {p1, p2, p3, p4}) of points in P2, satisfying

• the points p1, p2, p3, p4 are in general position, i.e. P ∈ B̃(P2, 4);

• there is a conic C ∈ K := P(C[x0, x1, x2]2) containing {α, β} ∪ P ;

• {α, β} 6⊂ P , αβ 6⊂ C.

In the following, we will always use the notation K for the projective space of
conic curves in P2.

We will prove the following result:

Lemma II.8.1. Consider the rank 1 local system of coefficients induces by the
sign representation of the symmetric group S4 on the points in the configura-
tion P ∈ B̃(P2, 4). Then the Borel–Moore homology of X ′

7d with S-coefficients
vanishes.

We start with the observation that the conicC on which the points α, β, p1, . . . ,
p4 lie is unique for all (α, β, P ) ∈ X7d. Therefore, one can view X7d as a subset
of B(P2, 2) × B̃(P2, 4) × K. A partial compactification is given by considering
the space Y ′

7d of configurations

({α, β}, P, C) ∈ B(P2, 2) × B̃(P2, 4) ×K

such that {α, β}∪P lie on the conic C. Note that the local system S extends to
Y ′

7d.
Then Lemma II.8.1 follows from the following lemma:

Lemma II.8.2. The Borel–Moore homology with S-coefficients of both Y ′
7d and

Y ′
7d \X

′
7d vanishes.

Proof. We can stratify Y ′
7d as the disjoint union of the subset Y ′

7d,1 where the
conic C is singular and the locus Y ′

7d,2 of Y ′
7d such that the conic C has maximal

rank. Then the proof of the first part of the claim consists of showing that the
Borel–Moore homology of each of the strata Y ′

7d,j vanishes. For instance, the
open stratum Y ′

7d,2 is fibred over the space of all non-singular conics in P2 with
two distinct marked points α, β, and the fibre is isomorphic to B(C, 4). Then the
claim follows from the fact that C ∼= P1 and S restricts to the local system ±Q

on the fibre. Recall from Lemma I.4.6 that the twisted Borel–Moore homology
H̄•(B(P1, k);±Q) vanishes for k ≥ 3. The proof of the vanishing for Y7d,1 is
similar, and is based on the fact that Y7d,1 can be realised as a fibration with
fibres isomorphic to B(C, 2). From this the vanishing of the twisted Borel–Moore
homology of Y ′

7d follows.
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Next, let us consider the complement Y ′
7d \X

′
7d. Since for these configurations

({α, β}, P, C) one has α, β ∈ P , one can view Y ′
7d \ X ′

7d as the set of partially
ordered configurations ({α, β}, {q1, q2}, C) in (F̃ (P2, 4)/ ∼) × K such that C
contains {α, β, q1, q2}. The relation ∼ on F̃ (P2, 4) is generated by (α, β, q1, q2) ∼
(β, α, q1, q2) and (α, β, q1, q2) ∼ (α, β, q2, q1) and the local system S is the local
system induced by the sign representation of the S2-action interchanging q1 and
q2.

Hence, Y ′
7d\X

′
7d is a finite quotient of the subset Z of F̃ (P2, 4)×K of configu-

rations (α, β, q1, q2, C) such that C contains the points α, β, q1, q2 but is different
from the rank 1 conic C0 := αβ∪q1q2. This space Z is a rank 1 affine bundle over
F̃ (P2, 4), the fibre over a configuration of four points being the pencil of conics
passing through the them, minus C0. From the isomorphism F̃ (P2, 4) ∼= PGL(3)
one gets that the whole Borel–Moore homology of F̃ (P2, 4) is invariant under
the interchange of two points in the configuration. Moreover, also the whole
Borel–Moore homology of the fibres of the C-bundle is invariant under such an
interchange. Hence the Borel–Moore homology of Y ′

7d \ X ′
7d with constant co-

efficients, which equals the part of the Borel–Moore homology of Z which is
invariant under the interchange of the third and four point in the configuration,
is equal to the Borel–Moore homology of Z. From the construction of Y ′

7d \X
′
7d

as the quotient of Z under an involution, and from the definition of S, we get
H̄•(Z;Q) = H̄•(Y

′
7d \X

′
7d;Q) ⊕ H̄•(Y

′
7d \X

′
7d;S). From this the vanishing of

H̄•(Y
′
7d \X

′
7d;S) follows.

II.9 Type 9

In this section we compute the Borel–Moore homology of the strata F ′
9k ⊂

∣

∣X ′∣
∣

with k ∈ {b, c, d, e} that correspond to singular configurations containing the
union of four points {a, b, c, d} in general position with the point e which is the
intersection of the lines ab and cd. The configuration spaces X9k were described
in Table II.7 on page 43.

We will prove the following results:

Lemma II.9.1. For configurations of type 9b one has:

H̄•(X
′
9b;±Q) ∼= H̄•(PGL(3);Q),

H̄•(Φ
′
9b;Q) ∼= H̄•−4(PGL(3);Q),

H̄•(F
′
9b;Q) ∼= H̄•−8(PGL(3);Q) ⊗ Q(2).

Lemma II.9.2. For configurations of type 9c one has:

H̄•(X
′
9c;±Q) ∼= H̄•−1(PGL(3);Q),

H̄•(Φ
′
9c;Q) ∼= H̄•−5(PGL(3);Q),

H̄•(F
′
9c;Q) ∼= H̄•−7(PGL(3);Q) ⊗ Q(1).

48



II.9. TYPE 9

Lemma II.9.3. For configurations of type 9d one has:

H̄•(X
′
9d;±Q) = H̄•(Φ

′
9d;Q) = H̄•(F

′
9d;Q) = 0.

Lemma II.9.4. For configurations of type 9e one has:

℘(H̄•(X
′
9e;±Q)) = (t4L−2 + t) · ℘(H̄•(PGL(3);Q))

℘(H̄•(Φ
′
9e;Q)) = (t8L−2 + t5) · ℘(H̄•(PGL(3);Q))

℘(H̄•(F
′
9e;Q)) = (t10L−3 + t7L−1) · ℘(H̄•(PGL(3);Q))

Lemma II.9.5. 1. The Borel–Moore homology of the union U of the config-
uration spaces X ′

9b and X ′
9c inside B(P2, 2) × B(P2, 6) has trivial twisted

Borel–Moore homology.

2. The Borel–Moore homology of the union of the strata Φ′
9b and Φ′

9c inside
∣

∣Λ′∣
∣ is trivial.

Proof of Lemma II.9.1. Recall that the configuration space X ′
9b is a finite quo-

tient of the space F̃ (P2, 4) of ordered configurations of points in general position,
via the map

F̃ (P2, 4) −→ X ′
9b

(a1, a2, a3, a4) 7−→ ({a1, a2}, {a1, a2, a3, a4, a5}),

where the point a5 is the intersection point of the lines a1a3 and a2a4. This map
can be identified with the quotient map of F̃ (P2, 4) by the involution (1, 2)(3, 4).
Note that the involution (1, 2)(3, 4) has even sign, so that the restriction to X ′

9b

of the local system ±Q (defined by the sign representation of the action of S5

on the 5 singular points) equals the constant local system Q. Then the claim
follows from the fact that F̃ (P2, 4) is isomorphic to PGL(3) and that the whole
of its Borel–Moore homology is invariant under permutation of the points.

The result over the Borel–Moore homology of Φ′
9b follows from the fact that

Φ′
9b is a ∆̊4-bundle over X ′

9b. Note that the involution (1, 2)(3, 4) does not change
the orientation of the simplex with vertices a1, a2, a3, a4, a5, so that the simplicial
bundle Φ′

9b → X ′
9b is orientable in this case. The result over the Borel–Moore

homology of F ′
9b follows from the fact that F ′

9b → Φ′
9b is a complex vector bundle

of rank 1.

Proof of Lemma II.9.5. The union U of the configuration spaces X ′
9b and X ′

9c

inside B(P2, 2) × B(P2, 5) is the locus of configurations ({α, β}, {ai}1≤i≤5) such
that a1, a2, a3, a4 are in general linear position, the point α belongs to a1a2, the
point β belongs to a3a4 and furthermore a1a2 ∩ a3a4 = {a5} 6⊂ αβ.

Consider the configuration space

Y :=

{

(α, β, a1, a2, a3, a4) ∈ F (P2, 2) × F̃ (P2, 4)

∣

∣

∣

∣

α ∈ a1a2, β ∈ a3a4,
α, β 6∈ (a1a2 ∩ a3a4)

}
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of ordered configurations of six points, such that the last four points a1, a2, a3, a4

are in general position, the first point α lies on a1a2 \a3a4 and the second point β
lies on a3a4\a1a2. Notice that interchanging the configurations (α, β, a1, a2, a3, a4)
and (α, β, a2, a1, a3, a4) gives a well defined involution on Y . It is easy to prove
that the whole Borel–Moore homology of Y is invariant with respect to this
involution. Namely, the space Y is fibred over F̃ (P2, 4) ∼= PGL(3), whose Borel–
Moore homology is invariant under the involution interchanging a1 and a2. The
involution interchanging a1 and a2 induces a trivial action also on the Borel–
Moore homology of the fibre of Y → F̃ (P2, 4), which is isomorphic to C2 ∼=
(a1a2 \ {pt}) × (a3a4 \ {pt}).

The space U is the quotient of Y by the group generated by the involutions

(α, β, a1, a2, a3, a4) ↔ (α, β, a2, a1, a3, a4),
(α, β, a1, a2, a3, a4) ↔ (α, β, a1, a2, a4, a3),
(α, β, a1, a2, a3, a4) ↔ (β, α, a3, a4, a1, a2).

Thus, the twisted Borel–Moore homology of U is contained in the part of the
Borel–Moore homology of Y which is alternating under the involution interchang-
ing a1 and a2 in the configurations. This proves that the twisted Borel–Moore
homology of U is trivial.

The second part of the claim follows from the fact that Φ′
9b∪Φ′

9c is a ∆̊4-bundle
over U .

Proof of Lemma II.9.2. We start by observing that the part of the claim on the
twisted Borel–Moore homology of X ′

9c implies the claimsthe result for H̄•(Φ
′
9c;Q)

and H̄•(F
′
9c;Q). This follows from the structure of Φ′

9c as ∆̊4-bundle over X ′
9c

and from the structure of F ′
9c as rank 1 complex vector bundle over Φ′

9c.
The configuration space X ′

9c is an open subset of the space U of Lemma II.9.5,
with complement the configuration space X ′

9b. The twisted Borel–Moore homol-
ogy of U is trivial, whereas the twisted Borel–Moore homology of X ′

9b is iso-
morphic to the Borel–Moore homology of PGL(3) by Lemma II.9.1. Then the
claim follows from the long exact sequence in Borel–Moore homology with ±Q-
coefficients associated to the closed inclusion X ′

9b →֒ U .

Proof of Lemma II.9.3. Consider the space

Y9d := {(a1, a2, a3, a4, τ) ∈ F̃ (P2, 4) × P2 |̌τ ∩ a1a2 = τ ∩ a3a4 = a1a2 ∩ a3a4}

of ordered configurations of four points a1, a2, a3, a4 in general position, together
with a line τ passing through the common point of the lines a1a2 and a3a4,
and different from these two lines. The natural map Y9d → F̃ (P2, 4) gives Y9d

the structure of a C∗-bundle over F̃ (P2, 4). Note that the whole Borel–Moore
homology of Y9d is invariant under the interchange of the points a1, a2. This
involution fixes the fibres of the C∗-bundle (considered as a subset of P2 )̌, and it
also acts trivially on the Borel–Moore homology of the basis F̃ (P2, 4) ∼= PGL(3).
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Next, fix a configuration y = (a1, a2, a3, a4, τ) ∈ Y9d and consider the pencil of
quadrics through the points a1, a2, a3, a4. Every quadric in the pencil intersects
the line τ in a subscheme of length 2, and exactly two quadrics in the pencil are
tangent to τ , namely, the reduced conic a1a2∪a3a4 and a further conic, which we
will denote by Qy. Note that the tangency points of the two conics are distinct
points on τ , otherwise we would get a contradiction with the assumption that
the ai are in general position.

Consider next the map

Y9d −→ X ′
9d

y = (a1, a2, a3, a4, τ) 7−→ ({α, β}, {a1, a2, a3, a4, α})

where {α} = a1a2 ∩a3a4 and β is the intersection point of Qy and τ . This map is
surjective with finite fibres, and allows to identify X ′

9b with the quotient of Y9d by
the subgroup of S4 generated by (1, 2), (3, 4) and (1, 3)(2, 4). We are interested
in the local system of coefficients of X ′

9d induced by the sign representation on
the 5 singular points. Since the involution (1, 2) interchanges exactly 2 singular
points, the twisted Borel–Moore homology of X ′

9d is contained in the part of the
Borel–Moore homology of Y9d which is alternating under (1, 2). Therefore, as
the whole Borel–Moore homology of Y9d is invariant, the twisted Borel–Moore
homology of X ′

9d must vanish. Furthermore, the structure of Φ′
9d and F ′

9d as
fibrations over X ′

9d also implies that the Borel–Moore homology of these spaces
vanishes.

Proof of Lemma II.9.4. Let us consider the configuration space

Y9e :=

{

({α, β}, a1, a2, a3, a4) ∈ B(P2, 2) × F̃ (P2, 4)

∣

∣

∣

∣

dim〈α, β, a1, a2〉 = 1,
{α, β} 6= {a1, a2}

}

.

Let us choose a standard frame (e1, e2, e3, e4) ∈ F̃ (P2, 4) and identify P1 with
the line e1e2. Then Y9e is isomorphic to the product (B(P1, 2)\{pt})×PGL(3) by
the map sending ({α, β}, a1, a2, a3, a4) to ({ϕ(α), ϕ(β)}, ϕ) where ϕ is the unique
automorphism of P2 such that ϕ(ai) = ei for all i = 1, . . . , 4. In particular, this
implies that the Borel–Moore homology of Y9e with constant coefficients has HG
polynomial t4L−2 − t.

The map Y9e → X ′
9e given by

({α, β}, a1, a2, a3, a4) 7→ ({α, β}, {a1, a2, a3, a4, a5})

with a5 the intersection point of the lines a1a3 and a2a4 allows to identify X ′
9e

with the quotient of Y9e by the involution

i : ({α, β}, a1, a2, a3, a4) 7−→ ({α, β}, a2, a1, a4, a3).

Since i interchanges two pairs of singular points, the twisted Borel–Moore
homology of X ′

9e coincides with the part of the Borel–Moore homology which is
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invariant under i. Then the claim follows from the fact that the Borel–Moore
homology of both factors PGL(3) and B(P1, 2) \ {pt} of Y9e is invariant under
the S2-action induced by i.

II.10 Configurations of type 10

In this section, we deal with the singular sets of singular quartics with a marked
bitangent that are the union of four lines in general position. Such a quartic
has 6 distinct singular points, hence a singular set of the configuration space X ′

10

will be an element of B(P2, 2)×B(P2, 6). As always, we will denote by ±Q the
pull-back of the local system ±Q under the forgetful map X ′

10 → B(P2, 6).

Lemma II.10.1.

℘(H̄•(X
′
10;±Q)) = (L−2t4 + 1) · ℘(H̄•(PGL(3);Q)),

℘(H̄•(Φ
′
10;Q)) = t5(L−2t4 + 1) · ℘(H̄•(PGL(3);Q)),

℘(H̄•(F
′
10;Q)) = t7L−1(L−2t4 + 1) · ℘(H̄•(PGL(3);Q)).

(II.10.1)

Proof. We start by observing that it suffices to prove the description of the Borel–
Moore homology of the configuration space X ′

10. The results on Φ′
10 and F ′

10 will
immediately follows from their structures as simplicial bundle and vector bundle,
respectively.

Recall that the elements of X ′
10 are configurations ({α, β}, K) such that K

is the singular set of C =
⋃

i ℓi ⊂ P2 for a configuration of 4 lines ℓ1, ℓ2, ℓ3, ℓ4
in general position and the line τ = αβ is either tangent to C at the points α
and β, or it is contained in C. This implies that we may view X ′

10 as a subset of
B(P2, 2) × B̃(P2 ,̌ 4), and that X ′

10 has two connected components:

X ′
10a = {({α, β}, {ℓ1, . . . , ℓ4}) ∈ X ′

10|αβ ⊂
⋃

i

ℓi}

and

X ′
10b = {({α, β}, {ℓ1, . . . , ℓ4}) ∈ X ′

10|ℓ1 ∩ ℓ2 = {α}, ℓ3 ∩ ℓ4 = {β}},

because the only bitangent lines to the singular quartic C are the components of
C and the lines joining the intersection points of two disjoint pairs of components
of C.

We need to compute the Borel–Moore homology of X ′
10 in the twisted local

system of coefficients ±Q. This local system of coefficients coincides with the
restriction to X ′

10 of the trivial local system on B(P2, 2) × B̃(P2 ,̌ 4) under the
inclusion X ′

10 →֒ B(P2, 2)×B̃(P2 ,̌ 4). This follows from the fact that interchang-
ing two lines ℓi, ℓj interchanges two pairs of singular points of C, thus inducing a
permutation of even sign in the configuration of six singular points.
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We proceed to consider configurations of type 10a. Notice that without loss
of generality we can always assume that the marked points α, β lie on the line ℓ4.
In other words, we can obtain X ′

10a as the quotient of the space

Y10a = {({α, β}, (ℓ1, . . . , ℓ4)) ∈ B(P2, 2) × B̃(P2 ,̌ 4)|α, β ∈ ℓ4}

by the action of S3 permuting the lines ℓ1, ℓ2, ℓ3.
The space Y10a is fibred over F̃ (P2, 4) ∼= PGL(3) with fibre isomorphic to

B(ℓ4, 2) ∼= B(P1, 2). The space B(P1, 2) is isomorphic to Sym2 P1 with the
diagonal removed, i.e. to the complement of a smooth conic in P2. Hence we
have

℘(H̄•(Y10a;Q)) = t4L−2℘(H̄•(PGL(3);Q),

and since the whole Borel–Moore homology of Y10a is invariant under the S3-
action, this yields the Borel–Moore homology of X ′

10a as well.
Analogously, we realize X ′

10b as the quotient of B̃(P2 ,̌ 4) the action of the
group generated by the involution interchanging ℓ1 ↔ ℓ2 and the involution
ℓ1 ↔ ℓ3, ℓ2 ↔ ℓ4. Since the Borel–Moore homology of B̃(P2 ,̌ 4) ∼= PGL(3) is
invariant under any permutation of the points, the Borel–Moore homology of
X ′

10b coincides with that of PGL(3). Then the claim follows from the fact that
the Borel–Moore homology of X ′

10 is the direct sum of the Borel–Moore homology
of its two components X ′

10a and X ′
10b.

II.11 Quartic curves with a flex bitangent

In this section, we will compute the rational cohomology of the moduli space Q−
δ

of pairs (C, τ) such that C is a smooth quartic curve and τ a flex bitangent.

Theorem II.11.1. The rational cohomology of Q−
δ is one-dimensional and con-

centrated in degree 0.

Recall that I−
δ is fibred over the space P(TP2), which can be viewed as the

incidence correspondence

{(α, τ) ∈ P2 × P2 |̌α ∈ τ}.

We start by considering the fibre of the map π−
δ : I−

δ → P(TP2) over (p, t) ∈
P(TP2). Set t′ = t \ {p}. Consider the 11-dimensional complex vector space

Vp,t :=

{

f ∈ V

∣

∣

∣

∣

the line t is either contained in V(f) or it
or is a flex bitangent to t at the point p

}

.

Then the fibre (π−
δ )−1(p, t) is equal to Vp,t \ Σ. Hence, the fibre of π−

δ can be
viewed as the complement of a discriminant in the vector space Vp,t. In particular,
its cohomology can be computed using Vassiliev–Gorinov’s method.
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Table II.9: Singular configurations of type 1–3 and associated strata.

1a The point p.
Stratum: F1a is isomorphic to C10.

1b One point on t′.
Stratum: F1b is a C9-bundle over t′ ∼= C.

1c A points outside t.
Stratum: F1c is a C8-bundle over the affine space C2.

2a Two points on t.

Stratum: F2a is a C8-bundle over Φ2a, which is a non-orientable ∆̊1-bundle over
X2a

∼= B(P1, 2).
2b The point p and a point outside t.

Stratum: F2b is a C7-bundle over Φ2b, which is a non-orientable ∆̊1-bundle over
X2b

∼= C2.
2c A point on t′ and a point outside t.

Stratum: F2c is a C6-bundle over Φ2c, which is a non-orientable ∆̊1-bundle over
X2c

∼= C3.
2d Two points outside t.

The Borel–Moore homology of F2d and Φ2d vanishes, because they are fibred over
the configuration space B(C2, 2), whose twisted Borel–Moore homology vanishes.

3x Configurations with three collinear points.
To get all strata, we have to distinguish whether the line is t, if one of the singular
points coincide with p or lies on t or if the configuration is general. In each of
these cases the space X3x admits a locally fibration with fibre isomorphic to
either B(P1, 3) or B(C2, 2). Since the twisted Borel–Moore homology of both
these configuration spaces vanishes, configurations of type 3 do not contribute to
the Borel–Moore homology of D−

δ .

We proceed by giving the classification of the singular sets in P2 of quartic
curves that pass through p and have the line t ∋ p as flex bitangent. These are
exactly the singular sets of the elements of Vp,t∩Σ. First, we classify in Tables II.9
and II.10 the singular sets that come from refining singular configurations of
type 1–6 in Vassiliev’s list (Table II.2).

For configurations K of type 7–13 in Table II.2 we can distinguish whether
the general curve singular at K will not contain the line t (in which case we will
call it a configuration of the first kind) or if every curve singular at K will contain
t (configuration of the second kind).

It is easy to see that if the V(f) does not contain t, and its singular locus
contains a configuration K of type 7–12 in Vassiliev’s classification, then the
singular locus Kf ⊂ P2 is either a line through p, or a conic (possibly singular)
tangent to t at the point p. Hence, a configuration K of the first kind will either
contain a rational curve, or a finite number of point lying on a rational curve.
In this way we can prove that configurations of the first kind do not contribute
to the spectral sequence converging to the Borel–Moore homology of Vp,t ∩ Σ.
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Table II.10: Singular configurations of type 4–6 and associated strata.

4a Two points on t and one point outside t.

The stratum F4a is a C5-bundle over Φ4a, which is a ∆̊2-bundle over the config-
uration space X4a = B(P1, 2) × C2.

4x All other configurations of three points in linear general position.
We have to consider the following subcases: one of the points is p and the other
two lie outside t (C4-bundle), a singular point lies on t′ and the other two lie
outside t (C3-bundle), all three points lie outside t (case 4∗, C2-bundle). All
these subcases correspond to configuration spaces with trivial twisted Borel–
Moore homology.

5x A line in P2.
We have to distinguish whether the line equals t, passes through p of not. In
each case x the Borel–Moore homology of Φ5x is trivial, because the singular
configuration contains a rational curve.

6x Three collinear points p1, p2, p3 and a fourth point q in general linear position.
We have to distinguish between the following subcases: the three collinear points
belong to t (C4-bundle), a point pi and q both lies on t (C3-bundle), p1 belongs
to t but and p2, p3 and q do not (C3-bundle), none of the pi lies on t but q ∈ t
(C2-bundle), p1 ∈ t but all other point lie outside t (case 6∗, C-bundle). In each
of these cases the configuration space is fibred over a base space with fibre isomor-
phic to either B(C2, 2), B(C, 2) or B(P1, 3). For this reason, all configurations
of type 6 contribute trivially to the Borel–Moore homology of D−

δ .

Therefore, it suffices for us to consider the strata associated to configurations of
the second kind, which we list in Table II.11.

In view of the description of the strata given there, it suffices to deal with
the configuration types 9b and 10′. The Borel–Moore homology of X9b and X10′

is not difficult to compute. However, we will not need this result, because it is
possible to prove that the contributions of these two strata kill each other in the
spectral sequences associated to the stratifications Φ• and F•.

Lemma II.11.2. The Borel–Moore homology of Φ9b ∪ Φ10′ ⊂
∣

∣Λ
∣

∣ is trivial, and
the same holds for F9b ∪ F10′ ⊂

∣

∣X
∣

∣.

Proof. The stratum Φ10′ is a simplicial bundle over X10′ . Its fibre over a configu-
ration K ∈ X10′ is an open 5-dimensional simplex whose vertices are in canonical
correspondence with the six points inK. We can partially compactify Φ′

10′ by con-
sidering the simplicial bundle Ψ over X10′ whose fibres are closed 5-dimensional
simplices, in such a way that the fibres of Φ10′ coincide with the interiors of the
fibres of Ψ → X10′ . The simplicial bundle Ψ is contained

∣

∣Λ
∣

∣, where it can be re-
alized as the union of the simplices corresponding to subsets of the configurations
in X10′ .

Observe that every configuration K ∈ X10′ contains exactly three points lying
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Table II.11: Singular configurations of the second kind and associated strata.

7′ Two points on t and two other points (no three points in the configurations are
allowed to be collinear).
Stratum: The general curve singular in such a configuration K is the union of the
line t, the line passing through the two points in K \t and a conic passing through
the points of K. The configuration space X7′ is contained in B(t, 2) × B(C2, 2)
with complement a fibration over F (P1, 2) with fibre isomorphic to B(C, 2).
Since the twisted Borel–Moore homology of both B(C2, 2) and B(C, 2) vanish
by Lemma I.4.6, the twisted Borel–Moore homology of X7′ and the Borel–Moore
homology of Φ7′ and F7′ are trivial as well.

8a The union of the line t and a point outside t.
The strata F8a and Φ8a have trivial Borel–Moore homology, because the singular
configurations of this type contain a rational curve.

8b The union of a line different from t and a point on t.
The Borel–Moore homology of the strata Φ8b and F8b is trivial, because config-
urations of type 8b always contain a rational curve.

9a Five points {a, b, c, d, e} with a, b ∈ t, c, d ∈ (P2 \ t) and {e} = t ∩ cd.
Stratum: The configuration space X9a is isomorphic to X7′ , hence its twisted
Borel–Moore homology vanishes. Therefore also the Borel–Moore homology of
Φ9a and of F9a is trivial.

9b Five points {a, b, c, d, e} with a, b ∈ t, c, d ∈ (P2 \ t) and {e} = t ∩ cd.

Stratum: The stratum F9b is a C-bundle over Φ9b, which in turn is a ∆̊4-bundle
over the configuration space X9b, which is the quotient of the space {(a, b, c, d) ∈
F̃ (P2, 4)|a, b ∈ t} by the equivalence relation generated by (a, b, c, d) ∼ (b, a, d, c).

10′ Six points which are the pairwise intersection of four lines in general position,
one of which is t.

Stratum: The stratum F10′ is a C-bundle over Φ10′ , which in turn is a ∆̊5-bundle
over the configuration space X10′ which is isomorphic to the configuration space
of three unordered lines in general position and such that their union intersects
t in three distinct points.

12′ The union of t and another line.
The strata Φ12′ and F12′ have trivial Borel–Moore homology. This is a conse-
quence of the fact that the singular locus contains a rational curve.

13 The whole projective plane.
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outside t. They correspond to a 2-dimensional face DK of the fibre ΨK of Ψ →
X10′ lying over K. Let us define XK to be the union of the interior of all the
faces of the 5-dimensional simplex ΨK that contain the interior of DK . The
complement of XK in ΨK is the union of all closed faces that do not contain
the three vertices of DK . The Borel–Moore homology of XK coincides with the
relative homology of the pair (ΨK ,ΨK \XK), which is trivial because both spaces
can be contracted to the same point.

Let us consider the subset X ⊂ Ψ given by the union of the XK for all
K ∈ X10′ . Then the Borel–Moore homology of X is trivial as well. On the other
hand, we can view X as the disjoint union of open simplices of dimension varying
from two to five. For k = 2, . . . , 5, denote by X(k) the union of the interior of all
k-dimensional faces of simplices contained in X.

The space X(2) is fibred over X10′ with fibre the interior of DK . It coincides
with the stratum Φ4∗ coming from configurations of type 4∗, containing three
points in general linear position not lying on t (see Table II.10). In particular, the
Borel–Moore homology of X(2) is trivial. Analogously, the stratum X(3) coincides
with the stratum Φ6∗ corresponding to configurations of type 6∗ (three collinear
points of which exactly one lies on t and a fourth point not lying on t and not
collinear with the others). As we explained in Table II.10, the Borel–Moore
homology of X(3) is trivial.

Hence, the Borel–Moore homology of X coincides with the Borel–Moore ho-
mology of the union of its strata X(4) = Φ9b and X(5) = Φ10′ . This proves that the
Borel–Moore homology of Φ9b∪Φ10′ is trivial. As to the second part of the claim,
it suffices to observe that F9b ∪F10′ is a complex line bundle over Φ9b ∪Φ10′ .

Furthermore, also the configuration space X13 = {P2} contributes trivially to
the Borel–Moore homology of Vp,t ∩ Σ.

Lemma II.11.3. 1. The e1 terms of the spectral sequence

er
u,v ⇒ H̄u+v(

∣

∣Λ
∣

∣ \ Φ13;Q)

associated with the stratification Φ• are as given in Table II.12.

2. The Borel–Moore homology of F13 is trivial.

Proof. The terms of this spectral sequence are given by e1
u,v = H̄v(Φu;Q) for all

configuration types u such that the Borel–Moore homology of Φu is non-trivial.
Furthermore, we can omit all configurations with more than 4 singular points
in view of Lemma II.11.2. Then the first part of the claim follows from the
description of the strata Φjx given in Table II.9 and II.10.

We can observe that only configurations of type 1–4 contribute non-trivial e1

terms. Furthermore, the union of the configuration spaces Xjx with j = 1, . . . , 4
gives all configurations of ≤ 4 points in P2. Hence, the reasoning in the proof of
Lemma II.5.1 applies also in this case, thus yielding

e∞1,−1 = 0, e∞u,v = 0 for (u, v) 6= (1,−1).
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Table II.12: e1 terms of the spectral sequence er
u,v ⇒ H̄u+v(

∣

∣Λ
∣

∣ \ Φ13;Q).

v

1 0 0 Q(2) 0 0 Q(3) Q(3)
0 0 Q(1) 0 0 Q(2) 0 0

−1 Q 0 0 Q(1) 0 0 0
1 2 3 4 5 6 7 u

type (1a) (1b) (1c) (2a) (2b) (2c) (4a)

Table II.13: E1 terms of the spectral sequence Er
u,v ⇒ H̄u+v(

∣

∣X
∣

∣;Q) =
H̄u+v(Vp,t ∩ Σ;Q).

v

19 Q(10)⊕3 0 0
18 0 0 0
17 0 Q(9)⊕3 0
16 0 0 0
15 0 0 Q(8)

1 2 3 u
type (1x) (2x) (4x)

As a consequence, the Borel–Moore homology of
∣

∣Λ
∣

∣ \ Φ13 is 1-dimensional
and concentrated in degree 0. Then the second part of the claim follows from the
fact that the F13 is an open cone over

∣

∣Λ
∣

∣ \ Φ13 in view of Proposition I.4.3.
We are ready to calculate the Borel–Moore homology of Vp,t ∩ Σ.

Lemma II.11.4. 1. The E1 terms of the spectral sequence

Er
u,v ⇒ H̄u+v(Vp,t ∩ Σ;Q)

are as given in Table II.13. This spectral sequence degenerates at E1.

2. The rational cohomology of Vp,t \ Σ has HG polynomial (1 − tL)3.

Proof. We have E1
u,v = H̄u+v(Fu;Q), where u refers to the uth configuration

type in our list. Since Fu is a vector bundle of a certain rank ku over Φu, one
has E1

u,v = e1
u,v−2ku

⊗ Q(ku). This allows to compute the E1
u,v as in Table II.13.

Degeneracy at E1 follows immediately from the shape of the spectral sequence.
The result on the cohomology of the complement of the discriminant Vp,t \ Σ
follows from Alexander’s duality (I.2.1).
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Table II.14: Leray spectral sequence of the fibration I−
δ → P(TP2)

q E2
p,q

3 Q(−3) 0 Q(−4)2 0 Q(−5)2 0 Q(−6)
2 Q(−2)3 0 Q(−3)6 0 Q(−4)6 0 Q(−5)3

1 Q(−1)3 0 Q(−2)6 0 Q(−3)6 0 Q(−4)3

0 Q 0 Q(−1)3 0 Q(−2)3 0 Q(−3)
0 1 2 3 4 5 6 p

q E3
p,q

3 0 0 0 0 0 0 Q(−6)
2 0 0 Q(−3) 0 Q(−4) 0 Q(−5)
1 Q(−1) 0 Q(−2) 0 Q(−3) 0 0
0 Q 0 0 0 0 0 0

0 1 2 3 4 5 6 p

Proof of Theorem II.11.1. We want to compute the cohomology of I−
δ by using

the Leray spectral sequence associated to the fibration I−
δ → P(TP2) with fibre

Vp,t\Σ. From the fact that P(TP2) is a P1-bundle over P2 and from the computa-
tion of the cohomology of the fibre given in Lemma II.11.4 above we get that the
E2 term of the Leray spectral sequence is as given in the first part of Table II.14.

To compute the differentials of the spectral sequence, we keep in mind that we
proved in Lemma II.2.1 that it has to be a tensor product of the cohomology of
GL(3). There is only one possible behaviour of the differentials that would ensure
such a divisibility: This is the case in which the E3 term is as in the second part
of Table II.14 and the spectral sequence degenerates at E3. This yields

H•(I−
δ ;Q) ∼= H•(GL(3);Q).

This isomorphism implies the claim, since by Lemma II.2.1 we also have

H•(I−
δ ;Q) ∼= H•(Q−

δ ;Q) ⊗H•(GL(3);Q).
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Chapter III

The orbifold cohomology of

moduli of genus 3 curves

III.1 Introduction

It was a remarkable discovery of the beginning of this century, anticipated in
physics in the nineties, that the degree zero small quantum cohomology of a
smooth Deligne–Mumford stack is a (proper) ring extension of its ordinary co-
homology ring: its definition was recognized and given in symplectic geometry
by Chen and Ruan in [CR04]. The algebraic counterpart of this theory was
developed by Abramovich–Graber–Vistoli in [AGV02], [AGV08].

The Chen–Ruan cohomology of a smooth Deligne–Mumford stack X is, by
definition, the degree zero part of the small quantum cohomology ring of X, and
the orbifold cohomology of X is the rationally graded vector space that underlies
the Chen–Ruan cohomology algebra. The general idea, coming from stringy
geometry, is that an important role in the study of X is played by the so-called
inertia stack of X. When X is a moduli space for certain geometric objects, the
inertia stack of X parametrizes the same geometric objects, together with the
choice of an automorphism on them. The stack X itself appears as the connected
component of its inertia stack associated with the trivial automorphism, but in
general there are other connected components, usually called the twisted sectors of
X, a terminology that originates from physics. Orbifold cohomology is simply the
ordinary cohomology of the inertia stack, endowed with a different grading. Each
twisted sector is assigned a rational number, called (depending on the author)
degree shifting number, age or fermionic shift : this number depends on the action
of the given automorphism on the normal bundle to the twisted sector inX. Then
the degree of each cohomology class of the twisted sector is shifted by twice this
rational number.

In this chapter, we study the inertia stack of moduli spaces Mg of smooth

Joint with Nicola Pagani, KTH (Stockholm).
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CHAPTER III. ORBIFOLD COHOMOLOGY

genus g curves. The starting point of our construction is that one can associate
with each object (C, α) of the inertia stack the cover given by quotienting C by the
cyclic group generated by α. Following an idea of Fantechi [Fan08], we exploit
this correspondence to tackle the problem of the identification of the twisted
sectors of Mg by using the classical theory of cyclic (possibly ramified) covers
of algebraic varieties, as developed in [Par91]. We identify some discrete data in
order to separate the inertia stack of Mg in its connected components. The first
data are the genus of the quotient curve and the order N of the automorphism;
the latter is a general invariant of twisted sectors as it appears already in the
definition of the inertia stack. Finally, the branch locus of the covering can be
split in N − 1 parts according to the local monodromy around each of its points.
The last invariants are simply the degrees of each of these N − 1 divisors. It
is a recent result of Catanese ([Ca10]) that these numerical data single out a
connected component of the moduli space of connected cyclic covers.

Thus the topology of the moduli space of cyclic covers of curves, which was of
classical interest, plays a central role in the study of the stringy geometry of the
moduli spaces of curves, their Gromov–Witten theory and quantum cohomology.
The construction outlined in the last part of the previous paragraph describes the
connected components of this moduli space. For low values of g, it is possible to
study explicitly the topology of the twisted sectors of Mg,n. This has been done
with elementary techniques in [Pag08], [S06] and [Pag10a] for genus 1 and 2.

In this chapter, we work out the details of the theory of twisted sectors of
moduli of curves explained above in the case when g equals 3. We first solve the
simple combinatorics of the numerical discrete data of genus 3, and then study
the geometry and topology of the resulting twisted sectors of M3. In most cases,
the cohomology of the twisted sector is computed in a rather straightforward way.
The main exceptions are the twisted sectors corresponding to bielliptic and to
quadrielliptic genus 3 curves, which require a more detailed analysis. In particu-
lar, our computation of the cohomology of the moduli space of bielliptic genus 3
curves is achieved by using a combination of Vassiliev–Gorinov’s method for the
computation of the cohomology of complements of discriminants with the study
of certain Leray spectral sequences, following the approach of [T05], [T07]. We
expect that these techniques could be applied also in other cases of moduli spaces
of cyclic covers, at least for small values of g. Finally, we partially extend our in-
vestigation to the orbifold cohomology of the Deligne–Mumford compactification
M3 of M3. Specifically, we study the Zariski closure of I(M3) inside the inertia
stack I(M3). The connected components of this compactification are precisely
the connected components of I(M3) whose general element is a smooth curve.
We can think of this situation in analogy with what happens in the theory of
moduli of stable maps: it is often the case that compactifying the space of maps
one introduces “extraneous” components, and that the main interest is focused
on the connected components of the moduli space whose general element is a map
from a smooth curve. In the present work, the study of the compactification of

64



III.1. INTRODUCTION

the inertia stack is performed using moduli stacks of admissible covers (we refer
for the general theory to [ACV03]). The cohomology of the twisted sectors con-
tained in this compactification contributes what we call the compactified orbifold
cohomology of M3.

Our main results are the description of the connected components of the
twisted sectors of Mg (Sect. III.2.1), the age for each of them (Prop. III.5.6) and
the explicit computation of the orbifold cohomology of M3, which we recollect
in the following two theorems:

Theorem III.1.1 (Theorem III.5.7). The orbifold Poincaré polynomial of M3

is:

1 + t+ 2t2 + t3 + t
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3 + t

7
2 + 4t4 + 2t

9
2 + 2t
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16
3 + t

38
7 + 4t

11
2 + t

50
9 + t

39
7 + t

17
3 + t

40
7 + t

52
9 + t

41
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43
7
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56
9 + t

44
7 + t

19
3 + t

45
7 + t
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13
2 + t
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7 + 2t
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48
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Theorem III.1.2 (Theorem III.5.9). The compactified orbifold Poincaré poly-
nomial (see Definition III.5.5) of M3 is:
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2 + t

26
3 + 4t9 + 4t10 + t11 + t12.

The ordinary additive cohomology of M3 and M3 was studied by Looijenga and
Getzler, respectively in [Lo91, (4.7)] and [Ge98, Prop. 16]: our results are an
extension of theirs.

The chapter is developed on three levels. On the first level, we introduce the
theory of inertia stack, age grading, orbifold cohomology, and orbifold Poincaré
polynomial for a general smooth Deligne–Mumford stack X as developed by
Chen–Ruan in [CR04] and Abramovich–Graber–Vistoli in [AGV02], [AGV08].
The compactified orbifold cohomology is introduced for any choice of a smooth
compactification X ⊂ X. On the second level we introduce the theory and prove
some general results for the inertia stack of the moduli stack of curves Mg and
its Deligne–Mumford compactification Mg. Finally the third level is devoted to
work out all the details in the case g = 3.

We observe that we work with cohomology, as in the seminal paper of Chen–
Ruan. Nevertheless, the techniques we use are algebraic, thus in this sense our
work is closer to Abramovich–Graber–Vistoli’s approach.

III.1.1 Acknowledgments

We would like to thank Barbara Fantechi, who introduced us to the study of the
orbifold cohomology of Mg and shared with us her insight on this subject. We
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also thank Gilberto Bini and Carel Faber for useful conversations and comments.
The first author was supported by the Wallenberg foundation. The second author
would like to thank KTH for hospitality during the first stage of the preparation
of this work.

III.1.2 Notation

We work over the field of complex numbers, and cohomology is always taken
with rational coefficients. By a stack, we shall always mean a Deligne–Mumford
stack, of finite type over C. In this context, the canonical map from a stack to
its coarse moduli space induces an isomorphism in cohomology: we will often
identify the two cohomologies by means of this isomorphism. We adopt the
convention that orbifold cohomology is the graded vector space underlying Chen–
Ruan cohomology, where the latter carries the additional ring structure.

In our work, we shall consider the cohomology with its mixed Hodge struc-
tures. We shall denote by Q(−k) the Hodge structure of Tate of weight 2k. The
class of Q(−1) in the Grothendieck group K0(HSQ) of rational Hodge structures
will be denoted by L = [Q(−1)].

Results on the cohomology with compact support of a quasi-projective variety
(or stack with quasi-projective coarse moduli space) X shall often be expressed
by means of its Euler characteristic in K0(HSQ). Following [PS08, § 5.5.2], we call
this Euler characteristic the Hodge–Grothendieck character for compact support
of X and denote it by

χc
Hdg(X) =

∑

i∈N

(−1)i[H i
c(X;Q)] ∈ K0(HSQ).

Hodge–Grothendieck characters for compact support are sometimes called Serre
characteristics in the literature.

Similarly, to state results on cohomology with compact support in a concise
way, we shall express them as polynomials with coefficients in the Grothendieck
group of Hodge structures:

PX(t) =
∑

i∈N

[H i
c(X;Q)]ti ∈ K0(HSQ)[t].

We work with cyclic covers f : C → C ′, where C and C ′ are, respectively,
the covering and the covered space. If the cyclic cover is not étale, it contains,
respectively, ramification and branch points.

We shall denote the symmetric group in d letters by Sd and the group of kth
roots of unity by µk.
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III.2. THE INERTIA STACKS

III.2 The inertia stacks

III.2.1 Definition of the inertia stack

In this section we recollect some basic notions concerning the inertia stack. For
a more detailed study of this topic, we address the reader to [AGV08, Section 3].

We introduce the following natural stack associated to a stack X, which points
to where X fails to be an algebraic space.

Definition III.2.1. ([AGV02, 4.4], [AGV08, Definition 3.1.1]) Let X be a stack.
The inertia stack I(X) of X is defined as:

I(X) :=
∐

N∈N>0

IN(X)

where IN(X)(S) is the following groupoid:

1. The objects are pairs (ξ, α), where ξ is an object of X over S, and α : µN →
Aut(ξ) is an injective homomorphism;

2. The morphisms are the morphisms g : ξ → ξ′ of the groupoid X(S), satis-
fying g · α(1) = α′(1) · g.

The inertia stack comes with a natural forgetful map f : I(X) → X.
We also define ITW (X) :=

∐

N>1 IN (X). The connected components of
ITW (X) are called twisted sectors of the inertia stack of X, or simply twisted
sectors of X.

We remark that, by its very definition, IN(X) is an open and closed substack
of I(X), but it rarely happens that it is connected. One special case is when N
equals 1: in this case the map f restricted to I1(X) induces an isomorphism of
the latter with X. The connected component I1(X) will be referred to as the
untwisted sector. We also observe that after the choice of a generator of µN ,
we obtain an isomorphism of I(X) with I ′(X), where the latter is defined as
the (2-)fiber product X ×X×X X where both morphisms X → X × X are the
diagonals.

Remark III.2.2. There is an involution ι : IN(X) → IN(X), which is induced by
the map ι′ : µN → µN given by ι′(ζ) := ζ−1.

The inertia stack, which we have just defined, is the fundamental ingredient in
the definition of orbifold cohomology (Chen–Ruan cohomology as a vector space).
We observe that, at this level, we do not need X to be smooth nor proper.

Definition III.2.3. ([CR04]) Let X be a stack. The orbifold cohomology (with
rational coefficients) of X is defined as a vector space as:

H•
CR(X) := H•(I(X);Q).
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Now if X →֒ X is an open dense embedding, we can define an intermediate
space between I(X) and I(X), namely:

Definition III.2.4. Given a compactification of a stack i : X → X, we define
the compactified inertia stack of X as the stack

I(X) =
∐

N∈N

IN(X)

where IN (X) is the stack of all connected components Y of IN(X) such that
i∗Y 6= ∅. We can thus define the compactified orbifold cohomology as the following
vector space:

H
•
(X) := H•(I(X);Q).

In the following sections, we will study the inertia stack for moduli of smooth
genus g curves and its compactified inertia stack with respect to the Deligne–
Mumford compactification. In the first case we will use the theory of cyclic
covers of smooth curves (see [Par91]), in the second we will use the theory of
admissible covers developed by various authors.

Remark III.2.5. The orbifold cohomology of X only depends upon the topo-
logical space (coarse moduli space) underlying I(X). In [AGV08], the authors
introduce two notions related to the inertia stack: the stack of cyclotomic gerbes
([AGV08, Definition 3.3.6]) and the rigidified inertia stack ([AGV08, 3.4]), show-
ing in [AGV08, 3.4.1] that they are equivalent. It is relevant to observe that all
these different notions of inertia stacks share the same coarse moduli space, and
therefore they give rise to the same orbifold cohomology theory.

III.2.2 The inertia stack of moduli of genus g smooth

curves

We want to study the twisted sectors of the inertia stack of moduli of smooth
genus g curves. For this, we study the moduli stacks of cyclic ramified covers
of curves of genus g′ < g. This approach is due to Fantechi [Fan08], and builds
on the theory of abelian covers of algebraic varieties (see Pardini [Par91]). A
description of the theory of abelian covers in the case of curves and of cyclic
groups that is closely related to the one we use can be found in [Ca10, Sections 1
and 2]. A similar construction for covers of prime order was studied in [Co87].
We start by summarizing informally the description of cyclic covers we will use
in our constructions.

Fact III.2.6. ([Par91, Proposition 2.1]) Let C ′ be a smooth genus g′ curve. Then
the following data are equivalent:

• A cyclic (possibly ramified) µN -cover ψ : C → C ′, where C is a smooth
curve, possibly disconnected;
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• A sequence of N − 1 smooth effective divisors D1, . . . , DN−1 (with pairwise
disjoint support, possibly empty), a line bundle L on C ′ together with an
isomorphism ϕ : L⊗N → OC′(

∑

i iDi).

With this result in mind, let us define:

Definition III.2.7. Let g > 1 be an integer. A g-admissible datum is an (N+1)-
tuple of nonnegative integers A = (g′, N ; d1, . . . , dN−1) with N ≥ 2 and g′ ≤ g,
satisfying the following conditions:

• Riemann–Hurwitz formula

2g − 2 = N(2g′ − 2) +

(

∑

di gcd(i, N)

(

N

gcd(i, N)
− 1

))

; (III.2.1)

• the structural equation of abelian covers

∑

i di = 0 mod N. (III.2.2)

The integers N and g′ will be called respectively the order and the base genus of
the g-admissible datum A.

Note that, for a fixed g, the set of all g-admissible data A is finite. With
every admissible g-datum, we associate the integers d =

∑

di, and a disjoint
union decomposition {1, . . . , d} =

∐N−1
i=1 Ji by:

Ji :=

{

j|
∑

l<i

dl < j <
∑

l≤i

dl

}

.

Moreover, we will denote by SA the subgroup of Sd (the symmetric group on d
elements) defined by SA := {σ| σ(Ji) = Ji}.

We shall now construct the twisted sectors of Mg as stacks of cyclic N -covers
of curves of genus g′, with branch locus of type d1, . . . , dN−1.

Definition III.2.8. Let A be a g-admissible datum. We define the stack MA

whose objects over a scheme S are (N + 2)-tuples (C,D1, . . . , DN−1, L, ϕ), where
C is a smooth family of genus g′ curves over S, the Di are sections of (Symdi

S C \
∆di

) → S (where ∆di
denotes the big diagonal) defining disjoint divisors on C,

L is a line bundle and ϕ : L⊗N → OC(
∑

iDi) is an isomorphism.
The stack M′

A is defined as the open and closed substack of MA whose objects
under the correspondence III.2.6 correspond to connected covers.

Remark III.2.9. Let us be more explicit about the morphisms of MA(S). Let
(C,Di, L, ϕ) and (C ′, D′

i, L
′, ϕ′) be two objects as in Definition III.2.8. Then a

morphism between them is a couple of isomorphisms (σ : C → C ′, τ : σ∗L′ → L)
satisfying the following conditions: The map σ is an isomorphism of curves such
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that σ∗(D′
i) = Di and τ is an isomorphism of line bundles that makes the following

diagram commute:

σ∗(L′⊗N )
σ∗(ϕ′)//

τ⊗N

��

σ∗ (OC′(
∑

iD′
i))

γ

��

L⊗N
ϕ // OC(

∑

iDi),

(III.2.3)

where we denoted by γ the isomorphism induced by σ. A different definition
for a morphism between the two families (C,Di, L, ϕ) and (C ′, D′

i, L
′, ϕ′) is the

following: a single isomorphism σ : C → C ′ satisfying σ∗(D′
i) = Di and such that

there exists an isomorphism τ : σ∗L′ → L making diagram (III.2.3) commute.
These two different definitions of morphisms give rise to two different stacks,
which share the same coarse moduli space.

Remark III.2.10. Let us denote by Mg′,d(BµN) the open substack of the moduli
stack of stable maps Kg′,d(BµN) whose source curve is smooth. The moduli
stack Kg′,d(BµN) is defined in [AV02]; see also [ACV03], where Kg′,d(BµN) is
denoted Bg′,d(µN). We observe that the stack MA we have just defined (with
the first definition of morphisms in III.2.9) is an open and closed substack of the
quotient stack [Mg′,d(BµN)/SA] prescribed by the assignment of the ramifications
d1, . . . , dN−1.

Remark III.2.11. If A is a g-admissible datum, then disconnected covers appear
exactly when N is not prime and the greatest common divisor of N and all the
i with di 6= 0 is strictly bigger than 1. If this condition is satisfied, and moreover
g′ = 0, then M′

A = ∅, as MA only parametrizes disconnected covers.

We can see that the moduli stacks M′
A we have just constructed constitute

open and closed substacks of the inertia stack of Mg:

Corollary III.2.12. Let us fix g,N > 1. Then the stack IN (Mg) of Definition
III.2.1 is isomorphic to the disjoint union of all nonempty stacks M′

A for all
g-admissible data A = (g′, m, d1, . . . , dm−1) with order m equal to N .

Proof. Follows from Definitions III.2.7, III.2.8 and by adapting the proof of [Par91,
Theorem 2.1, Proposition 2.1] to this relative case (cf. Fact III.2.6). Indeed, there
is a base-preserving equivalence of categories:

IN(Mg)(S) →
∐

A

M′
A(S), (III.2.4)

where in the right hand side the disjoint union is taken over all g-admissible
data with order N . We sketch the proof of this well–known fact, by explicitly
defining the (functorial) correspondence (III.2.4). Let us assume that a µN -cover
ψ : X → C is given (over a base S). Over each point s ∈ S, the branch divisor
Ds of the cover Xs → Cs can be split according to local monodromy in smooth
effective divisors D1,s, . . . , DN−1,s, having pairwise disjoint support. Identifying
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these divisors with sections of the appropriate symmetric product of C → S gives
the Di. Each Di defines a codimension 1 subscheme of C which does not contain
any fibre of C → S, hence they give rise to effective Cartier divisors on C. At this
point, we only need to construct the line bundle L together with the isomorphism
ϕ : L⊗N → OC(

∑

i iDi). Since the cover is nontrivial, the action of µN on the
push-forward sheaf ψ∗(OX) defines a splitting as a direct sum of line bundles:

ψ∗OX = L0 ⊕ . . .⊕ LN−1

where Li is the subsheaf of ψ∗(OX) of sections where µN acts with weight i.
The line bundle L is then defined as L∨

1 . By viewing the sections of L = L∨
1 as

functions on the total space of the line bundle L1, and hence also as functions on
its trivial section C, we obtain an identification

ϕ : L⊗N
1 ⊗OC(

∑

i

iDi) → OC .

The correspondence just defined is essentially surjective. Indeed, if the line
bundle L is given over C ′, we set L1 := L∨. The line bundles La can then be
defined as:

La := L⊗a
1 ⊗

N−1
⊗

i=1

OC(Di)
−[ ai

N
] a = 0, . . . , N − 1 (III.2.5)

Now the number [ai
N

] + [ bi
N

] − [ (a+b)i
N

] can either be 0 or 1. In both cases, the
canonical sections of the line bundles:

OC(Di)
[ ai
N

]+[ bi
N

]−[
(a+b)i

N
]

permit the definition of a ring structure over R :=
⊕N−1

i=0 Li. Now the normaliza-
tion of the spectrum of R reconstructs the smooth µN -cover of C ′ up to isomor-
phism of µN -cover. If one considers the definition of morphisms in the groupoid
M′

A(S) given in Remark III.2.9, one can also check that the correspondence is
fully faithful, hence an equivalence of categories.

Recently, Catanese proved that the moduli spaces M′
A are indeed connected:

Theorem III.2.13. ([Ca10, Theorem 2.4]) Let A be a g-admissible datum. Then
the stack M′

A is connected (although possibly empty).

In particular, as a consequence of Catanese’s connectedness result (Theo-
rem III.2.13), the nonempty moduli stacks M′

A give all the twisted sectors of the
inertia stack of Mg.

Remark III.2.14. (see Remark III.2.9) Working with the second definition of mor-
phism in the definition of the stack MA one obtains a decomposition of the
rigidified inertia stack (see Remark III.2.5) of Mg.
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A χc
Hdg(MA) χc

Hdg(MA) a(MA)

(2; 8) L5 L5 + 3L4 + 6L3 + 6L2 + 3L+ 1 1
2

(3; 4, 1) L2 L2 + 2L+ 1 5
3

(3; 1, 4) L2 L2 + 2L+ 1 7
3

(4; 4, 0, 0) L L+ 1 2

(4; 0, 0, 4) L L+ 1 3

(4; 2, 3, 0) L2 − L L2 + 2L+ 1 7
4

(4; 0, 3, 2) L2 − L L2 + 2L+ 1 9
4

(4; 2, 0, 2) L− 1 L+ 1 5
2

(6; 1, 0, 2, 0, 1) L− 1 L+ 1 5
2

(6; 1, 0, 1, 2, 0) L− 1 L+ 1 8
3

(6; 0, 2, 1, 0, 1) L− 1 L+ 1 7
3

Table III.1: Positive-dimensional twisted sectors. For the sake of brevity we omit
g′ = 0 from the notation of the admissible datum.

III.3 The inertia stack of M3

In this section, we study the geometry of the twisted sectors of the inertia stack
of the moduli space of smooth, genus 3 curves. We determine the cohomology
of all these twisted sectors as a graded vector space with Hodge structures. We
shall state these results in the form of polynomials with coefficients in K0(HSQ)
(see Section III.1.2).

Our approach is based on the correspondence between twisted sectors and
g-admissible data introduced in the previous section. Of course, in the case of
genus 3 also a direct approach is possible by classifying all automorphisms of
plane quartic curves (as in e.g. [Do10, Lemma 6.5.1]) and of all hyperelliptic
genus 3 curves. However, our approach seems more suitable for cohomological
computations and has the advantage that it generalizes to higher genus.

If X is a twisted sector of I(M3), we have seen in the previous section that
X ∼= MA for A a certain 3-admissible datum. We start by considering the
admissible data with g′ = 0.

Proposition III.3.1. There are 43 different 3-admissible data A with g′ = 0 that
parametrize connected covers. The complete list of these admissible data and of
the Hodge–Grothendieck characters for compact support of the associated twisted
sectors MA is given in Tables III.1 and III.2.

Proof. If A is a g-admissible datum with g′ = 0, then it is easy to see that
MA

∼= [M0,d/SA]. Therefore H•
c (MA) ∼= H•

c (M0,d)
SA, the SA-invariant part of
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3-admissible with g′ = 0 Age 3-admissible with g′ = 0 Age

(7; 2, 0, 0, 0, 1, 0) 20
7

(9; 1, 0, 1, 0, 1, 0, 0, 0) 26
9

(7; 0, 1, 0, 0, 0, 2) 22
7

(9; 0, 0, 0, 1, 0, 1, 0, 1) 28
9

(7; 1, 1, 0, 1, 0, 0) 3 (9; 0, 1, 1, 1, 0, 0, 0, 0) 29
9

(7; 0, 0, 1, 0, 1, 1) 3 (9; 0, 0, 0, 0, 1, 1, 1, 0) 25
9

(7; 1, 0, 2, 0, 0, 0) 23
7

(12; 10100001000) 10
3

(7; 0, 0, 0, 2, 0, 1) 19
7

(12; 00010000101) 8
3

(7; 0, 2, 1, 0, 0, 0) 24
7

(12; 10001100000) 13
4

(7; 0, 0, 0, 1, 2, 0) 18
7

(12; 00000110001) 11
4

(8; 2, 0, 0, 0, 0, 1, 0) 13
4

(12; 00111000000) 8
3

(8; 0, 1, 0, 0, 0, 0, 2) 11
4

(12; 00000011100) 10
3

(8; 1, 1, 0, 0, 1, 0, 0) 3 (14; 1000011000000) 51
14

(8; 0, 0, 1, 0, 0, 1, 1) 3 (14; 0000001100001) 33
14

(8; 0, 1, 2, 0, 0, 0, 0) 11
4

(14; 0100101000000) 41
14

(8; 0, 0, 0, 0, 2, 1, 0) 13
4

(14; 0000001010010) 43
14

(9; 1, 1, 0, 0, 0, 1, 0, 0) 31
9

(14; 0011001000000) 45
14

(9; 0, 0, 1, 0, 0, 0, 1, 1) 23
9

(14; 0000001001100) 39
14

Table III.2: 0-dimensional twisted sectors. For the sake of brevity we omit g′ = 0
from the notation of the admissible datum.
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the cohomology with compact support of M0,d. Hence, for every A, the coho-
mology with compact support of MA can be computed from the description of
the cohomology of M0,d as a representation of the symmetric group Sd, which is
known for every d ≥ 3 by work of Getzler [Ge94, 5.6] (see also [KL02, Theorem
2.9]).

In our case, we need to work with connected covers, i.e. we restrict to 3-
admissible data with g′ = 0 that satisfy condition (III.2.11). We obtain their
list (which we give in Table III.1 and III.2) by finding all solutions of equa-
tions (III.2.1), (III.2.2) and (III.2.11) for g = 3, g′ = 0. Using Getzler’s for-
mulas we compute their Hodge–Grothendieck characters for compact support,
i.e. the Euler characteristic of their cohomology with compact support in the
Grothendieck group of Hodge structures.

Remark III.3.2. If A is an admissible datum with g′ = 0, the Hodge–Grothendieck
character for compact support of MA determines uniquely the cohomology of
MA, because its k-th compactly supported cohomology carries a pure Hodge
structure of weight 2 dim(MA) − k. This property holds for the space M0,d and
follows from the structure of M0,d as a complement of hyperplanes in Cd−3. Since
H•

c (MA;Q) is a subring of H•
c (M0,d;Q), it holds for MA as well.

It is easy to see that there are exactly four 3-admissible data with g′ > 0.
Following Definition III.2.8, they correspond to the four moduli stacks of cyclic
covers:

M(1,2;4), M(1,3;1,1), M(1,4;0,2,0) and M(2,2;0). (III.3.1)

In view of Definition III.2.8, the moduli stacks M(g′,N,d1,...,dN−1) parametrize ob-
jects of type (C,L,D1, . . . , DN−1, ϕ), where C is a curve of genus g′, the Di are
disjoint effective divisors of prescribed degrees di and ϕ : L⊗N → OC(

∑

i iDi) is
an isomorphism. Hence, it suffices to compute the cohomology of the following
four stacks:

A =
{

(C,D1, L)| g(C) = 1, deg(D1) = 4, L⊗2 ∼= OC(D1)
}

,

B =

{

(C,D1, D2, L)

∣

∣

∣

∣

g(C) = 1, deg(D1) = deg(D2) = 1,
L⊗3 ∼= OC(D1 + 2D2)

}

,

C =
{

(C,D2, L)| g(C) = 1, deg(D2) = 2, L⊗4 ∼= OC(2D2)
}

,

D =
{

(C,D1, L)| g(C) = 2, L⊗2 ∼= OC

}

.

It is easy to see that A and B are connected, while C and D are not. The stack
C has two open and closed substacks C′ and C′′ that correspond, respectively, to
the two conditions L⊗2 6∼= O(D2) and L⊗2 ∼= O(D2). The stack D has two open
and closed substacks D′ and D′′ that correspond, respectively, to the conditions
L 6∼= OC and L ∼= OC . Observe that C′′ and D′′ parametrize disconnected covers.

In the remainder of this section, we study the cohomology of B and D′, while
we postpone the analogous computation for A and C′ to the following section.
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In the following lemma, we let X1(3) be the closed substack in M1,2 of curves
(C, p1, p2) such that p2 is a point of 3-torsion for the elliptic curve (C, p1).

Lemma III.3.3. The coarse moduli space of B is isomorphic to the coarse moduli
space of M1,2 \X1(3).

Proof. The moduli stack B parametrizes curves C of genus g′ = 1, two distinct
points x, y ∈ C and a line bundle L of degree 1 on C. Let C1,2 be the universal
curve over M1,2: it parametrizes genus 1 curves C with three points x1, x2, q such
that x1 6= x2. We define B̃ to be the irreducible codimension 1 substack of C1,2

defined by the following constraint on the three points:

B̃ = {(C, x1, x2, q)| 3q ≡ x1 + 2x2}

Now it is clear that B and B̃ share the same coarse moduli space. This can be
checked by associating to a triple (C, x, y, L) the triple (C, x1, x2, q) where q is
the point on the curve C determined by the isomorphism class of the line bundle
L. The diagram:

B̃ = {3q = x1 + 2x2}

��

� � // C1,2

πx

��

∋(x, y, q)
_

��
M1,2

� � // M1,2 ∋ (y, q)

is cartesian. Indeed, the restriction of πx to the closed locus B̃ ⊂ C1,2 takes values
in M1,2, since q = y, 3q = x + 2y =⇒ x = y. Furthermore, the restriction of
πx to B̃ is an isomorphism onto the image locus, i.e. the points where 3q 6= 3y.
From this the claim follows.

From this description, we can deduce the cohomology with compact support of
B.

Corollary III.3.4. The cohomology with compact support of B is given by

PB(t) :=
∑

i∈N

[H i
c(B;Q)]ti = L2t4 + Lt3 + t2.

Proof. The cohomology with compact support of M1,2 is concentrated in degree
4, while the cohomology with compact support of X1(3) can be deduced from
the fact that its coarse moduli space is a P1 minus two points. This classical
result can be proved directly by considering the coarse moduli space of X1(3) as
the quotient of the pointed rational curve P1 \ {[0, 1], [1,−3ζk

3 ]} parametrizing
the Hesse pencil λ(x3

0 + x3
1 + x3

3) + µx0x1x2 = 0 by the action of µ3 generated
by [λ, µ] 7→ [λ, ζ3µ]. Then the result follows from the long exact sequence of
compactly supported cohomology, associated to the inclusion of X1(3) in M1,2

with complement isomorphic to B.
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Now we study the stack D′. It turns out that we can describe it as a quotient of
a moduli stack of genus 0 curves with marked points, by the action of a subgroup
of the symmetric group that symmetrizes some of the points. This enables us to
compute its cohomology from Getzler’s formulas ([Ge94]).

Lemma III.3.5. The coarse moduli space of D′ is M0,6/S4 × S2.

Proof. The claim follows from the well known fact that every nontrivial square
root of the structure sheaf on a smooth genus 2 curve C is of the form O(x1−x2)
where x1 and x2 are distinct Weierstrass points of C, and that this expression is
unique up to changing the order of x1 and x2.

Corollary III.3.6. The cohomology with compact support of D′ is given by

PD(t) = L3t6 + L2t5.

III.3.1 The geometry of the twisted sectors A and C ′

The aim of this section is to prove the following two results:

Proposition III.3.7. The cohomology with compact support of A is expressed
by

PA(t) = L4t8 + L2t5.

Proposition III.3.8. The cohomology with compact support of C′ is given by

PC′(t) = L2t4 + Lt3 + t2.

This completes our cohomological analysis of the inertia stack of M3. In
particular, we are now able to produce the dimension of the orbifold cohomology
as a vector space H•

CR(M3) from the Propositions III.3.1, III.3.7, III.3.8 and the
Corollaries III.3.4 and III.3.6.

Corollary III.3.9. The orbifold cohomology of M3 has dimension 62.

In Section III.5.2 we shall describe the Q-graded structure of this vector space in
Theorem III.5.7.

The cohomology of the moduli space A

Recall that the moduli space A parametrizes bielliptic genus 3 curves. We de-
scribed it as the moduli stack of genus 1 curves with a set {x1, x2, x3, x4} of (un-
ordered) marked points and a line bundle L such that L⊗2 = O(x1 +x2 +x3+x4).

The divisor D1 := x1 + x2 + x3 + x4 defines an embedding of C in P3; the
image is the complete intersection of two quadrics. If we consider C as a curve
in P3, the square roots of O(D1) correspond to divisors cut by planes in P3 that
are tangent to C at two points (possibly coinciding) with multiplicity 2. For a
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fixed C this gives four distinct line bundles. They can be constructed explicitly
as the g1

2 cut by the ruling of each of the four singular quadrics in P3 lying in the
ideal of C.

One can see this geometrically by considering that divisors linearly equivalent
to D1 are cut by 2-planes in P3. Hence, a square root of O(D1) must correspond
to a bitangent 2-plane and the only planes of this form are the tangent planes to
the singular quadrics containing C.

From this it follows that A can be viewed as the moduli space of pairs
(C, {x1, . . . , x4}) where the curve C is a smooth genus 1 curve lying on a fixed
quadric cone Q ⊂ P3 and the xi are 4 distinct unordered points on C lying on
the same plane section H ⊂ Q. If the hyperplane section H is reducible, it is
the union of two lines of the ruling of Q. In this case, the involution of C in-
terchanging each pair of points lying on the same line of the ruling of Q lifts to
an involution of the double cover C̃ → C; this involution gives C ′ a hyperelliptic
structure. In particular, as shown in [Co87, Corollary 1], the composition of these
two involutions on C gives a fixed-point-free involution on C̃.

Therefore, the coarse moduli space of the closed substack Ah of A correspond-
ing to bielliptic structures on genus 3 hyperelliptic curves is isomorphic to the
coarse moduli space of D′.

At this point, it only remains to calculate the cohomology of the complement
Anh = A \ Ah.

Lemma III.3.10. PAnh
(t) = L4t8 + L3t7.

Proof. First we note that there is a map Anh → M0,4/S4 associating to (C, {xi})
the configuration {x1, . . . , x4} of four points on the curve H ∼= P1. To make
explicit computations, we view Q as the weighted projective plane P(1, 1, 2) and
choose coordinates u0, u1, w on Q such that H is defined by the equation w = 0.

Every element of Anh has an equation of the form

ϕα,ǫ,t(u0, u1, w) := w2 − α(u0, u1)w + ǫu0u1(u1 − u0)(u1 − tu0) = 0

with α ∈ C[u0, u1]2 ∼= C3, ǫ ∈ C and [t] := {0, 1,∞, t} ∈ M0,4/S4. This equation
is uniquely defined up the action of C∗ on (α, ǫ) by scaling:

s(α, ǫ) = (s2α, s4ǫ).

Hence, we study the incidence correspondence:

I :=

{

(α, ǫ, [t]) ∈ (C4 ×M0,4)/S4

∣

∣

∣

∣

ϕα,ǫ,t(u0, u1, w) = 0 defines
a nonsingular curve

}

.

To compute the cohomology of I, we apply Vassiliev–Gorinov’s method to
the complement Σ of I inside (C4×M0,4)/S4. Specifically, we use the version of
the method developed for the case of curves with marked points given in [T07],
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to which we refer for technical details on the construction. Note that the original
construction of Vassiliev–Gorinov’s methods is based on the study of Borel–Moore
homology (i.e. homology theory with compact support). For stylistic reasons,
in this chapter we will use cohomology with compact support instead of Borel–
Moore homology. All results can be easily adapted by duality.

The first step of Vassiliev–Gorinov’s method consists in classifying all possible
singular loci of elements of Σ. This classification is then used to define a cubical
space X whose geometric realization |X | has the same cohomology with compact
support as Σ. This geometric realization has a natural stratification {Fi} by
locally closed subsets that are indexed by the types of singular sets that arise in
the classification. Each stratum Fi can be explicitly described as a bundle over
the space

Bi :=

{

(ϕ, [t], K)

∣

∣

∣

∣

(ϕ, [t]) ∈ Σ, K ⊂ Q is a singular configuration
of type i containing the singular locus of (ϕ, [t])

}

.

If the configurations of type i are finite sets, then Fi → Bi is a nonorientable
simplicial bundle; otherwise, the stratum Fi is a union of simplicial bundles.

The Gysin spectral sequence Ep,q
r ⇒ Hp+q

c (Σ;Q) with Ep,q
1 = Hp

c (Fq;Q) as-
sociated with the stratification {Fi} is called the Vassiliev’s spectral sequence.

(1) One singular point on H. In this case the curve is of the form w(w +
au0 + bu1) = 0 and both components pass through the singular point. The
stratum F1 is a C2-bundle over H ×M0,4/S4.

(2) Two singular points on H. The curve is of the form w(w + au0 + bu1) = 0
and both components have to pass through the singular points. If we fix the
two distinct singular points s1, s2 on H , then the ϕ = (α, ǫ) ∈ C4 giving a
curve singular at s1 and s2 form a 1-dimensional subspace. This yields the
following description for the stratum F2: It is the quotient of a C-bundle
over (0, 1)× (F (H, 2)×M0,4)/S4 by the involution (τ, (s1, s2), [t], (α, ǫ)) 7→
(1 − τ, (s2, s1), [t], (α, ǫ)). From this it follows that the cohomology with
compact support of F2 is concentrated in degree 7 and carries a Tate Hodge
structure of weight 6.

(3) The curve H. The stratum F3 has trivial cohomology with compact support
because H is a smooth rational curve (see e.g. [T05, Lemma 2.19]).

(4) One point P outside H. Having a singular point outside H imposes three
conditions on the equation, hence we get that F4 is a C-bundle over the
space of configurations (P, {x1, x2, x3, x4}). Note that P is not allowed to lie
on the same line of the ruling as any of the xi. Hence the configuration space
is a C∗-bundle over M0,5/S4, whose cohomology with compact support is
concentrated in degree 4 by the results in [Ge94].
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Table III.3: Spectral sequence converging to H•
c ((C4 ×M0,4)/S4 \ I;Q).

q

7 Q(−4) 0 0
6 0 0 0
5 Q(−3) Q(−3) Q(−4)
4 0 0 Q(−3)

1 2 3 p
type (1) (2) (4)

(5) Two points outside H . In this case the singular curve is the union of two
irreducible plane sections H1, H2 of Q which are different from H and not
tangent to each other. Each of the components passes through exactly
two of the xi. Up to reordering the points we may assume that H1 passes
through x1 and x2 and H2 passes through x3 and x4.

It is important to observe that such a curve H1∪H2 is uniquely identified by
the partially ordered configuration ({{x1, x2}, {x3, x4}}, {s1, s2}) of points
on H , where s1, s2 denote the projections on H of the singular points of
the curve. Furthermore, a configuration (x1, . . . , x4, s1, s2) comes from a
singular curve H1 ∪H2 if and only if there is an automorphism of H ∼= P1

that interchanges the following pairs of points: x1 ↔ x2, x3 ↔ x4 and
s1 ↔ s2. This condition defines a codimension 1 subset N ⊂ M0,6.

Thus, one can study the cohomology with compact support of the stratum
F5 by taking the part of the cohomology with compact support of N such
that the symmetric group S4 acts on the first two points as the representa-
tion S4 ⊕ S2,2 and the symmetric group S2 interchanging s1 and s2 acts as
the alternating representation. Then a direct computation shows that the
only cohomology class with this behaviour is the trivial class. From this
it follows that this stratum contributes trivially to the Vassiliev’s spectral
sequence.

From this classification it follows that only configurations of type (1), (2) and
(4) contribute to Vassiliev’s spectral sequence. We give the Vassiliev’s spectral
sequence associated to this classification of the singularities in Table III.3. Our
description of the singularities also shows that Σ has two irreducible components:
namely, the divisor D1 of curves with singularities of type (1) and the divisor D2

of curves with singularities of type (3). By the long exact sequence associated
to the inclusion Σ →֒ (C4 × M0,4)/S4, they give two classes δ1, δ2 in the first
cohomology group of I.

Consider the Leray spectral sequence associated to the quotient map q : I →
Anh. The action of C∗ on I can be extended to an action of C on (C4×M0,4)/S4.
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In this extended action, one can see that 0 ∈ C maps surjectively to the locus
0 × M0,4, which is contained in the intersection of D1 and D2. If we denote
by h a generator of H1(C∗;Q), this shows that the image of h in the pull-back
of the orbit map C∗ → (C4 × M0,4)/S4 is a linear combination of the classes
δ1, δ2 ∈ H1(I;Q). This can be used to prove that the Leray spectral sequence in
cohomology associated to q degenerates at E2, i.e., by Poincaré duality, we have
H•

c (I;Q) ∼= H•
c (C∗;Q) ⊗H•

c (Anh;Q) for cohomology with compact support.
Now let us go back to the spectral sequence in Table III.3. Since (C4 ×

M0,4)/S4 has cohomology with compact support concentrated in degree 10, the
Gysin long exact sequence associated to the inclusion Σ →֒ (C4×M0,4)/S4 yields
isomorphisms

Hk−1
c (Σ;Q) ∼= Hk+1

c (I;Q)

for all k ≤ 9. In view of the structure of H•
c (I;Q) as a tensor product, we

have that the d1-differential E1
1,5 → E1

2,5 must be an isomorphism. All other
differentials are necessarily 0 by Hodge-theoretic reasons, since they are maps
between pure Hodge structures with different weights. This implies that the
cohomology of I is isomorphic (as a graded vector space with mixed Hodge
structures) to the cohomology of C3 ×C∗ ×C∗ and that the cohomology of Anh

is isomorphic to that of C3 × C∗.

Proof of Proposition III.3.7. We want to compute the cohomology with compact
support of A by using the Gysin long exact sequence

Hk
c (A;Q) → Hk

c (Ah;Q)
dk−→ Hk+1

c (Anh;Q) → Hk+1
c (A;Q)

associated to the inclusion Ah →֒ A. Since the cohomology with compact support
of Ah (resp. Anh) is nontrivial only in degree 5 and 6 (resp. 7 and 8) the only
differential which may be nontrivial is d6. To prove the claim, we need to show
that d6 is an isomorphism or, equivalently, that the cohomology with compact
support of A vanishes in degree 7. To prove this, we are allowed to discard in
our configurations all subvarieties of A of codimension larger than 1, since they
cannot possibly contribute to the cohomology with compact support in such a
high degree.

Recall that A is the moduli space of pairs (C,H) where C is a smooth genus
1 curve lying on a fixed quadric cone Q and H is a reduced plane section of Q
that intersects C in four distinct points. In particular, the fact that C lies on Q
endows C with a natural structure as double cover of P1 ramified at 4 points,
giving rise to a natural map A → M0,4/S4. Note that, once a configuration
(0,∞, 1, t) ∈ M0,4 is chosen, there is a canonical form for the genus 1 curve in Q
lying over {0,∞, 1, t}, by taking the equation w2 − u0u1(u0 − u1)(tu0 − u1) = 0.
Therefore, it only remains to describe which reduced plane sections of Q are not
tangent to a fixed smooth curve C ⊂ Q. Planes in projective three-space are
parametrized by a P3; reduced plane sections H come from a rational curve in
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this P3, which we can discard since it has codimension > 1. The condition that
H is not tangent to the fixed C defines an irreducible hypersurface in the P3

parametrizing plane sections. Here we only need to deal with irreducible plane
sections because the locus of reducible plane sections has already codimension 1
in P3 and any special sublocus of it we could have to discard would not influence
H7

c (A;Q).
From this description, it follows that the cohomology with compact support

of A in degree ≥ 7 coincides with that of the S4-quotient of a fibration over M0,4

having the complement of a S4-invariant hypersurface in P3 as fibre. Then the
claim follows from the fact that the cohomology with compact support of the
complement of an irreducible hypersurfaces is 0 in degree 6.

The cohomology of the moduli space C′

The space C′ is the moduli space of genus 1 curves C with a set {x1, x2} of
(unordered) marked points and a line bundle L such that L⊗4 = O(x1+x2)

⊗2 but
L⊗2 6= O(x1 + x2). In this section, we give a more explicit geometric description
of C′ that enables one to compute its cohomology.

First we observe that the line bundle L⊗4 defines an embedding of C into
P3; in the following, we shall identify C with its image in P3. Then all divisors
linearly equivalent to L⊗4 are cut by plane sections of C. In particular, the line
bundle L itself has to be cut by a plane in P3 tangent to C with multiplicity 4
at one point q. This means that there is a quadric cone Q ⊂ P3 containing C,
whose ruling cuts the divisor L⊗2 on C. Then q is one of the ramification points
of this g1

2. Equivalently, the pair (Q, q) identifies the divisor L. The points x1, x2

are contact points of a bitangent plane to C. In other words, we can describe C′

as the moduli space of triples (C, q,Π) where C is a smooth genus 1 curve lying
on a fixed quadric cone Q, the point q is a ramification point of the g1

2 cut by the
ruling of Q and Π ⊂ P3 is a plane tangent to C at two distinct points.

Instead than working directly with C′, we work with the moduli space C̃ of
sequences (C, p1, p2, p3, q,Π) with C and Π are as above and p1, p2, p3, q are the
ramification points of the g1

2. The forgetful map C̃ → C′ can be interpreted as
the quotient by the action of the symmetric group permuting the three points
p1, p2, p3. There is also a natural map ϕ : C̃ → M0,4 that maps (C, p1, p2, p3, q,Π)
to the moduli of the ordered branch locus of the g1

2.

Proof of Proposition III.3.8. The structure of C̃ as an S3-cover of C′ ensures that
the rational cohomology of the latter space coincides with the S3-invariant part
of the cohomology of C̃. We want to compute it by exploiting the Leray spectral
sequence associated to the forgetful map ϕ : C̃ → M0,4. To this end, we need to
describe the fibers of ϕ and to calculate their cohomology.

The fibre of ϕ over a 4-tuple (p1, p2, p3, q) is the space of all bitangents to the
curve C obtained as a double cover of P1 ramified at p1, p2, p3 and q. We need to
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parametrize all bitangent planes of the curve C that give rise to reduced plane
sections. Since we are studying rational cohomology, which only depends on the
coarse moduli space of the stack considered, it is enough to describe all reduced
bitangents up to the action of the elliptic involution of (C, q).

Then an explicit computation yields that the space of all reduced bitangents
to C has three distinct irreducible components, isomorphic to P1 and depending
on the choice of one of the points pi. In particular, the three components are
permuted by the S3-action. In the description of the components, we shall denote
the line of the ruling of Q passing through q (respectively, through pi for 1 ≤ i ≤
3) by ℓ, respectively, ℓi.

Then the point p3 corresponds to the family of bitangents containing the
reducible bitangent ℓ1 ∪ ℓ2 and ℓ3 ∪ ℓ. This family contains exactly two flex
bitangents, i.e. planes tangent to C at one point with multiplicity 4. The contact
points on these flex bitangents are the points of C lying over the points of C lying
in the fixed locus of the involution ℓ1 ↔ ℓ2, ℓ3 ↔ ℓ on the ruling of Q. In our
description, we have to take only the bitangents with two distinct tangency points
x1, x2, i.e. only proper bitangents, hence we need to discard these two points of
the family. Hence each irreducible component of the fibre of ϕ over (p1, p2, p3, q)
is isomorphic to C∗. If we consider the action of the involution p1 ↔ p2 on the
cohomology of this component of the fibre, we get that it acts trivially in degree
0 and as the sign representation in degree 1.

We obtain the other two components by taking the action of the symmetric
group S3 into account. Then the cohomology of ϕ−1(p1, p2, p3, q), with its struc-
ture as S3-representation and its mixed Hodge structures, is given by S3 + S2,1

in degree 0 and S2,1 + S13 in degree 1.

At this point, recall that M0,4 is isomorphic to P1 minus 3 points, and in
particular, that its cohomology with the action of S3 permuting the first three
marked points is given by S3 in degree 0 and S2,1 in degree 1. The map ϕ is
S3-equivariant, hence the S3-invariant part of the Er terms of the Leray spectral
sequence associated to ϕ converges to the cohomology of C′. From the description
the S3-action on the basis and the fibre of ϕ, one gets that the only nontrivial
E2 terms of this Leray spectral sequence are (E0,0

2 )S3 = Q, (E1,0
2 )S3 = Q(−1)

and (E1,1
2 )S3 = Q(−2). Then the claim follows by Poincaré duality.

III.4 The compactification of the inertia stack

of Mg

In Section III.2.2 we studied the twisted sectors of Mg as moduli stacks of cyclic
covers. In the present section we consider the compactification of these twisted
sectors inside the inertia stack of Mg. After developing the general theory, we
study in detail the compactification of the moduli stacks of admissible covers that
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correspond to twisted sectors of M3.
Recall that in Section III.2.2 we defined the concept of g-admissible datum and

saw that a g-admissible datum (g′, N, d1, . . . , dN1) always singles out a connected
component of the inertia stack, described as a moduli stack of µN -ramified covers
of curves of genus g′. To compactify such moduli stacks of µN -covers, we rely
on the general theory of twisted stable map, developed by Abramovich–Vistoli
([AV02]), which in our case specializes to the theory of admissible covers, as
developed in [ACV03]. In the language of twisted stable maps, we are studying
balanced twisted stable maps with value in the trivial gerbe BµN . Equivalently,
we are studying µN -admissible covers ([ACV03, Theorem 4.3.2]).

Definition III.4.1. Let A be a g-admissible datum and let us denote as usual the
associated moduli stack by MA, the component consisting of connected covers
by M′

A and the corresponding subgroup of the symmetric group Sd by SA. We

define MA (respectively, M
′
A) as the closure of MA (respectively, M′

A) inside
[Kg′,d(BµN)/SA], where Kg′,d(BµN) is the proper moduli stack of twisted stable
d-pointed maps of genus g′ to BµN defined in [AV02, Definition 4.3.1] (see also
[ACV03, Section 2] for the specific case of BµN).

The stacks MA give connected components of the inertia stack of Mg by
associating to each admissible cover in MA the pair (Cstab, ϕ) where Cstab is
obtained by stabilizing the source curve C of the cover, and ϕ is the automorphism
on Cstab induced by the action of µN on C. Conversely, since the moduli space of
admissible covers is proper and contains the smooth ones, each smoothable cyclic
cover X → C where X is a stable curve has an associated admissible cover by
repeatingly blowing up the two curves X and C.

Proposition III.4.2. Let us fix g,N > 1. Then the compactified inertia stack
IN(Mg) of Definition III.2.4 is isomorphic to the disjoint union of all nonempty

stacks M
′
A for all g-admissible data A = (g′, m; d1, . . . , dm−1) with order m equal

to N .

Proof. The proof of the proposition follows by adapting the proof of Proposition
III.2.12. In the case when the covering curve C ′ turns out to be unstable, one
applies the usual stabilization procedure ([Kn83]).

In other words, in Definition III.4.1, we have described all the twisted sectors of
I(Mg) that do not come from the boundary.

Remark III.4.3. It is clear that I(Mg) 6= I(Mg), i.e. that there are twisted
sectors of Mg that do not contain any smooth curves. To see this, take two
smooth, 1-pointed curves, one of genus g′ ≥ 1 and the other of genus g − g′,
each admitting an automorphism of different order that fixes the marked point.
Now the curve C obtained gluing the two curves at the marked points, with the
automorphism induced by the two automorphisms, is a point in the inertia stack
of Mg that is not in I(Mg).
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Next, we turn our attention to the cohomology of the moduli stacks MA

and, more specifically, to the compactified twisted sectors of Mg whose general
object is a curve that is described as the cyclic cover of a genus 0 curve. For
combinatorial reasons, the large majority of cases fall into this class. We can
reduce the problem of computing the cohomology groups of the MA with g′ = 0
to the problem of computing the part of the cohomology of M0,d under the
action of the subgroup SA ⊂ Sn, which is then known (see [Ge94, 5.8]). This
relies on the construction of the MA as stack quotients of a connected substack
of Kg′,d(BµN).

If X is a scheme, D is an effective Cartier divisor, and r is a natural number,
then [Ca07] and [AGV08] introduced the stack XD,r, called the root of a line
bundle with a section. The following result is essential for our application:

Proposition III.4.4. ([Ca07, Corollary 2.3.7]) Let X be a scheme. If XD,r is
obtained from X by applying the root construction, the canonical map XD,r → X
exhibits X as the coarse moduli space of XD,r.

Theorem III.4.5. ([BC07, p.2]) Let A be a g-admissible datum (see Definition
III.2.7), with g′ equal to 0. The space MA is then a µN -gerbe over the quotient
stack [X/SA], where X is a stack constructed starting from M0,

P

di
by successively

applying the root construction (see [BC07, Section 2]).

By combining these two results, we obtain a simple description of the cohomology
of the twisted sectors of I(Mg) whose general element is a cyclic cover of a genus
0 curve:

Corollary III.4.6. If A is a g-admissible datum with base genus g′ equal to 0,
then the stack MA has the same rational Chow groups and rational cohomology
groups as M0,

P

di

/

SA.

Using the results of [Ge94, 5.8], we can now determine the rational cohomology

of the positive-dimensional twisted sectors M
′
A whose general object covers a

genus 0 curve. The Hodge–Grothendieck characters of these spaces is listed in
the third column of tables III.1 and III.2. The twisted sectors are proper smooth
stacks, hence their k-cohomology group carries a pure Hodge structure of weight
k. For this reason, the Hodge–Grothendieck characters determine the rational
cohomology as vector space with Hodge structures.

III.4.1 The compactification of the inertia stack of M3

There are only four twisted sectors in M3 whose general object covers curves of
genus 1 or 2. They are the spaces that we called A,B, C′ and D′ in section III.3.
The remainder of the present section is thus devoted to investigating the geometry
of their compactifications, in order to compute their rational cohomology.
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The general strategy here is the following. Since we deal with proper smooth
stacks, their cohomology is determined uniquely by the Hodge–Grothendieck
character. To compute this, we exploit the additivity of Hodge–Grothendieck
characters for compact support.

As we already know the Hodge–Grothendieck characters for compact support
of the open parts as a consequence of the Propositions III.3.1, III.3.7, III.3.8 and
the Corollaries III.3.4 and III.3.6, we need to study the irreducible components
of

A \ A, B \ B, C′ \ C′, D′ \ D′.

Furthermore, by Poincaré duality, all we need to know are the coefficients of
the Hodge–Grothendieck character with degree greater than or equal to half the
complex dimension of the stack considered.

We describe in detail the case of A (the most complicated), and we sketch
the proofs of the other cases.

Proposition III.4.7. The Hodge–Grothendieck character of A is

χc
Hdg(A) = L4 + 6L3 + 9L2 + 6L+ 1.

Proof. We have seen in III.3.7 that the Hodge–Grothendieck character for com-
pact support of A is L4 −L2. The moduli stack A admits a finite étale map onto
[M1,4/S4]. This map extends to a finite map t : A → [M1,4/S4] (see [ACV03,
3.0.5]) on the compactification A by means of admissible covers.

The stratification of M1,4 by topological type induces a stratification on A.
We need to study its strata of codimension 1 and 2. The quotient stack [M1,4/S4]
has four boundary divisors, and their general element is as in Figure III.1. We
denote by D1, . . . , D4 the associated locally closed codimension 1 strata, obtained
by removing all curves with more than one node.

1

0

1

0

1

0

0

D1 D2 D3 D4

Figure III.1: The four boundary strata of codimension 1 in
[

M1,4/S4

]

Now we describe one by one the irreducible components of A that map onto
the four codimension 1 boundary strata we have just pictured:

1. There are two irreducible components D′
1, D

′′
1 lying over D1. They param-

etrize admissible double covers C → C ′ such that the restriction to the
preimage of the genus 1 component is, respectively, a trivial µ2-cover in
the case of D′

1 and a nontrivial µ2-cover in the case of D′′
1 . The coarse

moduli space of D′
1 is isomorphic to M1,1 × M0,5/S4, and its Hodge–

Grothendieck character for compact support is then L3. The moduli space
of D′′

1 is isomorphic to X1(2) ×M0,5/S4 and χc
Hdg(D

′′
1) = L3 − L2.
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2. Over D2 there is one irreducible component D′
2, whose moduli space is

isomorphic to II1 × M0,4/S3. Here II1 is the moduli space of bielliptic
curves with a choice of a distinguished bielliptic involution, and an order-
ing of the ramification points (see [Pag10a, Proposition 2.25]). As shown
there, the stack II1 has M0,5/S3 as coarse moduli space. Hence, one has
χc

Hdg(D
′
2) = L3 − L2 + L;

3. Over D3 there is one component D′
3. Its moduli space is II1/S2, where

II1 is the moduli space of bielliptic curves C with a distinguished biel-
liptic involution α and a point p not fixed by α, and the involution on
II1 is defined by sending (C, p, α) to (C, α(p), α). Using the construc-
tion of [Pag10a, Proposition 2.22], it is easy to show that the coarse mod-
uli space of II1/S2 is a C∗-bundle over M0,5/S3. In particular, one has
χc

Hdg(D
′
3) = χc

Hdg(II
1/S2) = L3 − 2L2 + 2L− 1;

4. Finally, over D4 there are two components, one whose general element is a
cover unramified over the node, and the other one whose general element
is totally ramified over the node. Both these moduli spaces are isomorphic
to M0,6/S4 × S2, and their Hodge–Grothendieck character for compact
support is then L3 − L2.

The second step is to study the number of irreducible components of the
preimages in MA of each of the codimension 2 strata of [M1,4/S4]. There are
exactly nine codimension 2 strata F1, . . . , F9 in [M1,4/S4]. We describe them in
Figure III.2 by drawing their general element.

1

0

0

1

0

0

1

0

0

F1 F2 F3

1

0

0

0 0 0 0
F4 F5 F6

0 0 0 0 0 0
F7 F8 F9

Figure III.2: The nine strata of codimension 2 in
[

M1,4/S4

]

• The strata F1, F2 and F3 lie in the closure of the codimension 1 stratum
D1. Again, the preimage of each of them under t has two components, cor-
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responding respectively to trivial and nontrivial µ2-covers of the irreducible
component of genus 1;

• The stratum F4 is contained in the closure of D2 and its preimage under t
is irreducible;

• The preimage t−1(F5) has two components, corresponding to whether the
two nodes are contained or not in the branch locus;

• The preimage t−1(F6) is irreducible;

• The strata F7, F8 and F9 lie in the closure of D4 and the preimage of each
of them has 2 irreducible components. Indeed, while the fact that the
separating node is or not part of the branch locus depends on the disposition
of the other branch points, the irreducible node can be either a branch point
or a regular point, which gives rise to two different components, exactly as
it was the case for D4.

So, putting everything together, we have:

χc
Hdg(A) = χc

Hdg(A) + χc
Hdg(codim 1) + χc

Hdg(codim 2) + . . .

= L4 − L2 + (6L3 − 6L2) + (16L2) + . . . (III.4.1)

and now, using the fact that Poincaré duality holds, we get to the conclusion:

χc
Hdg(A) = L4 + 6L3 + 9L2 + 6L+ 1. (III.4.2)

Remark III.4.8. In the proof of the above result we have used Poincaré duality.
It is possible to reach the same conclusion by means of a more refined analysis of
the boundary strata. This gives a non-trivial check on the whole result.

More precisely, the quantity L4 + 6L3 + 9L2 + 6L+ 1 is obtained as the sum
of the following contributions:

(L4 − L2) + (6L3 − 6L2 + 3L− 1) + (16L2 − 15L+ 5) + (18L− 13) + 10,

where we have collected the terms according to the codimension of the corre-
sponding stratum (from codimension 0 to codimension 4).

Proposition III.4.9. The Hodge–Grothendieck character of B is L2 + 3L+ 1.

Sketch of proof. We have seen in Corollary III.3.4 that χc
Hdg(B) equals L2−L+1.

The moduli stack B admits a finite étale map onto M1,2. On its compactification
B by means of admissible covers this map extends to a finite map t : B → M1,2.
The boundary ∂M1,2 has two irreducible components: namely, a component
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δ1 whose general element is of compact type, and another component δ0 whose
general element is an irreducible curve of geometric genus 0 with one node. It
is easy to see that the preimage of both δ0 and δ1 under t has two irreducible
components. By the additivity of Hodge–Grothendieck characters for compact
support this ensures that the coefficients of L and L2 in the Hodge–Grothendieck
character of B are as in the claim. The constant coefficient is equal to the degree
2 coefficient by Poincaré duality.

Proposition III.4.10. The Hodge–Grothendieck character of C
′
is L2 + 3L+ 1.

Sketch of proof. We have seen in III.3.8 that χc
Hdg(C

′) equals L2 − L + 1. The
moduli stack C′ admits a finite étale map onto [M1,2/S2]. This map extends to a
finite map t : C′ → [M1,2/S2] on the compactification C′ by means of admissible
covers. There are two irreducible components of codimension 1 in [∂M1,2/S2],
one whose general element is of compact type, and the other one whose general
element is an irreducible curve of geometric genus 0 with one node. We call
them respectively δ1 and δ0. Now the fiber of t over δ1 is made of one irreducible
component, while the fiber of t over δ0 is made of three irreducible components,
one for each possible way of prescribing a balanced ramification over the node.

Proposition III.4.11. The stack D′ has Hodge–Grothendieck character for com-
pact support L3 + 4L2 + 4L+ 1.

One can compute the Hodge–Grothendieck character of D′ with the same
strategy used for the Propositions III.4.7–III.4.10, but also a more geometric
proof is possible:

Remark III.4.12. As shown by Bernstein in [Be99, Sections 2.5–2.6], the coarse
moduli space of admissible étale double covers in genus g coincides with the
coarse moduli space of Prym curves, i.e. of quasistable curves together with a
line bundle which is isomorphic to O(1) on the exceptional components and to a
square root of the trivial bundle on the nonexceptional ones. Indeed the latter
coarse moduli space, usually denoted by Rg, has been extensively studied. The
results of Bernstein imply that D′ has coarse moduli space R2, and by [Kr10,
Lemma 20] the latter coincides with M0,6/S4 × S2. The combination of these
results implies Proposition III.4.11.

III.5 The Age Grading

III.5.1 Definition of Chen–Ruan degree

To complete our computation of the orbifold cohomology of M3 we still need to
consider its structure as a Q-graded vector space. To compute the new grad-
ing, the degree of each cohomology class of the inertia stack of M3 has to be
shifted by the age of the twisted sector. We recall from the introduction that
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the motivation for the new grading is that orbifold cohomology can be endowed
with a natural product, the Chen–Ruan product, which is not compatible with
the “naive” grading of the cohomology of the inertia stack, but turns it into a
Q-graded algebra, once it is endowed with the new grading.

In the following, we denote by RµN the representation ring of µN , and by ζN
a chosen generator for the group µN of N -roots of 1.

Definition III.5.1. [AGV08, Section 7.1] Let ρ : µN → C∗ be a group homo-
morphism. It is determined by an integer 0 ≤ k ≤ N − 1 as ρ(ζN) = ζk

N . We
define the age of ρ by:

age(ρ) = k/N.

The age extends to a unique additive homomorphism age : RµN → Q.

Next, we define the age of a twisted sector Y . In the following definition, we let
f be the restriction to the twisted sector Y of the natural map I(X) → X.

Definition III.5.2. ([CR04, Section 3.2], [AGV08, Definition 7.1.1]) Let Y be
a twisted sector and g : Spec C → Y a point. Then the pull-back via f ◦ g of
the tangent sheaf, (f ◦ g)∗(TX), is a representation of µN on a finite-dimensional
vector space. We define:

a(Y ) := age((f ◦ g)∗(TX))

We are ready to define the orbifold, or Chen–Ruan, degree.

Definition III.5.3. ([CR04, Definition 3.2.2]) We define the dth degree orbifold
cohomology group of X as follows:

Hd
CR(X) :=

⊕

Y

Hd−2a(Y )(Y ;Q)

where the sum runs over all components sectors Y of I(X).

Definition III.5.4. We define the orbifold Poincaré polynomial of X as:

PCR(X) :=
∑

i∈[0,dimC(X)]∩Q

dimH i
CR(X)ti

Note that the degree of H•
CR is given by the unconventional grading defined in

Definition III.5.3.

In Definition III.2.4 we have introduced a compactification of the inertia stack.
The connected components of I(X) can be assigned the age grading as in this
section, simply using the fact that every connected component of I(X) contains,
by its very definition, a connected component of I(X). Taking cohomology,
one obtains a linear subspace of the orbifold cohomology H∗

CR(Mg). Although
we shall not deal with this in the present work, it is actually possible to prove
that the orbifold cohomology classes coming from I(X) form a subalgebra of the
Chen–Ruan cohomology ring.
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Definition III.5.5. We define the compactified orbifold cohomology H
•
CR(X)

as H•(I(X)) with the grading induced from H•
CR(X). The additive structure of

this vector space can be recollected in the polynomial:

P
CR

(X) :=
∑

i∈[0,dimC(X)]∩Q

dimH
i

CR(X)ti

We call this polynomial the compactified orbifold Poincaré polynomial.

We observe that Poincaré duality holds for the orbifold cohomology of X if
X is a proper smooth stack, and for the compactified orbifold cohomology of X
with respect to the compactification X ⊂ X, if X is smooth.

III.5.2 The orbifold Poincaré polynomials of M3

To compute the age of the twisted sectors, we will use the following Proposition,
suggested to us by Fantechi [Fan08], which builds on [Par91, Proposition 4.1].

Proposition III.5.6. ([Fan08]) Let g > 1 and let Y be the twisted sector of
Mg corresponding to the discrete datum (g′, N, d1, . . . , dN−1) (Definition III.2.7,
Proposition III.2.12). Then its age is equal to:

a(Y ) =
(3g′ − 3)(N − 1)

2
+

1

N

N−1
∑

i=1

di

N−1
∑

k=1

k

({

ki

N

}

+ σ(k, i)

)

(III.5.1)

where σ(k, i) = 0 if ki+ gcd(i, N) ≡ 0 (mod N) and 1 otherwise.

Proof. A point of Y = M′
(N,g′,d1,...,dN−1) is a µN -cover C → C ′. By standard

infinitesimal deformation theory, the fiber of the tangent sheaf TMg at C is
H1(C, TC). Thus the cyclic group µN acts on the vector space H1(C, TC), and
the latter splits in a direct sum of eigenspaces as

H1(C, TC) =
⊕

H1(C, TC)χk ,

where H1(C, TC)χk denotes the subspace where µN acts with weight k. According
to Definition III.5.2, we have:

a(Y ) =

N−1
∑

k=1

k

N
h1(C, TC)χk . (III.5.2)

Now by stability we can substitute h1(C, TC) with −χ(C, TC). Moreover, since
π is finite and TC is coherent, we have that all higher invariant direct images
RiπµN

∗ (TC) vanish (see [Gr57, Chapter V, Corollary p. 202]), and thus:

H i(C, TC)χk = H i(C ′, (π∗TC))χk = H i(C ′, (π∗TC)χk), i = 0, 1.
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So (III.5.2) becomes

a(Y ) =

N−1
∑

k=1

−
k

N
χ((π∗TC)χk). (III.5.3)

The sheaf π∗(TC) is studied in [Par91, Proposition 4.1,(a)]. In particular, one has

deg (π∗(TC)χk) = deg TC′ −
∑

σ(k,i)=1

di − degLk (III.5.4)

where the degree of the line bundles Lk can be computed via [Par91, Proposition
2.1] (see also (III.2.5)):

degLk =
∑

i

{

ki

N

}

di.

Now, if we combine (III.5.4) with Riemann-Roch to compute the Euler char-
acteristic in (III.5.3), we obtain

a(Y ) =
1

N

N−1
∑

k=1

k



3g′ − 3 +
∑

σ(k,i)=1

di +

N−1
∑

i=1

{

ki

N

}

di



 (III.5.5)

and from this last equation the statement follows.

The results we have seen so far enable us to compute the orbifold Poincaré
polynomial of M3 and its compactified orbifold Poincaré polynomial.

Theorem III.5.7. The orbifold Poincaré polynomial (III.5.4) of M3 is:

1 + t+ 2t2 + t3 + t
10
3 + t

7
2 + 4t4 + 2t

9
2 + 2t

14
3 + t

33
7 + 5t5 + t

46
9 + t

36
7

+3t
16
3 + t

38
7 + 4t

11
2 + t

50
9 + t

39
7 + t

17
3 + t

40
7 + t

52
9 + t

41
7 + 10t6 + t

43
7

+t
56
9 + t

44
7 + t

19
3 + t

45
7 + t

58
9 + 3t

13
2 + t

46
7 + 2t

20
3 + t

48
7 + t

62
9 + t

51
7 .

Proof. The ordinary Poincaré polynomial of M3 is calculated in [Lo91, (4.7)].
Then the result follows from the determination of the Poincaré polynomials of
the moduli stacks M′

A carried out in Section III.3 for any 3-admissible datum
A. See in particular Table III.1 and III.2, Proposition III.3.7 and III.3.8 and
Corollary III.3.4 and III.3.6.

Finally, the age of the twisted sectors is computed using Proposition III.5.1.

Remark III.5.8. In our work we have computed the Hodge structures on the
twisted sectors of M3, which turned out to be always pure and of Tate type.
Therefore, if following [CR04, Def. 3.2.4] one defines

Hp,q(Hd
CR(M3)) =

⊕

Y

Hp−a(Y ),q−a(Y )(Hd−2a(Y )(Y ;Q)),
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where the sum runs over all sectors Y of M3, one can endow Hd
CR(M3) with a

canonical structure of direct sum of pure Hodge structures of Tate type whose
Hodge filtrations have been shifted by a rational number. Under this convention,
what we actually prove is the following result:

∑

p,d∈Q

dim(Hp,p(Hd
CR(M3)))L

2ptd =

1 + L1/2t+ 2Lt2 + L3/2t3 + (3L2 + L5/2)t4

+ (2L5/2 + 3L3)t5 + (5L3 + 2L7/2 + 2L4 + L6)t6

+ L7/4t7/2(1 + Lt) + L9/4t9/2(1 + Lt) + 3L11/4t11/2 + 3L13/4t13/2

+ L5/3t10/3 + L7/3t14/3(2 + Lt) + L8/3t16/3(3 + Lt) + 2L10/3t20/3

+ L33/14t33/7 + L18/7t36/7 + L19/7t38/7 + L39/14t39/7 + L20/7t40/7

+ L41/14t41/7 + L43/14t43/7 + L22/7t44/7 + L45/14t45/7 + L23/7t46/7

+ L24/7t48/7 + L51/14t51/7 + L23/9t46/9 + L25/9t50/9

+ L26/9t52/9 + L28/9t56/9 + L29/9t58/9 + L31/9t62/9.

Theorem III.5.9. The compactified orbifold Poincaré polynomial (see Defini-
tion III.5.5) of M3 is:

1 + t+ 4t2 + 4t3 + t
10
3 + t

7
2 + 16t4 + t

9
2 + 2t

14
3 + t

33
7 + 12t5

+ t
46
9 + t

36
7 + 5t

16
3 + t

38
7 + 5t

11
2 + t

50
9 + t

39
7 + t

40
7 + t

52
9 + t

41
7

+ 31t6 + t
43
7 + t

56
9 + t

44
7 + t

45
7 + t

58
9 + 5t

13
2 + t

46
7 + 5t

20
3 + t

48
7 + t

62
9

+ 12t7 + t
51
7 + 2t

22
3 + t

15
2 + 16t8 + t

17
2 + t

26
3 + 4t9 + 4t10 + t11 + t12.

Remark III.5.10. From the description of the cohomology of the compactified
twisted sectors it also follows that the whole compactified orbifold cohomology
of M3 is additively generated by algebraic classes.

Proof. The ordinary Poincaré polynomial of M3 was first computed in [Ge98,
Prop. 16]. The proof of this theorem follows again as a recollection of the results
obtained in Section III.4, in particular the Propositions III.4.7, III.4.9, III.4.10,
III.4.11 for the Poincaré polynomials of A, B, C

′
, D

′
respectively. For the re-

maining twisted sectors, the Poincaré polynomial is computed applying Corol-
lary III.4.6 and the results are summarized in Table III.1 and III.2.

Finally, for the degree shifting numbers, one can compute directly the age of
the twisted sectors using Proposition III.5.1.
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Chapter IV

Cohomology of the second

Voronoi compactification of A4

IV.1 Introduction and plan

The moduli space Ag of principally polarized abelian varieties of genus g are
much studied objects in algebraic geometry. Although much progress has been
made in understanding the geometry of these spaces, we still know relatively
little about the cohomology or the Chow groups of Ag and its compactifications.
These are difficult questions even for low genus. Mumford in his seminal paper
[Mu2] computed the Chow ring of M2, or what is the same, of the second Voronoi
compactification AVor

2 . It was also in this paper that he laid the foundations for
the study of the Chow ring of Mg in general. Lee and Weintraub [LW] have
investigated the cohomology of certain level covers of AVor

2 . The cohomology of
A3 and the Satake compactification ASat

3 was determined by Hain [Ha], while
the Chow group of the second Voronoi compactification AVor

3 had earlier been
computed by van der Geer [vdG]. The authors of this paper proved in [HT] that
the Chow ring and the cohomology ring of AVor

g are isomorphic for g = 2, 3.
Very little is known about the topology of Ag and its compactifications in

general. A positive exception is given by stable cohomology, which is defined
in terms of the natural maps Ag′ →֒ Ag for g′ < g given by multiplication
with a fixed abelian variety of dimension g − g′. The stable cohomology of Ag

is known: it coincides with the stable group cohomology of Sp(2g,Z) and is
generated by the odd Hodge classes λ2i+1 by a classical result by Borel [Bo]. Also
the stable cohomology of the Satake compactification is known ([CL]), whereas
the corresponding result for toroidal compactifications of Ag is posed as an open
problem in [Gr].

In this paper we investigate the case of genus 4 of whose cohomology very
little is known. More precisely, we investigate the cohomology of toroidal com-

Joint with Klaus Hulek (Leibniz Universität Hannover)
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pactifications of A4. In general there are several meaningful compactifications of
Ag. Besides the second Voronoi compactification AVor

g there is the perfect com-
pactification Aperf

g , given by the second Voronoi decomposition and the perfect
cone (or first Voronoi) decomposition respectively, as well as the Igusa compact-
ification AIgu

g . It was shown by Alexeev [Al] and Olsson [Ol] that (at least up to
normalization) AVor

g represents a geometric functor given by stable semi-abelic
varieties. On the other hand Aperf

g is, as was proved by Shepherd-Barron [S-B],
a canonical model in the sense of Mori theory, i.e. its canonical bundle is ample,
if g ≥ 12. Finally, Igusa constructed AIgu

g as a partial blow-up of ASat
g and it

was shown by Namikawa [Nam] that Igusa’s model is the toroidal compactifica-
tion defined by the central cone decomposition. In genus g ≤ 3 all of the above
toroidal compactifications coincide. In genus 4 the Igusa and the perfect cone de-
composition coincide and the second Voronoi compactification AVor

4 is a blow-up
of Aperf

4 . However, for general g all three compactifications are different.
The main result of our paper is the determination of the Betti numbers of

Aperf
4 of degree less than or equal to 9 and of all Betti numbers of AVor

4 with the
exception of the middle Betti number b10.

The starting point of our investigations is the fact that every toroidal com-
pactification Ator

g admits a map ϕg : Ator
g −→ ASat

g . We recall that

ASat
g = Ag ⊔ Ag−1 ⊔ . . . ⊔A0,

which allows us to construct a stratification of Ator
g by considering the closed

loci β
(g)
i = βi = ϕ−1

g (ASat
g−i) and their open parts β0

i = βi \ βi+1 = ϕ−1
g (Ag−i).

Each stratum β0
i is itself the disjoint union of locally closed substrata that are

quotients of torus bundles over the product of a certain number of copies of the
universal family Xg−i over Ag−i by finite groups. The strategy is then to compute
the cohomology with compact support of each of these substrata using Leray
spectral sequences and then to glue these strata by Gysin spectral sequences to
compute the cohomology with compact support of β0

i .
The use of Leray spectral sequences requires to know the cohomology with

compact support of Ag−i not only with constant coefficients, but also with coef-
ficients in certain symplectic local systems of low weight. In the case of i = 1, 2
we deduce this information from results on the cohomology of moduli spaces of
pointed curves. Passing from the moduli space of curves to the moduli space of
abelian varieties produces a small ambiguity, which does not influence our final
result, mainly because it disappears at the level of Euler characteristics. Up to
this ambiguity, we are able to obtain complete results for the cohomology with
compact support of all strata contained in the boundary as well as of the closure
J 4 of the Jacobian locus in A4 and we believe that this is of some independent
interest.

Unfortunately, we do not know the cohomology of A4 itself. However, there
are two facts which help us. The first is that the complement in A4 of the closure
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of the locus of jacobians has a smooth affine variety as coarse moduli space. This
implies that its cohomology with compact support is trivial if the degree is smaller
than 9 and thus that the cohomology with compact support of A4 agrees with
that of J 4 in degree ≤ 9. The second is that AVor

4 is (globally) the quotient of
a smooth projective scheme by a finite group. This implies that its cohomology
satisfies Poincaré duality, and, more specifically, that its cohomology in degree k
carries a pure Hodge structure of weight k.

For AVor
4 , putting the cohomological information from all strata β0

i together
yields Table IV.1, from which we can deduce Theorem IV.2.1 by using the Gysin
spectral sequence associated to the stratification given by the βi. We finally
obtain the Betti numbers for Aperf

4 in Theorem IV.2.2 by using the fact that AVor
4

is a blow-up of Aperf
4 in one point.
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Notation

Ag moduli stack of principally polarized abelian varieties of
genus g

Xg universal family over Ag

Vλ1,...,λg
rational local system on Ag induced by the Sp(2g,Q)-
representation indexed by the partition (λ1, . . . , λg)

ASat
g Satake compactification of Ag

AVor
g Voronoi compactification of Ag

XVor
g universal family over AVor

g

Aperf
g perfect cone compactification of Ag

AIgu
g Igusa compactification of Ag

Mg,n moduli stack of non-singular curves of genus g with n
marked points

Mg := Mg,0

Sd symmetric group in d letters

Sym2
≥0(R

g) space of real positive semidefinite quadratic forms in Rg

〈ϕ1, . . . , ϕr〉 convex cone generated by the half rays R≥0ϕ1, . . . ,
R≥0ϕr

99



CHAPTER IV. COHOMOLOGY OF AVOR
4

For every g, we denote by ϕg : AVor
g → ASat

g (respectively, ψg : Aperf
g → ASat

g )
the natural map from the Voronoi (respectively, perfect cone) to the Satake com-
pactification. Let πg : XVor

g → AVor
g be the universal family, qg : XVor

g → XVor
g /±1

the quotient map from the universal family to the universal Kummer family and
kg : XVor

g /± 1 → AVor
g the universal Kummer morphism.

For 0 ≤ i ≤ g, we set β0
i = ϕ−1

g (Ag−i) ⊂ AVor
g , βi = ϕ−1

g (ASat
g−i) ⊂ AVor

g and

βperf
i = ψ−1

g (ASat
g−i) ⊂ Aperf

g .
We denote the Torelli map in genus g by τg : Mg → Ag its image, the Jacobian

locus, by Jg = τg(Mg) and closure of the image in Ag by Jg.
Throughout the paper, we work over the field C of complex numbers. All

cohomology groups we consider will have rational coefficients. Since the rational
cohomology of a Deligne–Mumford stack coincides with the rational cohomology
of its coarse moduli space, we will sometimes abuse notation and denote stack
and coarse moduli space with the same symbol.

In this paper, we make extensive use of mixed Hodge structures, focussing
mainly on their weight filtration. We will denote by Q(−k) the Hodge structure
of Tate of weight 2k. For two mixed Hodge structures A,B we will denote by
A⊕ B their direct sum and by A+B any extension

0 → B → E → A→ 0.

Furthermore, we will denote Tate twists of mixed Hodge structures by A(−k) =
A⊗ Q(−k).

IV.2 Main theorem

Theorem IV.2.1. The cohomology of AVor
4 vanishes in odd degree and is alge-

braic in all even degrees, with the only possible exception of degree 10. The Betti
numbers are given by

i 0 2 4 6 8 10 12 14 16 18 20
bi 1 3 5 11 17 (not known) 17 11 5 3 1

Theorem IV.2.2. The Betti numbers of Aperf
4 in degree ≤ 9 are given by

i 0 1 2 3 4 5 6 7 8 9
bi 1 0 2 0 3 0 8 0 13 0

Moreover, all cohomology classes of degree ≤ 9 are algebraic.

The only missing information needed to compute all Betti numbers of AVor
4

is the Euler number. As we shall see, we are able to compute the Euler numbers
of all strata β0

i for i ≥ 1, and thus it would suffice to compute the Euler number
of the space A4 itself. Indeed, one can compute the Euler number of level covers
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A4(n) for n ≥ 3 by Hirzebruch–Mumford proportionality. From this one could
compute e(A4) if one had a complete classification of torsion elements in the
group Sp(8,Z). Although this is not known, it does not seem an impossible task
to obtain such a classification. We will, however, not approach this problem in
this paper.

Proof of Theorem IV.2.1. To compute the cohomology of AVor
4 , we study the

Gysin spectral sequence Ep,q
r ⇒ Hp+q(AVor

4 ;Q) associated with the filtration
{Ti}i=1,...,6 such that

• Ti = β5−i, i = 1, . . . , 4;

• T5 = J4 ∪ T4;

• T6 = AVor
4 .

The E1 term of this spectral sequence has the form Ep,q
1 = Hp+q

c (Tp \Tp−1;Q).
For p = 1, . . . , 4 the strata Tp \ Tp−1 coincide with the strata of AVor

4 of semi-
abelic varieties of torus rank 5 − p; their cohomology with compact support is
computed in the next sections by combining combinatorial information on the
toroidal compactification with the geometry of fibrations on moduli spaces of
abelian varieties (see Propositions IV.4.1, IV.5.1, IV.6.11 and Theorem IV.7.2).
The stratum T5 \ T4 is the closure inside A4 of the locus of jacobians. Its coho-
mology with compact support is computed in Lemma IV.3.1.

The only remaining stratum is the open stratum T6 \ T5. Let J Sat
4 be the

closure of J4 in ASat
4 . Since this contains the entire boundary of ASat

4 it follows
that

T6 \ T5 = A4 \ J 4 = ASat
4 \ J Sat

4 .

The latter set is affine since it is the complement of an ample hypersurface on
ASat

4 (see [HaHu]). In particular, its cohomology with compact support can be
non-trivial only if the degree lies between 10 and 20.

From this it follows that the E1 term of the Gysin spectral sequence associated
with the filtration {Ti} is as given in Table IV.1. For the sake of simplicity, in
that table we have denoted H3

c (A2;V2,2) and H4
c (A2;V2,2) with the same symbol

H , even though a priori they are only isomorphic after passing to the associated
graded piece with respect to the weight filtration.

Since the terms in the sixth column are only known for q ≤ 3, in the following
we will only deal with the terms of the spectral sequence that are independent of
them, that is, the Ep,q

r terms with p+ q ≤ 8.
Let us recall that AVor

4 is a smooth Deligne–Mumford stack which is globally
the quotient of a smooth proper variety by a finite group. From this it follows
that the cohomology groups of AVor

4 carry pure Hodge structures of weight equal
to the degree. Therefore, the Hodge structures on Ep,q

∞ have to be pure of weight
p + q. This means that for all p, q, the graded pieces of Ep,q

1 of weight different
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T
i .q

17 Q(−9) 0 0 0 0 0
16 0 0 0 0 0 0
15 Q(−8) 0 0 0 0 0
14 0 0 0 Q(−9) 0 Q(−10)
13 Q(−7)⊕2 0 Q(−8) 0 Q(−9) ?
12 0 Q(−7) 0 Q(−8)⊕2 0 ?
11 Q(−6)⊕4 0 Q(−7)⊕3 0 Q(−8) ?
10 0 Q(−6)⊕3 0 Q(−7)⊕3 0 ?
9 Q(−5)⊕6 0 Q(−6)⊕5 Q(−6)⊕ǫ Q(−7)⊕2 ?
8 0 Q(−5)⊕4 Q(−3) Q(−6)⊕(4+ǫ) + Q(−3) 0 ?
7 Q(−4)⊕7 0 Q(−5)⊕5 +H(−1) Q(−5)⊕ǫ Q(−6) ?
6 0 Q(−4)⊕4 Q(−2) +H(−1) Q(−5)⊕(3+ǫ) + Q(−2) 0 ?
5 Q(−3)⊕6 + Q(−1) Q(−1) Q(−4)⊕3 + Q(−2) +H Q(−2) Q(−5) ?
4 0 Q(−3)⊕2 Q(−1) +H Q(−4)⊕2 + Q(−1) 0 ?
3 Q(−2)⊕3 Q Q(−3)⊕2 Q(−1) Q(−4) + Q(−1) 0
2 0 Q(−2) 0 Q(−3) + Q 0 0
1 Q(−1)⊕2 0 Q(−2) 0 0 0
0 0 Q(−1) 0 0 0 0

−1 Q 0 0 0 0 0
1 2 3 4 5 6 p

H = H3
c (A2;V2,2) ∼= H4

c (A2;V2,2) (up to grading), ǫ := rankH9
c (A3;V1,1,0).
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Table IV.2: Ep,q
∞ in the range p+ q ≤ 9.

q

8 0
7 Q(−4)⊕7 0
6 0 Q(−4)⊕4 0
5 Q(−3)⊕6 0 Q(−4)⊕3 0
4 0 Q(−3)⊕2 0 Q(−4)⊕2 0
3 Q(−2)⊕3 0 Q(−3)⊕2 0 Q(−4) 0
2 0 Q(−2) 0 Q(−3) 0 0
1 Q(−1)⊕2 0 Q(−2) 0 0 0
0 0 Q(−1) 0 0 0 0

−1 Q 0 0 0 0 0
1 2 3 4 5 6 p

from p + q are killed by differentials. In particular, if we restrict to the range
p + q ≤ 9, this gives that the E∞ terms are as given in Table IV.2. Of course,
this does not describe precisely at which Er the spectral sequence degenerates, or
what exactly is the rank of the differentials. For instance, if one assumes H = 0,
a natural thing to expect is that the d1-differentials E1,5

1 → E2,5
1 , E3,5

1 → E4,5
1 ,

E3,4
1 → E4,4

1 and E4,3
1 → E5,3

1 , as well as the d2-differential E2,3
2 → E4,2

2 have rank
1, but this is not the only possibility. The claim on the cohomology of AVor

4 in
degree ≤ 9 follows from the E∞ term in Table IV.2. The claim on the cohomology
in degree ≥ 11 follows by Poincaré duality.

Proof of Theorem IV.2.2. The proof is analogous to that of Theorem IV.2.1.
Rather than working with the filtration {Ti}, we will consider the stratification
{T perf

i } defined analogously by T perf
i = βperf

5−i for 1 ≤ i ≤ 4 and T perf
5 = J 4 ∪T

perf
4 ,

T perf
6 = Aperf

4 . The closed stratum T1 is the the locus βperf
4 of torus rank 4 inside

Aperf
4 . Hence E1,q

1 = Hq+1(βperf
4 ;Q) can be obtained from Theorem IV.7.1.

Since the exceptional divisor of the blow-up map q : AVor
4 → Aperf

4 is contained
in T1, we have (Aperf

4 \ q(T1)) ∼= (AVor
4 \ T1). In particular, the Gysin spectral

sequence associated with the stratification of Aperf
4 has Ep,q

1 terms that coincide
with those of Table IV.1 for p ≥ 2. Moreover, also the rank of all differentials
Ep,q

r → Ep+r,q−r+1
r coincide with those for the filtration {Ti} as long as no E1,q

r -
terms are involved. This already implies the claim for all degrees different from
6. In degree 6, it is necessary to decide whether the class of Hodge weight 2 in
E5,1

1 is killed by differentials of the spectral sequence or not. If we consider the
map AVor

4 ⊃ β4 → βperf
4 ⊂ Aperf

4 , we have that the weight 2 class on βperf
4 lies

in the image of the weight 2 class in the cohomology of β4, which was killed by
differentials for purity reasons on AVor

4 . This implies that this must be the case
also on Aperf

4 . From this the claim follows.
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Remark IV.2.3. Comparing Table IV.1 with the cohomology of AVor
4 of degree

≥ 11 suggests that the cohomology of the open stratum A4 \ J 4 could vanish in
all positive degrees, with the exception of degree 10 on which Poincaré duality
yields no information. Note that the vanishing of the cohomology of A4 \ J 4

would imply that the cohomology of A4 coincides with the stable cohomology
(i.e. the subring generated by the chern classes λ1, λ3 of the Euler bundle) in
degree ≤ 10, while a priori this is known only in degree ≤ g − 2 = 2.

To use Table IV.1 to prove the vanishing ofHk(A4\J 4;Q), one needs to prove
that all (algebraic) classes of weight 10−k that occur in Ep,q

1 with p+ q = 10−k
give rise to cohomology classes in H10−k

c (AVor
4 ;Q) that are linearly independent.

This is known for divisors (ensuring the vanishing of Hk(A4\J 4;Q) for k = 1, 2).
It would be interesting to investigate it for classes of higher codimension.

Note that, if one knew that Hk(A4 \ J 4;Q) vanishes for all 1 ≤ k ≤ 9, then
this would yields the following result for the Betti numbers of Aperf

4 in degree
≥ 11:

i 12 14 16 18 20
bi 14 9 4 2 1

as well as the vanishing of all odd Betti numbers of Aperf
4 .

IV.3 Torus rank 0

We start by considering T5 \ T4, which is the Zariski closure J 4 of the locus of
jacobians J4 = τ4(M4) inside A4.

Lemma IV.3.1. The only non-zero Betti numbers with compact support of J 4

are as follows:

i 18 16 14 12 10 8
bi 1 1 2 1 1 2

In particular, all odd Betti numbers vanish.

Furthermore, all cohomology groups with compact support are generated by
algebraic classes, with the only exception of H8

c (J 4;Q), which is an extension of
Q(−4) by Q(−1).

Proof. We compute the cohomology with compact support of J 4 by recalling
that the Zariski closure of the locus of jacobians in A4 is the union of the image
of the Torelli map and the locus of abelian fourfolds that are products of abelian
varieties of dimension ≤ 3. This allows to cover J4 by the following locally closed
disjoint strata:

S1 = Sym4 A1, S2 = τ2(M2) × Sym2 A1, S3 = Sym2 τ(M2),
S4 = τ3(M3) ×A1, S5 = τ4(M4).
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Table IV.3: E1 term of the Gysin spectral sequence converging to the cohomology
with compact support of the closure of the locus of jacobians in A4

q

13 0 0 0 0 Q(−9)
12 0 0 0 0 0
11 0 0 0 0 Q(−8)
10 0 0 0 Q(−7) 0
9 0 0 Q(−6) 0 Q(−7)
8 0 Q(−5) 0 Q(−6) Q(−6)
7 Q(−4) 0 0 0 0
6 0 0 0 0 0
5 0 0 0 0 0
4 0 0 0 Q(−1) 0

1 2 3 4 5 p

Furthermore, the Torelli map in all genera induces an isomorphism in coho-
mology with rational coefficients between Mg and its image τg(Mg). This allows
to compute the cohomology with compact support of all strata from previously
known results on the cohomology of Mg with g ≤ 4 ([Mu2],[Lo],[T1]). These
yield that the E1 term Ep,q

1 = Hp+q
c (Sp;Q) of the Gysin exact sequence of the

filtration associated with the stratification Sj is as in Table IV.3.
In view of Table IV.3, to calculate the cohomology with compact support of

J4 it is sufficient to know the rank of the differential

d : H12
c (J

red

4 ;Q) ∼= Q(−6)⊕2 −→ H13
c (J4;Q) ∼= Q(−6)

in the Gysin long exact sequence associated with the closed inclusion of the locus

J
red

4 = J 4 \ J4 = S3 ∪ S4 ⊂ A4 of reducible abelian fourfolds in the Zariski
closure in A4 of the locus of jacobians J4 = τ4(M4).

We observe that H12
c (J

red

4 ;Q) is generated by two 6-dimensional algebraic
cycles C1 and C2, where C1 is the fundamental class of S3 and C2 the fundamental
class of τ(H3)×A1, where H3 is the hyperelliptic locus. Therefore, the surjectivity
of d is equivalent to the existence of a relation between C1 and C2 viewed as
elements of the Chow group of J 4.

Let us denote by Mct
4 the moduli space of stable genus 4 curves of compact

type, i.e. such that that their generalized Jacobian is compact. Then the Torelli
map extends to a proper morphism

τ ct : Mct
4 −→ J 4.

From the geometric description of the map τ ct it follows that the image under τ ct

of the Chow group of dimension 6 cycles supported on the boundary Mct
4 \M4
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coincides with 〈C1, C2〉. Indeed, let D1 be the closure of the locus of stable curves
consisting of two genus 2 curves intersecting in a Weierstrass point and let D2 be
the closure of the locus of stable curves consisting of elliptic curves intersecting
a hyperelliptic genus 3 curve in a Weierstrass point. Then D1 and D2 map to
C1 and C2 respectively. It is known that the dimension 6 classes in Mct

4 fulfill
a relation, given by the restriction of the relation on M4 of [Y, Prop. 2]. When
pushed forward via τ ct, this relation gives a non-trivial relation between C1 and
C2. Thus the differential d has to be surjective and the claim follows.

IV.4 Torus rank 1

Next, we deal with the locus β1
0 of semi-abelic varieties of torus rank 1.

Proposition IV.4.1. The rational cohomology with compact support of β0
1 is as

follows: the non-zero Betti numbers are

i 6 7 8 9 10 11 12 13 14 16 18
bi 2 1 3 1 4 + ǫ ǫ 5 + ǫ ǫ 3 2 1

where ǫ = rankH9
c (A3;V1,1,0). The cohomology groups of even degree 2k are

algebraic for k ≥ 7; for k ≤ 6 they are extensions of pure Hodge structures of the
form H2k

c (β0
2 ;Q) = Q(−k)⊕(b2k−1)+Q(k−3). The Hodge structures in odd degree

are given by H2k+1
c (β0

2 ;Q) = Q(2− k) for k = 7, 9 and H2k+1
c (β0

2 ;Q) = Q(−k)⊕ǫ

for k = 11, 13.

Proof. To compute the cohomology with compact support of β0
1 we will use the

map k3 : β0
1 → A3 realizing β0

1 as the universal Kummer variety over A3. The
fibre of β0

1 over a point parametrizing an abelian surface S is K := S/± 1.
Note that the cohomology ofK vanishes in odd degree because of the Kummer

involution. The cohomology ofK is one-dimensional in degree 0 and 6 and induces
trivial local systems on A3. The cohomology group H2(K;Q) ∼=

∧2 H1(S;Q) is
15-dimensional and induces the local system V1,1,0 ⊕Q(−1) on A3. By Poincaré
duality we have H4(K;Q) ∼= H2(K;Q) ⊗ Q(−1), inducing the local system
V1,1,0(−1) ⊕ Q(−2) on A3.

The cohomology with compact support of A3 in the local system V1,1,0 is
calculated in Lemma IV.8.6. We refer to Theorem IV.8.2 for the cohomology
with compact support of A3 with constant coefficients, which was calculated by
Hain in [Ha]. These results allow to compute Ep,q

2 = Hp
c (A3;R

q
! k3∗(Q)) for the

Leray spectral sequence Ep,q
• ⇒ Hp+q

c (β0
1 ;Q) associated with k3 : β0

1 → A3. This
E2 term is given in Table IV.4. Note that all differentials of this Leray spectral
sequence vanish for Hodge-theoretic reasons, so that E2 = E∞. Specifically, all
differentials must involve one Ep,q

2 term with p + q odd, but there are only two
such terms, namely E5,2

2 and E5,4
2 . It follows from Table IV.4 that for both these

terms, any differential dk with k ≥ 2 which involves one of them will map either
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Table IV.4: E2 term of the Leray spectral sequence converging to H•
c (β0

1 ;Q).
q

6 0 Q(−6) + Q(−3) 0 Q(−7) 0 Q(−8) 0 Q(−9)
5 0 0 0 0 0 0 0 0
4 Q(−2) Q(−5) + Q(−2) 0 Q(−6)⊕(1+ǫ) Q(−6)⊕ǫ Q(−7) 0 Q(−8)
3 0 0 0 0 0 0 0 0
2 Q(−1) Q(−4) + Q(−1) 0 Q(−5)⊕(1+ǫ) Q(−5)⊕ǫ Q(−6) 0 Q(−7)
1 0 0 0 0 0 0 0 0
0 0 Q(−3) + Q 0 Q(−4) 0 Q(−5) 0 Q(−6)

5 6 7 8 9 10 11 12 p

ǫ = rankH9
c (A3;V1,1,0) ∈ {0, 1}.

to 0 or to a E2 term that carries a pure Hodge structure of different weight. In
both cases the differential has to be 0.

IV.5 Torus rank 2

In this section we compute the cohomology with compact support of the stratum
β0

2 of AVor
4 of rank 2 degenerations of abelian fourfolds. For this purpose we recall

first the known global construction of β2
0 as the quotient of a P1-bundle of a fibre

product of the universal family over A2.

Furthermore, let us recall that the restriction of the Voronoi fan in genus
g to Sym2

≥0(R
g′) for genus g ≥ g′ coincides with the Voronoi fan in genus g′.

This implies that the geometric constructions of the fibrations β0
2 → A2 and

β0
3 → A1 we give in this section and in the following one, respectively, are actually

independent of the choice of g = 4 but extend to analogous descriptions of the
fibres of fibrations β0

2 → Ag−2 and β0
3 → Ag−3 that exist for β0

2 , β
0
3 ⊂ AVor

g

independently of g. In particular, the geometric construction of β0
2 explained

in this section coincides with the construction used in [HT, §4] to compute the
cohomology with compact support of the corresponding locus in AVor

3 .

Proposition IV.5.1. The rational cohomology with compact support of β0
2 is as

follows: the non-zero Betti numbers are

i 4 6 7 8 9 10 11 12 14 16
bi 1 2 1 + r 4 + r 1 + r 5 + r 1 5 3 1

where r = rankH3
c (A2;V2,2). If we assume r = 0, then all cohomology groups of

even degree are algebraic, with the exception of H8
c (β0

2 ;Q) = Q(−4)⊕3 + Q(−2)
which is an extension of Hodge structures of Tate type. The Hodge structure in
odd degree 2k + 1 with k = 3, 4, 5 is pure of Tate type of weight 2k − 4.
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In the previous section, we calculated the cohomology with compact support
of β0

1 using the map k3 : β0
1 → A3 given by the universal Kummer variety. This

map extends to the stratum β0
2 of degenerations of abelian fourfolds of torus rank

2, giving a map k3 : (β1 \β3) → AVor
3 . Under this map, the elements of AVor

4 with
torus rank 2 are mapped to elements of AVor

3 of torus rank 1. If we denote by
β ′

t
0 the stratum of AVor

3 of semi-abelian varieties of torus rank exactly t, we get a
commutative diagram

AVor
4OO
� ?

AVor
3OO
� ?

AVor
2OO
� ?

β0
2

k3 // β ′
1
0 k2 // A2

π−1
3 (β ′

1
0)

q3

OO

π3

<<
x

x
x

x
x

x
x

x
x

X2

q2

OO

π2

>>
~

~
~

~
~

~
~

~
~

The map π3 is the restriction of the universal family over AVor
3 . In particular,

the fibres of π3 over points of β ′
1
0 are rank 1 degenerations of abelian threefolds,

i.e. compactified C∗-bundles over abelian surfaces. A geometric description of
these compactified C∗-bundles is given in [Mu1]. They are obtained by taking the
P1-bundle associated to the C∗-bundle and then gluing the 0- and the ∞-section
with a shift, defined by a point of the underlying abelian surface that is uniquely
determined by the line bundle associated to the C∗-bundle. In particular, this
shift is 0 for the fibres of the π3 over the 0-section of the Kummer fibration

β ′
1
0 ∼= (X2/± 1)

k2−→ A2, which are thus products of a nodal curve and an abelian
surface.

We want to describe the situation in more detail. For this, consider the
universal Poincaré bundle P → X2 ×A2 X̂2, normalized so that the restriction to
the zero section X̂2 → X2 ×A2 X̂2 is trivial. Let U = P(P ⊕ OX2×A2

X̂2
) be the

associated P1-bundle. Using the principal polarization we can naturally identify
X̂2 and X2, which we will do from now on. We denote by ∆ the union of the
0-section and the ∞-section of this bundle. Set U = U\∆, which is simply the C∗-
bundle given by the universal Poincaré bundle P with the 0-section removed and
denote the bundle map by f : U → X2 ×A2 X2. Then there is a map ρ : U → β0

2

with finite fibres. Note that the two components of ∆ are identified under the
map ρ. The restriction of ρ to both U and to ∆ is given by a finite group action,
although the group is not the same in the two cases (see the discussion below).

IV.5.1 Geometry of the C∗-bundle

We now consider the situation over a fixed point [S] ∈ A2. For a fixed degree
0 line bundle L0 on S the preimage f−1(S × {L0}) is a semi-abelian threefold,
namely the C∗-bundle given by the extension corresponding to L0 ∈ Ŝ. This
semi-abelian threefold admits a Kummer involution ι which acts as x 7→ −x on
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the base S and by t 7→ 1/t on the fibre over the zero section. The Kummer
involution ι is defined universally on U .

Consider the two involutions i1, i2 on X2 ×A2 X2 defined by

i1(S, p, q) = (S,−p,−q) and i2(S, p, q) = (S, q, p)

for every abelian surface S and every p, q ∈ S. These two involutions lift to
involutions j1 and j2 on U that act trivially on the fibre of f : U → X2 ×A2 X2

over the zero section.
The following lemma can also be proved directly from the toroidal construc-

tion of AVor
4 using the approach of [S-B, Lemma 2.4].

Lemma IV.5.2. The diagram

U
f

//

g

++

ρ|U
��

X2 ×A2 X2

ρ′

��

// A2

β0
2 \ ρ(∆) // Sym2

A2
(X2/± 1)

88pppppppppppp

(IV.5.1)

where ρ′ : X2 ×A2 X2 → Sym2
A2

(X2/± 1) is the natural map, is commutative.
Moreover ρ|U : U → ρ(U) = β0

2 \ ρ(∆) is the quotient of U by the subgroup of the
automorphism group of U generated by ι, j1 and j2.

Proof. Since the map ρ′ in the diagram (IV.5.1) has degree 8 and ι, j1, j2 generate
a subgroup of order 8 of the automorphism group of U , it suffices to show that
the map ρ|U factors through each of the involutions ι and j1, j2.

Recall that the elements of β0
2 correspond to rank 2 degenerations of abelian

fourfolds. More precisely, every point of ρ(U) corresponds to a degenerate abelian
fourfold X whose normalization is a P1×P1-bundle, namely the compactification
of a product of two C∗-bundles on the abelian surface S given by k1 ◦ k2([X]).
The degenerate abelian threefold itself is given by identifying the 0-sections and
the ∞-sections of the P1 × P1-bundle. This identification is determined by a
complex parameter, namely the point on a fibre of f : U → X2 ×A2 X2.

Since a degree 0 line bundle L0 and its inverse define isomorphic semi-abelian
threefolds and since the role of the two line bundles is symmetric, the map ρ|U
factors through ι and j2. Since j1 is the commutator of ι and j2 the map ρ|U also
factors through j1.

We will compute the cohomology with compact support of β0
2 by considering

the Leray spectral sequence associated with the fibration k2 ◦ k3 : β0
2 → A2.

This requires to compute the cohomology with compact support of the fibre
(k2 ◦ k3)

−1([S]) over a point [S] ∈ A2. To this end, we decompose (k2 ◦ k3)
−1([S])

into an open part given by its intersection with ρ(U) and a closed part given by
its complement.
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k Hk(S × S;Q)(i1,i2) κ-invariant κ-alternating
8 Q(−4) Q(−4) 0

6 (
∧2 Λ)(−2)⊕2 (

∧2 Λ)(−2) (
∧2 Λ)(−2)

4 Q(−2) ⊕ Λ⊗2(−1) ⊕ Sym2(
∧2 Λ) Q(−2) ⊕ Sym2(

∧2 Λ) Λ⊗2(−1)

2
∧2 Λ⊕2

∧2 Λ
∧2 Λ

0 Q Q 0

Table IV.5: Cohomology of S × S/(i1, i2)

IV.5.2 Cohomology of the open part of the fibre

The fibration g : U → A2 obtained by composing the C∗-bundle f : U → X2×A2

X2 with the natural map X2 ×A2 X2 → A2 plays an important role in the study
of the restriction of k2 ◦ k3 to ρ(U). Namely, the fibre of (k2 ◦ k3)|ρ(U) over
[S] ∈ A2 coincides with the quotient of the fibre of g under the automorphism
group generated by j1, j2 and ι. Therefore, the cohomology of the fibre of k2 ◦ k3

restricted to ρ(U) is the part of the cohomology of g−1([S]) that is invariant under
j1, j2 and ι.

We start by computing the actions of i1, i2 and of the involution κ : (p, q) 7→
(−p, q) induced by the Kummer involution of semi-abelian threefolds of torus rank
1 on the cohomology of S × S. Recall that the cohomology of S is isomorphic
to the exterior algebra generated by the 6-dimensional space Λ := H1(S;Q)
and that H•(S × S;Q) ∼= H•(S;Q)⊗2 by the Künneth formula. Using this
description, one can calculate the part of the cohomology of S × S which is
invariant under i1 and i2. In particular, since all cohomology in odd degree is
alternating under the involution i1, the only non-trivial invariant cohomology
groups are in even degree. We give the description of the invariant cohomology
groups in the second column of Table IV.5. One then proceeds to investigate
their structure with respect to κ. For instance one can use the isomorphism
Hk(S × S;Q)(i1,i2,κ) ∼= Hk(S × S/(i1, i2, κ);Q), together with the fact that the
quotient of S×S by the subgroup generated by i1, i2 and κ is the second symmetric
product of S/± 1. In this way one proves that the behaviour of the cohomology
with respect to κ is as given in the last two columns of Table IV.5.

Lemma IV.5.3. The (i1, i2, ι)-invariant part of the Leray spectral sequence as-
sociated with the C∗-bundle g−1([S]) → S × S gives rise to a spectral sequence
Ep,q

• ⇒ Hp+q((k2 ◦ k3|ρ(U))
−1([S]);Q) which behaves as follows:

- Ep,q
2 vanishes for q 6= 0, 1;

- Ep,0
2 is the part of Hk(S × S;Q) which is invariant under i1, i2 and κ;
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q

1 0 0
∧2 Λ(−1) 0 Λ⊗2(−2) 0 (

∧2 Λ)(−3) 0 0

0 Q 0 (
∧2 Λ) 0 Q(−2) ⊕ Sym2(

∧2 Λ) 0 (
∧2 Λ)(−2) 0 Q(−4)

0 1 2 3 4 5 6 7 8 p

Table IV.6: E2 term of the spectral sequence converging to Hk(g−1([S]);Q)(i1,i2,ι)

q

1 0 0 0 0 V2,0(−2) 0 V1,1(−3) 0 0
0 Q 0 Q(−1) ⊕ V1,1 0 Q(−2)⊕2 ⊕ V2,2 0 0 0 0

0 1 2 3 4 5 6 7 8 p

Table IV.7: E∞ term of the spectral sequence converging toHk(g−1([S]);Q)(i1,i2,ι)

- Ep,1
2 is the part of Hk(S × S;Q) which is invariant under i1, i2 and alter-

nating under κ, tensored with the Tate Hodge structure Q(−1).

Furthermore, the E∞ term of this spectral sequence, together with its structure as
Sp(4,Q)-representation, is as given in Table IV.7.

Proof. Let us consider the C∗-bundle fS := f |g−1([S]) : g
−1([S]) → S × S. The

Leray spectral sequence in cohomology associated with fS converges to the coho-
mology of g−1([S]) and has E2 term Ep,q

2
∼= Hp(S×S;Q)⊗Hq(C∗;Q). However,

we are only interested in the part of the cohomology of g−1([S]) which is in-
variant under j1, j2 and ι. Since the actions of j1, j2 and ι respect the map
g−1([S]) → S × S, they act also on the terms of the Leray spectral sequence
associated with fS. In particular, the spectral sequence whose Er terms are the
(j1, j2, ι)-invariant part of the terms of the Leray spectral sequence associated

with fS converges to Hk(g−1([S]);Q)
j1,j2,ι

.
In particular, the E2 term of this spectral sequence is given by the (j1, j2, ι)-

invariant part of Hp(S × S;Q) ⊗ Hq(C∗;Q). We have already determined the
behaviour of the projection of these involutions to S × S in Table IV.5, so it
remains only to determine their action on the fibre C∗. Since j1 and j2 both fix
the fibre of f over the origin, they act trivially on the cohomology of C∗. Instead,
the Kummer involution ι acts as the identity on H0(C∗;Q) and as the alternating
representation onH1(C∗;Q). From this the first part of the claim follows. For the
convenience of the reader, we have written the E2 term of the spectral sequence
in Table IV.6. Notice that this spectral sequence has only two non-trivial rows.
Therefore, it could be written equivalently as a long exact sequence. In particular,
the only differentials one needs to study are the d2-differentials.
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These differentials are given by restriction of the differentials of the Leray
spectral sequence associated with the C∗-bundle fS. Recall that fS is the C∗-
bundle obtaining by subtracting the 0-section from the Poincaré bundle over
S × S. Therefore (see e.g. [Hu, XVI.7.5]) the d2-differentials are given by taking
the intersection product with the first Chern class of the Poincaré bundle, which
is known to be equal to [diag(S)] − [S × {0}] − [{0} × S], where [·] denotes
the fundamental class and diag : S → S × S is the diagonal map. An explicit
computation of the intersections of this class with the κ-alternating classes in
Hk(S × S;Q)

i1,i2 yields the description of E3 = E∞ given in Table IV.7. Here we
have used the fact that Sym2 Λ is the irreducible Sp(4,Q) -representation V2,0,
whereas

∧2 Λ decomposes into irreducible Sp(4,Q)-representations as Q(−1) ⊕
V1,1 and Sym2(

∧2 Λ) decomposes as Q(−2)⊕2⊕V1,1(−1)⊕V2,2. In the notation,
Tate twists are only relevant for the Hodge structure.

IV.5.3 Geometry of ρ(∆)

The map ρ identifies the two components of ∆, each of which is isomorphic to
X2 ×A2 X2. In particular, the space ρ(∆) can be realized as a finite quotient
of X2 ×A2 X2. This can be read off from the construction of the toroidal com-
pactification, as in [S-B, Lemma 2.4]. See also [HS1, Section I] for an outline of
this construction. Also note that the stratum ∆ corresponds to the stratum in
the partial compactification in the direction of the 2-dimensional cusp associated
with a maximal-dimensional cone in the second Voronoi decomposition for g = 4.
A detailed description can be found in [HKW, Part I, Chapter 3].

Specifically, the stratum ρ(∆) corresponds to the GL(2,Z)-orbit of the cone
〈x2

1, x
2
2, (x1 − x2)

2〉. Hence, the map X2 ×A2 X2 → ρ(∆) is the quotient map with
respect to the stabilizer G of the cone 〈x2

1, x
2
2, (x1 − x2)

2〉 in Sym2(Z2). This is
generated by three involutions: the multiplication map by −1, the involution
interchanging x1 and x2 and the involution x1 7→ x1, x2 7→ x1 − x2.

These generators of G act on X2×A2X2 by the following three involutions: the
involution i1 which acts by (x, y) 7→ (−x,−y) on each fibre S×S, the involution
i2 which interchanges the two factors of X2 ×A2 X2 and finally the involution i3
which acts by (x, y) 7→ (x+ y,−y).

From this description, it follows that there is a fibration g′ : ρ(∆) → A2 whose
fibre over [S] ∈ A2 is isomorphic to the quotient of S × S by the subgroup of
Aut(S × S) generated by the three involutions i1, i2 and i3 introduced above.

If we write Λ := H1(S × {0};Q) and Λ′ := H1({0} × S;Q), then the coho-
mology of S × S is the exterior algebra of H1(S × S;Q) = Λ ⊕ Λ′. If we denote
by f1, . . . , f4, resp. f5, . . . , f8 the generators of Λ, resp. Λ′, the three involutions
act of H1(S × S;Q) as follows:

fi 7→ −fi, i = 1, . . . , 8, (IV.5.2)
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fi ↔ fi+4, i = 1, . . . , 4, (IV.5.3)

fi 7→ fi, fi+4 7→ fi − fi+4, i = 1, . . . , 4. (IV.5.4)

Then one proceeds to determine the invariant part of the exterior algebra of
Λ⊕Λ′ under these involution. Moreover, to determine the local systems Rq

! g
′
∗(Q)

that appear in the Leray spectral sequence associated with g′ : ρ(∆) → A2, one
needs to investigate the structure of the invariant subspaces as representations of
Sp(4,Q). An explicit calculation of the invariant classes yields the results which
we summarize in the following lemma.

Lemma IV.5.4. The rational cohomology groups the fibre of g′ : ρ(∆) → A2 over
a point [S] ∈ A2, with their mixed Hodge structures and structure as Sp(4,Q)-
representations, are given by

Hk(g′
−1

([S]);Q) =































Q k = 0,
∧2

V1,0 = Q(−1) ⊕V1,1 k = 2,
Q(−2)⊕2 ⊕V1,1(−1) ⊕V2,2 k = 4,

(
∧2

V1,0)(−2) = Q(−3) ⊕V1,1(−2) k = 6,
Q(−4) k = 8,
0 otherwise.

IV.5.4 Proof of Proposition IV.5.1

We will prove Proposition IV.5.1 by investigating the Leray spectral sequence
associated with the fibration k2 ◦ k3 : β0

2 → A2. As explained at the beginning
of this section, the fibre of k2 ◦ k3 over a point [S] ∈ A2 is the disjoint union of
an open part, which is (k2 ◦ k3|ρ(U))

−1([S]), and a closed part, which is the fibre
of g′ : ρ(∆) → A2. The cohomology of the fibre of k2 ◦ k3|ρ(U) was determined
in Lemma IV.5.3, whereas the cohomology of the fibre of g′ was computed in
Lemma IV.5.4. Notice that (k2 ◦ k3|ρ(U))

−1([S]) = g−1([S])/(j1, j2, ι) is the finite
quotient of a smooth quasi-projective variety, so that we can use Poincaré duality
to obtain its cohomology with compact support from its cohomology. Further-
more, since g′−1([S]) = S2/(i1, i2, i3) is compact, its cohomology with compact
support coincides with its cohomology.

To compute the cohomology with compact support of the fibre of k2 ◦ k3 one
can use the Gysin long exact sequence associated with the inclusion g′−1([S]) →֒
(k2 ◦ k3)

−1([S]):

· · · → Hk
c (g−1([S]);Q)

(j1,j2,ι)
→ Hk

c ((k2 ◦ k3)
−1([S]);Q) →

Hk
c (S × S;Q)

(i1,i2,i3) δk−→ Hk+1
c (g−1([S]);Q)

(j1,j2,ι)
→ · · · (IV.5.5)

Notice that all differentials δk in (IV.5.5) have to respect the structure of
the cohomology groups as representations of Sp(4,Q). In this specific case, this
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Rq
! (k2 ◦ k3)∗(Q) q

Q(−5) 10 0 Q(−7) 0 Q(−8)
0 9 0 0 0 0

Q(−4)⊕2⊕V1,1(−3) 8 Q(−3) Q(−6)⊕2 0 Q(−7)⊕2

0 7 0 0 0 0
Q(−3)⊕3⊕V1,1(−2) 6 Q(−2) ⊕H(−1) Q(−5)⊕3 ⊕H(−1) 0 Q(−6)⊕3

⊕V2,2(−1)

V2,0(−1) 5 Q(−2) 0 0 0
Q(−2)⊕2⊕V1,1(−1) 4 Q(−1) ⊕H Q(−4)⊕2 ⊕H 0 Q(−5)⊕2

⊕V2,2

0 3 0 0 0 0
Q(−1) 2 0 Q(−3) 0 Q(−4)

0 1 0 0 0 0
Q 0 0 Q(−2) 0 Q(−3)

3 4 5 6 p

Table IV.8: E2 term of the Leray spectral sequence converging to the cohomology
with compact support of β0

2 . We denote H = H3
c (A2;V2,2) ∼= H4

c (A2;V2,2) (up
to grading).

implies that all δk with k 6= 2 vanish, whereas

δ2 : Q(−1) ⊕V1,1 −→ V1,1

is surjective by Lemma IV.5.5 below.
The above determines the cohomology with compact support of the fibre of

k2◦k3. In particular, it also determines the local systems Rq
! (k2◦k3)∗(Q) occurring

in the Leray spectral sequence in cohomology with compact support associated
with the fibration k2 ◦ k3. These local systems are given in the first column of
Table IV.8.

Recall that the E2 term of the Leray spectral sequence Ep,q
r ⇒ Hp+q

c (β0
2 ;Q)

associated with k2 ◦ k3 are of the form Ep,q
2 = Hp

c (A2;R
q
! (k2 ◦ k3)∗(Q)). From

the decomposition into symplectic local systems of the Rq
! (k2 ◦ k3)∗(Q), one gets

the E2 term of the Leray spectral sequence as in Table IV.8. Here we used the
description of the cohomology with compact support of A2 with coefficients in
the local systems V1,1, V2,0 and V2,2 from Lemma IV.8.5 and IV.8.7.

To prove the claim, it remains to show that the Leray spectral sequence de-
generates at E2. From the shape of the spectral sequence, it follows that all d2

differentials, and all differentials dr with r ≥ 4 are necessarily trivial. The only
differentials one needs to investigate are the d3-differentials E3

3,q → E3
6,q−2. These

are necessarily 0 by Hodge-theoretic reasons, because morphisms of Hodge struc-
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tures between pure Hodge structures of different weights are necessarily trivial.
From this the claim follows.

Lemma IV.5.5. The differential δ2 : H2
c (S × S;Q)

(i1,i2,i3) → H3
c (g−1([S]);Q)

(j1,j2,ι)

is surjective.

Proof. We shall prove the claim by an explicit computation on the generators of
the groups involved. Since in the proofs of Lemma IV.5.3 and Lemma IV.5.4 we
described the cohomology of the fibres of E rather than those of the cohomology
with compact support, to compute the rank of δ2 we shall compute the rank of
the map induced by δ2 on cohomology by Poincaré duality

δ∗2 : H6(S × S;Q)
(i1,i2,i3) ⊗Q(−1) −→ H7(g−1([S]);Q)

(j1,j2,ι)
,

which can be described explicitly as the composition of the map

H6(S × S;Q)
(i1,i2,i3)

−→ H7(g−1([S]);Q)
α 7−→ Q⊗ α,

where Q denotes the image of the generator of H1(C∗;Q) inside the cohomology
of g−1([S]), and the symmetrization with respect to the group G generated by
j1, j2 and ι.

A direct computation yields that the classes

vi,j,k,l = fi ∧ fj ∧ fi+4 ∧ fj+4 ∧ (2fk ∧ fl + 2fk+4 ∧ fl+4 + fk ∧ fl+4 + fk+4 ∧ fl)

with {i, j, k, l} = {1, 2, 3, 4} form a basis of H6(S × S;Q)
(i1,i2,i3). Here f1, . . . , f8

denote the basis of f1, . . . , f8 described in Section IV.5.3. Then we have

δ∗2(vi,j,k,l) = Q⊗ fi ∧ fj ∧ fi+4 ∧ fj+4 ∧ (fk ∧ fl+4 + fk+4 ∧ fl)

and these classes generate H7(g−1([S]);Q). From this the claim follows.

IV.6 Torus rank 3

In this section we compute the cohomology with compact support of the stra-
tum with torus rank 3. As in the previous section, our strategy is based on a
detailed geometric analysis of the fibration β0

3 → A1 whose toric part is actually
independent of the choice of g = 4.

IV.6.1 Description of the geometry

We first note that the spaces AIgu
4 and AVor

4 only differ over A0 and hence βperf
3 \

βperf
4 = βVor

3 \βVor
4 =: β0

3 . In this section we want to compute H•
c (β3

0 ;Q). For this
we first give a geometric description.
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In order to compactify A4 we start with the lattice Z4. The choice of a
toroidal compactification corresponds to the choice of an admissible fan Σ4 in the
cone of semi-positive forms in Sym2(Z4). One possible choice for such a fan is
given by the perfect cone decomposition Σperf

4 . A cusp of A4 corresponds to the
choice of an isotropic subspace U ⊂ Q4. In our case, for the stratum over A1

we take U = 〈e1, e2, e3〉 where the ei (1 ≤ i ≤ 4) are the standard basis of Z4.
This defines an embedding Sym2(Z3) ⊂ Sym2(Z4) and, by restriction of Σperf

4 ,
also a fan in Sym2(Z3) which is nothing but Σperf

3 . The stratum β0
3 itself consists

of different strata which are in 1 : 1-correspondence with the GL(3,Z)-orbits of
the cones σ in Σperf

3 whose interior contains rank 3 matrices. Up to the action
of GL(3,Z) there is a unique minimal cone with this property, namely the cone
σ(3) = 〈x2

1, x
2
2, x

2
3〉. Beyond that there are (again up to group action) 4 further

cones. In dimension 4 there are two cones, namely σ
(4)
I = 〈x2

1, x
2
2, x

2
3, (x2 − x3)

2〉

and σ
(4)
II = 〈x2

1, x
2
2, (x2−x3)

2, (x1−x3)
2〉. In dimensions 5 and 6 there are one cone

each, namely σ(5) = 〈x2
1, x

2
2, x

2
3, (x2 − x3)

2, (x1 −x3)
2〉 and σ(6) = 〈x2

1, x
2
2, x

2
3, (x2 −

x3)
2, (x1 − x3)

2, (x1 − x2)
2〉. Note that all cones are contained in σ(6). In fact

the perfect cone decomposition in genus 3 (where it coincides with the second
Voronoi decomposition) is obtained by taking the GL(3,Z)-orbit of σ(6) and all
its faces.

To describe the various strata let X1 → A1 be the universal elliptic curve
and let X1 ×A1 X1 ×A1 X1 → A1 be the triple product with itself over A1. Let
T = Sym2(Z3)⊗C∗ be the 6-dimensional torus associated with Sym2(Z3). Every
cone σ in Σperf

3 is basic (i.e. the generators of the rays are part of a Z-basis of
Sym2(Z3)) and defines a subtorus T σ ⊂ T of rank dim(σ). We can now give a
description of β0

3 .

Proposition IV.6.1. The variety β0
3 admits a stratification into strata as follows:

(i) there are 6 strata of β0
3 , corresponding to the cones σ(3), σ

(4)
I , σ

(4)
II , σ(5) and

σ(6).

(ii) Each stratum is the finite quotient of a torus bundle over X1×A1X1×A1X1 →
A1 with fibre T/T σ.

Proof. See [S-B, Lemma 2.4].

We shall now compute the cohomology with compact support for each of these
strata and then use a spectral sequence argument to compute the cohomology
with compact support of β0

3 . We denote the substratum of β0
3 associated with a

cone σ by β0
3(σ) and the total space of the torus bundle by T (σ).

Before we state the results we have to give a brief outline of the construction
of the stratum β0

3(σ) with a view towards describing suitable coordinates in which
our calculations can be done. Consider a point in Siegel space of genus 4:
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τ =









τ1,1 τ1,2 τ1,3 τ1,4

τ1,2 τ2,2 τ2,3 τ2,4

τ1,3 τ2,3 τ3,3 τ3,4

τ1,4 τ2,4 τ3,4 τ4,4









∈ H4.

Going to the cusp over A1 means sending the top left hand 3×3 block of this ma-
trix to i∞. We shall make this more precise. We consider the basis of Sym2(Z3)
given by U∗

i,j = (2 − δi,j)xixj . Let ti,j (1 ≤ i, j ≤ 3) be the dual basis. Setting

ti,j = e2π
√
−1τi,j (1 ≤ i, j ≤ 3)

defines a map

H4 → T × C3 × H1 (IV.6.1)

τ 7→ ((ti,j), τ1,4, τ2,4, τ3,4, τ4,4).

This corresponds to taking the partial quotient X(U) = P ′(U)\H4 with respect
to the center P ′(U) of the unipotent radical of the parabolic subgroup P (U)
associated with the cusp U . We denote P ′′(U) = P (U)/P ′(U). The partial
quotient X(U) can be considered as an open set of the trivial torus bundle X (U)
(with fibre T ) over C3 × H1. Using the fan Σperf

3 one constructs XΣperf
3

(U) by

taking a fibrewise toric embedding. Let XΣperf
3

(U) be the interior of the closure

of X(U) in XΣperf
3

(U). The action of the group P ′′(U) on X(U) extends to an

action on XΣperf
3

(U) and one obtains the partial compactification in the direction

of the cusp U by YΣperf
3

(U) = P ′′(U)\XΣperf
3

(U).

Every cone σ ∈ Σperf
3 defines an affine toric variety Xσ. Since all cones σ are

basic one has Xσ = Ck×(C∗)6−k where k is the number of generators of σ. Every
inclusion σ ⊂ σ′ induces an inclusion Xσ ⊂ Xσ′ . Note that X(0) = T and, in
particular we obtain an inclusion X(0) = T ⊂ Xσ(6)

∼= C6. Let T1, . . . , T6 be the
coordinates on Xσ(6)

∼= C6 corresponding to the generators of σ(6) which form
a basis of Sym2(Z3). Computing the dual basis of this basis one finds that this
inclusion is given by

T1 = t1,1t1,3t1,2, T2 = t2,2t2,3t1,2, T3 = t3,3t1,3t2,3,
T4 = t−1

2,3, T5 = t−1
1,3, T6 = t−1

1,2.
(IV.6.2)

The relation to the strata β0
3(σ) is then the following. The coordinate τ4,4

defines a point in A1 and the coordinates τ1,4, τ2,4, τ3,4 define a point in the fibre
of X1 ×A1 X1 ×A1 X1 → A1 over [τ4,4] ∈ A1 which is Eτ4,4 × Eτ4,4 × Eτ4,4 , where
Eτ4,4 = C/(Z + Zτ4,4) is the elliptic curve defined by τ4,4. The fibres of β0

3(σ) →
X1 ×A1 X1 ×A1 X1 are isomorphic to the torus T/T σ.

Finally, we have to make some comments on the structure of the parabolic
subgroup P (U). This group is generated by four types of matrices. The first type

117



CHAPTER IV. COHOMOLOGY OF AVOR
4

are block matrices of the form

g1 =









1 0 S 0
0 1 0 0
0 0 1 0
0 0 0 1









, where S = tS ∈ Sym2(Z3).

These matrices generate the center P ′(U) of the unipotent radical and act by









τ1,1 τ1,2 τ1,3 τ1,4

τ1,2 τ2,2 τ2,3 τ2,4

τ1,3 τ2,3 τ3,3 τ3,4

τ1,4 τ2,4 τ3,4 τ4,4









→









τ1,1 + s1,1 τ1,2 + s1,2 τ1,3 + s1,3 τ1,4

τ1,2 + s1,2 τ2,2 + s2,2 τ2,3 + s2,3 τ2,4

τ1,3 + s1,3 τ2,3 + s2,3 τ3,3 + s3,3 τ3,4

τ1,4 τ2,4 τ3,4 τ4,4









giving rise to the partial quotient H4 → T ×C3 ×H1 described above.
The second set of generators is of the form

g2 =









1 0 0 0
0 a 0 b
0 0 1 0
0 c 0 d









,where

(

a b
c d

)

∈ SL(2,Z),

resp.

g3 =









1 M 0 N
0 1 tN 0
0 0 1 0
0 0 −tM 1









, where M,N ∈ Z3.

Note that the elements of type g2, g3 generate a Jacobi group, which, in particular,
acts on the base C3 × H1 of the partial quotient by P ′(U) given by the map
H4 → C3 ×H1 giving rise to the triple product X1 ×A1 X1 ×A1 X1.

Finally we have matrices of the form

g4 =









tQ−1 0 0 0
0 1 0 0
0 0 Q 0
0 0 0 1









, where Q ∈ GL(3,Z).

These matrices are of particular importance to us as they operate on the space
Sym2(Z3) by

GL(3,Z) ∋ g : M 7→ tQ−1MQ−1.

IV.6.2 The cohomology of β0
3(σ

(3))

In this section we will prove
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Lemma IV.6.2. The rational cohomology groups with compact support of β0
3(σ

(3))
are given by

Hk
c (β0

3(σ
(3));Q) =







Q(−k/2) k = 12, 14
Q((5 − k)/2) k = 9, 7
0 otherwise.

We start by giving an explicit description of the torus bundle T (σ(3)) defined
by the cone σ(3).

Lemma IV.6.3. Let qσ(3) : T (σ(3)) → X1 ×A1 X1 ×A1 X1 be the rank 3 torus
bundle associated with σ(3). Then over each fibre E×E×E of X1 ×A1 X1 ×A1 X1

we have

T (σ(3))|E×E×E
∼= p∗2,3(P

0) ⊕ p∗1,3(P
0) ⊕ p∗1,2(P

0)

where P0 is the Poincaré bundle over the product E × E with the 0-section re-
moved, and pi,j : E ×E ×E → E ×E is the projection to the ith and jth factor.

Proof. We first recall the following description of the Poincaré bundle over E×E
where E = C/(Z+Zτ). Consider the action of the group Z4 on the trivial rank-1
bundle on C × C given by

(n1, n2, m1, m2) : (z1, z2, w) 7→ (IV.6.3)

(z1 + n1 +m1τ, z2 + n2 +m2τ, we
−2πi(m1z2+m2z1+m1m2τ))

(where the zi are the coordinates on the base and w is the fibre coordinate).
We claim that the quotient line bundle on E × E is the Poincaré bundle. For
this it is enough to see that this line bundle is trivial on E × {0} and {0} × E
(which is obvious) and that it is isomorphic to OE(O − P ) on E × {P}. The
latter can be checked by comparing the transformation behaviour of (IV.6.3) to
the transformation behaviour of the theta function ϑ(z, τ) in one variable (see
e.g. [La, 15.1.3.]).

We have to compare this to our situation. In this case we have an action of
the group generated by the matrices g3 with M,N ∈ Z3. For N = (n1, n2, n3) we
have τi,4 7→ τi,4+ni and forM = (m1, m2, m3) we have τi,j 7→ τi,j+mjτi,4+miτj,4+
mimjτ4,4 for 1 ≤ i, j ≤ 3 and τi,4 7→ τi,4 + miτ4,4. Recall that the entries τi,4 for
i = 1, 2, 3 are coordinates on the factors of E × E × E and that it follows from
(IV.6.2) that we can choose t−1

i,j with ti,j = e2πiτi,j for (i, j) = (1, 2), (1, 3), (2, 3) as

coordinates on the torus T (σ(3)). Comparing this to the transformation (IV.6.3)
gives the claim.

Proof of Lemma IV.6.2. Recall that the stratum β0
3(σ

(3)) is a finite quotient of
the rank 3 torus bundle qσ(3) : T (σ(3)) → X1 ×A1 X1 ×A1 X1. This enables us to
calculate its rational cohomology by exploiting Leray spectral sequences.
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Notice that the base of qσ(3) is the total space of the fibration p : X1 ×A1

X1 ×A1 X1 → A1. Over a point [E] ∈ A1, the fibre of p is p−1([E]) ∼= E ×E ×E
and the fibre of p ◦ qσ(3) over [E] is the total space of the rank 3 torus bundle
qσ(3) |E×E×E : T (σ(3))|E×E×E → E × E × E described in Lemma IV.6.3. The
cohomology of (p ◦ qσ(3))−1([E]) can be computed by the Leray spectral sequence
associated with this rank 3 torus bundle:

Ep,q
2 (qσ(3)) = Hq(T/T (σ(3));Q) ⊗Hp(E × E × E;Q)

=⇒ Hp+q((p ◦ qσ(3))−1([E]);Q). (IV.6.4)

Note that the cohomology of E × E × E (respectively, the torus T/T (σ(3)))

is an exterior algebra generated by H1(E × E × E;Q) (resp. H1(T/T (σ(3));Q)).

We denote by Q1, Q2 and Q3, respectively, the generators of H1(T/T σ(3)
;Q) ∼=

H1((C∗)3;Q) ∼= Q3 defined by integrating along the loop around 0 defined, re-
spectively, by |t−1

2,3| = 1, |t−1
1,3| = 1 or |t−1

1,2| = 1.

We can write each copy of E as a quotient E = C/(Ze2i−1 +Ze2i); i = 1, 2, 3.
Then e1, . . . , e6 give rise to a basis of the first homology group of E × E × E.
We will denote by f1, . . . , f6 the elements of the basis of H1(E ×E ×E;Q) dual
to e1, . . . , e6. Notice that the transformation behaviour of the f2i−1 and of the
f2i for 1 ≤ i ≤ 3 agrees with the transformation behaviour of the coordinates
{τi,4| 1 ≤ i ≤ 3} of C3 ∼= (Ze1+Ze2+· · ·+Ze6)⊗ZC (and that of the differentials
dτi,4 which give rise to classes in cohomology).

As we are interested in the quotient of T (σ(3)) by the finite group G(σ(3)),
we shall compute the invariant cohomology with respect to this group. This is
done in Lemma IV.6.4 for the invariant cohomology of the fibre T (σ(3))|E×E×E =
(p ◦ qσ(3))−1([E]) using a Leray spectral sequence argument. It remains to de-
termine the local systems Ri

!(p ◦ qσ(3))∗(Q) over A1 defined by the fibration
p ◦ qσ(3) : β0

3(σ
(3)) = T (σ(3)) → A1. This is quite straightforward, since the

cohomology with compact support of the fibre is constant in degrees 12 and 10,
and since Sym2H1(E;Q) induces the symplectic local system V2 on A1.

Recall that the cohomology with compact support of A1 with constant co-
efficients is concentrated in degree 2, and that the only non-trivial cohomology
group of A1 with coefficients in V2 is H1

c (A1;V2) = Q (see e.g. [G1, Thm. 5.3]).
In particular, it then follows from Lemma IV.6.4 that the Leray spectral sequence
associated with p ◦ qσ(3) has only two columns containing non-trivial E2 terms, so
it has to degenerate at E2. From this the claim follows.

Lemma IV.6.4. For every [E] ∈ A1, the rational cohomology with compact
support of the fibre of β0

3(σ
(3)) → A1, with its Hodge structures, coincides with

the G(σ(3))-invariant part of the cohomology with compact support of the rank 3
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torus bundle T (σ(3))|E×E×E and is given by

(

Hk
c (T (σ(3))|E×E×E;Q)

)G(σ(3))
=























Q(−6) k = 12,
Q(−5) k = 10,
Sym2(H1(E;Q)) ⊗ Q(−2) k = 8,
Sym2(H1(E;Q)) ⊗ Q(−1) k = 6,
0 otherwise.

Proof. The stabilizer G(σ(3)) of σ(3) in GL(3,Z) is an extension of the symmetric
group S3 (permuting the coordinates x1, x2, x3) by (Z/2Z)3 (acting by involutions
(x1, x2, x3, x4) 7→ (±x1,±x2,±x3, x4)).

The interchange of two coordinates (say, xi and xj) acts on H1(E×E×E;Q)
by interchanging f2i−1 with f2j−1, f2i with f2j and leaving all other generators

invariant. The action on H1(T/T (σ(3));Q) interchanges Qi and Qj and leaves the
third generator invariant.

The automorphism mapping xi to −xi acts onH1(E×E×E;Q) as multiplica-

tion by −1 on the generators f2i−1, f2i and on H1(T/T (σ(3));Q) as multiplication
by −1 on Qk with k 6= i. All other generators are invariant.

We can compute the G(σ(3))-invariant part of the rational cohomology of the
rank 3 torus bundle T (σ(3))|E×E×E by restricting to the G(σ(3))-invariant part
of the Leray spectral sequence (IV.6.4) associated with qσ(3) . This yields a spectral
sequence Ep,q

2 converging to theG(σ(3))-invariant part ofHp+q(T (σ(3))|E×E×E;Q).
A computation of the part of the tensor product

∧•H1(E × E × E;Q) ⊗
∧•H1(T/T (σ(3));Q) which is invariant under G(σ(3)) yields that Ep,q

2 is non-zero
only for (p, q) ∈ {(2, 0), (2, 1), (4, 0), ((2, 2), (4, 1), (6, 0)}. A precise description of
the generators of the non-trivial E2 terms is given in Table IV.9. Note that the
spaces for p = q = 2 and p = 4, q = 2 are both isomorphic to Sym2H1(E;Q) as
Sp(2,Q)-representations.

Next, one investigates the differentials of the spectral sequence. As differen-
tials have to occur between Ep,q

2 terms such that the two p + q have different
parity, an inspection of the spectral sequence quickly reveals that all differentials
have to be trivial, with the possible exception of

d2,1
2 : E2,1

2 → E4,0
2 (IV.6.5)

and
d4,1

2 : E4,1
2 → E6,0

2 . (IV.6.6)

We can determine their rank by exploiting the description of the restriction
to E×E×E of the torus bundle T (σ(3)) given in Lemma IV.6.3 as a direct sum
of pull-backs of the Poincaré bundle with the 0-section removed. This description
implies that one can employ the usual description of d2 differentials of C∗-bundles
to investigate d2,1

2 and d4,1
2 . In particular, each of these differentials is given by

formally replacing each generator Qk of H1(T/T σ(3)
;Q) by the first Chern class of
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p q dim. generators

0 0 1 1

2 0 1
∑

i f2i−1 ∧ f2i

2 1 1
∑

i<j,k 6=i,j

Qk ⊗ (f2i−1 ∧ f2j − f2i ∧ f2j−1)

2 2 3
∑

i<j,k 6=i,j

Qi ∧Qj ⊗W
(m)
k , m = 1, 2, 3

4 0 1
∑

i<j f2i−1 ∧ f2i ∧ f2j−1 ∧ f2j

4 1 1
∑

i<j,k 6=i,j

Qk ⊗ (f2i−1 ∧ f2j − f2i ∧ f2j−1) ∧ f2k−1 ∧ f2k

4 2 3
∑

i<j,k 6=i,j

Qi ∧Qj ⊗W
(m)
k ∧ f2k−1 ∧ f2k, m = 1, 2, 3

6 0 1 f1 ∧ f2 ∧ f3 ∧ f4 ∧ f5 ∧ f6.

All indices i, j, k are between 1 and 3. For indices i < j we set

W
(1)
k = f2i−1 ∧ f2j + f2i ∧ f2j−1, W

(2)
k = f2i−1 ∧ f2j−1 and W

(3)
k =

f2i ∧ f2j for k 6= i, j.

Table IV.9: Description of the generators of the E2 terms of the G(σ(3))-invariant
part of the spectral sequence associated with qσ(3) .

the bundle p∗i,j(P), where 1 ≤ i < j ≤ 3 are chosen such that {i, j, k} = {1, 2, 3}.
Recall that on the product E × E the Poincaré bundle P ∼= OE×E(E × {0} +
{0} × E − ∆), where ∆ is the diagonal. From this one concludes that c1(P) =
f1∧f2+f3∧f4−(f1+f3)∧(f2+f4) = f2∧f3−f1∧f4. It is then a straightforward
calculation to prove that both differentials are isomorphisms.

It remains to pass from cohomology to cohomology with compact support,
which we can do by Poincaré duality, using the fact that T (σ(3))|E×E×E is smooth
of complex dimension 6. Finally, we can identify the G(σ(3))-invariant part of the
cohomology with compact support of T (σ(3))|E×E×E with the cohomology with
compact support of its finite quotient

(

T (σ(3))|E×E×E

)

/G(σ(3)), which coincides

with the fibre of β0
3(σ

(3)) → A1 over [E].

IV.6.3 The cohomology of β0
3(σ

(4)
I )

In this section we will prove

Lemma IV.6.5. The rational cohomology groups with compact support of β0
3(σ

(4)
I )
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are given by

Hk
c (β0

3(σ
(4)
I );Q) =























Q(−6) k = 12
Q(−5)⊕2 k = 10
Q(−4) + Q(−2) k = 8
Q k = 5
0 otherwise.

Proof. We shall make again use of the twofold fibre structure of this stratum. The
stratum β0

3(σ
(4)
I ) is a finite quotient of a rank 2 torus bundle q

σ
(4)
I

: T (σ
(4)
I ) →

X1 ×A1 X1 ×A1 X1 with fibres isomorphic to T/T (σ
(4)
I

). Note that the generators

of σ
(4)
I correspond to the first four generators of the cone σ(6). Comparing this

to the embedding described in (IV.6.2) we find that we can choose t−1
1,3, t

−1
1,2 as

coordinates on T/T (σ
(4)
I

). As before we denote p : X1 ×A1 X1 ×A1 X1 → A1.

As we are interested in the quotient of T (σ
(4)
I ) by the finite group G(σ

(4)
I ),

we shall compute the invariant cohomology with respect to this group. Thus
we first have to describe the automorphism group G(σ

(4)
I ) of the cone σ

(4)
I , i.e.

all elements of the form g3 ∈ GL(3,Z) which fix this cone. We have already
discussed this in [HT, Section 3]. The result is that the automorphism group is
generated by the following four transformations:

x1 7→ x1, x2 7→ x2 − x3, x3 7→ −x3 (IV.6.7)

x1 7→ −x1, x2, x3 7→ x2, x3 (IV.6.8)

x1 7→ x1, x2 ↔ x3. (IV.6.9)

xi 7→ −xi; i = 1, 2, 3. (IV.6.10)

Note that these automorphisms act trivially on the base of the fibration X1×A1

X1 ×A1 X1 → A1.
Again we shall determine the invariant cohomology of the fibre (q

σ
(4)
I

◦p)−1([E])

using the Leray spectral sequence with terms Ep,q
2 = Hq(T/T (σ

(4)
I

),Q) ⊗Hp(E ×
E × E,Q). The result is given by:

Lemma IV.6.6. For every [E] ∈ A1, the rational cohomology with compact

support of the fibre of β0
3(σ

(4)
I ) → A1, with its Hodge structures, is given by

(

Hk
c (T (σ

(4)
I )|E×E×E;Q)

)G(σ
(4)
I

)

=































Q(−5) k = 10,
Q(−4)⊕2 k = 8
Sym2(H1(E;Q)) ⊗ Q(−2) k = 7,
Q(−3) k = 6
Sym2(H1(E;Q)) k = 4,
0 otherwise.
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Proof. We denote the generators of H1(T/T (σ
(4)
I

);Q) ∼= H1((C∗)2;Q) ∼= Q2 cor-
responding to t−1

1,3, t
−1
1,2 by Q2, Q3. The fi, i = 1, . . . , 6 are, as before, a basis of the

cohomology of the triple product E × E ×E.
We must now compute the action on (co)homology of the automorphisms of

σ
(4)
I . As a non-trivial example we shall do this in detail in the case of the trans-

formation given in (IV.6.7), the computations in the other cases are analogous.
The action of this transformation on Siegel space is given by:









1 0 0 0
0 1 0 0
0 −1 −1 0
0 0 0 1

















τ1,1 τ1,2 τ1,3 τ1,4

τ1,2 τ2,2 τ2,3 τ2,4

τ1,3 τ2,3 τ3,3 τ3,4

τ1,4 τ2,4 τ3,4 τ4,4

















1 0 0 0
0 1 −1 0
0 0 −1 0
0 0 0 1









=

=









τ1,1 τ1,2 −τ1,2 − τ1,3 τ1,4

τ1,2 τ2,2 −τ2,2 − τ2,3 τ2,4

−τ1,2 − τ1,3 −τ2,2 − τ2,3 τ2,2 + 2τ2,3 + τ3,3 −τ2,4 − τ3,4

τ1,4 τ2,4 −τ2,4 − τ3,4 τ4,4









.

From this we conclude that under this transformation:

Q2 7→ −Q2 −Q3; Q3 7→ Q3; (IV.6.11)

fi 7→ fi, i = 1, . . . , 4 fi 7→ −fi−2 − fi; i = 5, 6,

Note that the latter coincides with the transformation behaviour of the differ-
entials dτi,4, i = 1, 2, 3, and the former with the transformation behaviour of
−τ1,3,−τ1,2.

An analogous computation for the other automorphisms gives the following
results:

Q2, Q3 7→ −Q2,−Q3; (IV.6.12)

f1, f2 7→ −f1,−f2, fi 7→ fi, i = 3, . . . , 6.

Q2, Q3 7→ Q3, Q2; (IV.6.13)

f1, f2 7→ f1, f2, f3 ↔ f5, f4 ↔ f6,

Q2, Q3 7→ Q2, Q3; (IV.6.14)

fi 7→ −fi, i = 1, . . . , 6.

Now we must compute the invariant cohomology with respect to G(σ
(4)
I ). This

can either be done by a (lengthy) computation by hand or a standard computer
algebra system.

The Ep,0
2 terms of the spectral sequence can be computed as follows. The

invariant part E2,0
2 of the cohomology group H0(T/T σ

(4)
I ;Q)⊗H2(E×E×E;Q)

is two-dimensional and generated by the tensors

I1 = f1 ∧ f2, I2 = 2(f3 ∧ f4 + f5 ∧ f6) + (f3 ∧ f6 + f5 ∧ f4).
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Table IV.10: E2 term of the spectral sequence converging to the cohomology of
β0

3(σ
(4)
I )

q

2 0 0 V2(−2) 0 V2(−3) 0 0
1 0 0 V2(−1) ⊕ Q(−2) 0 V2(−2) ⊕ Q(−3) 0 0
0 Q 0 Q(−1)⊕2 0 Q(−2)⊕2 0 Q(−3)

0 1 2 3 4 5 6 p

The term E4,0
2 is also two-dimensional, with generators I1 ∧ I2 and I2 ∧ I2. The

terms E0,0
2

∼= H0(T/T σ
(4)
I ;Q)⊗H0(E ×E ×E;Q) and E6,0

2
∼= H0(T/T σ

(4)
I ;Q) ⊗

H6(E × E × E;Q) are one-dimensional and generated by fundamental classes.

The term E2,1
2 , which is the invariant part of H1(T/T σ

(4)
I ;Q) ⊗H2(E × E ×

E;Q) is 4-dimensional, with generators

gi,j = ((Q2 + 2Q3) ⊗ fj+2 + (2Q2 +Q3) ⊗ fj+4) ∧ fi, i, j = 1, 2.

In particular, it is isomorphic to H1(E;Q) ⊗ H1(E;Q) = Sym2(H1(E;Q)) ⊕
∧2H1(E;Q). The term E4,1

2 is also four-dimensional and generated by (gi,j ∧I2).
All other Ep,1

2 vanish.
Finally, the only non-trivial terms of the form Ep,2

2 are those with p = 2 and

p = 4. The subspace E2,2
2 ⊂ H2(T/T σ

(4)
I ;Q) ⊗H2(E × E × E;Q) is isomorphic

to Sym2(H1(E;Q)) and is generated by the invariant tensors

Q2 ∧Q3 ⊗ f3 ∧ f5, Q2 ∧Q3 ⊗ (f3 ∧ f6 + f4 ∧ f5), Q2 ∧Q3 ⊗ f4 ∧ f6.

Finally, the subspace E4,2
2 is 4-dimensional and equal to E2,2

2 ∧ I1.
In terms of local systems this gives rise to the Table IV.10. We claim that

that the differentials dp,q
2 : Ep,q

2 → Ep+2,q−1
2 for (p, q) = (2, 1), (2, 2) and (4, 1) are

of maximal rank. Indeed, by Schur’s lemma it is enough to prove that they are
non-zero. To check this it is enough to recall that the torus bundle is isomorphic
to p∗1,3(P

0)⊕p∗1,2(P
0). In particular, for every class α ∈ Ep,1

2 we obtain dp,1
2 (α) by

replacing Q2 with c1(p
∗
1,3(P)) = −(f1 ∧ f6 + f5 ∧ f2) and Q3 with c1(p

∗
1,3(P)) =

−(f1 ∧ f4 + f3 ∧ f2) in the expression of α. Analogously, for every class β ∈ E2,2
2

we get d2,2
2 (β) by replacing Q2 ∧ Q3 with Q2 ⊗ c1(p

∗
1,2(P)) − Q3 ⊗ c1(p

∗
1,3(P)).

Then the claim follows from a straightforward calculation.

To complete the proof of Lemma IV.6.5 is now an easy consequence of the
Leray spectral sequence of the fibration p ◦ q

σ
(4)
I

: T (σ
(4)
I ) → A1. Looking at the

weights of the Hodge structures, we see immediately that all differentials must
vanish and thus the result follows.

125



CHAPTER IV. COHOMOLOGY OF AVOR
4

IV.6.4 The cohomology of β0
3(σ

(4)
II )

Before we can describe the cohomology of this stratum we must identify the toric
bundle T (σ

(4)
II ).

Lemma IV.6.7. Let p1,2 : E×E×E → E×E be the projection onto the first two
factors and let q : E×E×E → E×E be the map given by q(x, y, z) = (x+y+z, z).
Then

T (σ
(4)
II )|E×E×E

∼= p∗1,2(P
0) ⊕ q∗((P−1)0).

where P0 is the Poincaré bundle over the product E × E with the 0-section re-
moved.

Proof. Since the generators of the cone σ
(4)
II correspond to T1, T2, T4, T5 we can

take T6 = t−1
1,2 and T3 = t3,3t1,3t2,3 as coordinates on the torus T/T (σ

(4)
II

). In
Lemma IV.6.4 we had seen that the action of the group generated by the matrices
g3 with M,N ∈ Z3 is as follows. For N = (n1, n2, n3) we have τi,4 7→ τi,4 + ni

and for M = (m1, m2, m3) we have τi,j 7→ τi,j + mjτi,4 + miτj,4 + mimjτ4,4 for
1 ≤ i, j ≤ 3 and τi,4 7→ τi,4 +miτ4,4. In particular

τ1,2 7→ τ1,2 +m2τ1,4 +m1τ2,4 +m1m2τ4,4

whereas
(τ1,3 + τ2,3 + τ3,3) 7→ (τ1,3 + τ2,3 + τ3,3)+

m3(τ1,4 + τ2,4 + τ3,4) + (m1 +m2 +m3)τ3,4 +m3(m1 +m2 +m3)τ4,4.

A comparison with the transformation behaviour for the Poincaré bundle de-
scribed in Lemma IV.6.4 gives the claim.

Lemma IV.6.8. The rational cohomology groups with compact support of β0
3(σ

(4)
II )

are given by
Hk

c (β0
3(σ

(4)
II );Q) = Q(−k/2), k = 10, 12.

Proof. As in the previous case we first have to describe the automorphism G(σ
(4)
II )

of the cone σ
(4)
II . This group is the symmetric group S4 permuting the generators

of the cone together with the map xi 7→ −xi. Hence we can work with the
following generators:

xi 7→ −xi, i = 1, . . . , 6 (IV.6.15)

x1 ↔ x2, x3 7→ x1 + x2 − x3 (IV.6.16)

x1 7→ x1 − x3, x2 7→ −x2, x3 7→ −x3 (IV.6.17)

x1 7→ x3 − x2, x2 7→ −x2, x3 7→ x1 − x2. (IV.6.18)

We now have to compute the induced action of these automorphisms on the

cohomology groups H•(T/T (σ
(4)
II

);Q)⊗H•(E×E×E;Q). To this end, we denote
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by Q3 (respectively, R) the generator of H1(T/T (σ
(4)
II

);Q) corresponding to the
parameter T6 = t−1

1,2 (respectively, to T3 = t1,3t2,3t3,3).
It is immediately clear that in the case of (IV.6.15) the action is given by

Q3, R 7→ Q3, R; (IV.6.19)

fi 7→ −fi, i = 1, . . . , 6.

We note that this implies that there can be no non-trivial invariant cohomology
classes involving terms of odd degree in H•(E ×E ×E). Next we claim that the
action on cohomology of (IV.6.16) is given by

Q3 7→ Q3 − R, R 7→ −R (IV.6.20)

fi 7→ fi+2 + fi+4, i = 1, 2; fi 7→ fi−2 + fi+2, i = 3, 4; fi 7→ −fi, i = 5, 6.

To see this we compute









0 1 1 0
1 0 1 0
0 0 −1 0
0 0 0 1

















τ1,1 τ1,2 τ1,3 τ1,4

τ1,2 τ2,2 τ2,3 τ2,4

τ1,3 τ2,3 τ3,3 τ3,4

τ1,4 τ2,4 τ3,4 τ4,4

















0 1 0 0
1 0 0 0
1 1 −1 0
0 0 0 1









=

=









∗ τ1,2 + τ2,3 + τ1,3 + τ3,3 −τ2,3 − τ3,3 τ2,4 + τ3,4

∗ ∗ −τ1,3 − τ3,3 τ1,4 + τ3,4

∗ ∗ τ3,3 −τ3,4

∗ ∗ ∗ τ4,4









.

This immediately gives the claim for the fi. For Q3, R we observe that the action
induced on the homology is dual to the action on the subspace 〈−τ1,2, τ1,3 + τ2,3 +
τ3,3. Since cohomology is dual to homology, the action on Q3, R agrees with that
on −τ1,2, τ1,3 + τ2,3 + τ3,3.

A similar calculation gives the following results in the remaining cases:

Q3 7→ −Q3, R 7→ −Q3 +R; (IV.6.21)

fi 7→ fi, i = 1, 2; fi 7→ −fi, i = 3, 4; fi 7→ −fi−4 − fi, i = 5, 6.

Q3 ↔ R; (IV.6.22)

fi 7→ fi+4, i = 1, 2; fi 7→ −fi−2 − fi − fi+2, i = 3, 4; fi 7→ fi−4, i = 5, 6.

It is now straightforward to compute the invariants under G(σ
(4)
II ). In the coho-

mology group H0(T/T (σ
(4)
II

);Q)⊗H2(E×E×E;Q) we find one invariant tensor,
namely

I1 = 3(f1 ∧ f2 + f3 ∧ f4) + 2ϕ+ ψ,
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Table IV.11: E2 term of the spectral sequence converging to the cohomology of
β0

3(σ
(4)
II )

q

2 0 0 0 0 0 0 0
1 0 0 Q(−2) 0 Q(−3) 0 0
0 Q 0 Q(−1) 0 Q(−2) 0 Q(−3)

0 1 2 3 4 5 6 p

where we denoted ϕ = (f1+f3+f5)∧f6+f5∧(f2+f4+f6) and ψ = f1∧f4+f3∧f2.

In H1(T/T (σ
(4)
II

);Q) ⊗ H2(E × E × E;Q) we also obtain one invariant tensor,
namely

I2 = −R ⊗ (2ϕ+ ψ) +Q⊗ (ϕ+ 2ψ).

The invariant class in H0(T/T (σ
(4)
II

);Q) ⊗ H4(E × E × E;Q) is I1 ∧ I1 and in

H1(T/T (σ
(4)
II

);Q)⊗H4(E×E×E;Q) it is I2 ∧ I1. This together with the funda-

mental classes in H0(T/T (σ
(4)
II

);Q) ⊗H0(E × E × E;Q) and H0(T/T (σ
(4)
II

);Q) ⊗
H6(E × E × E;Q) are the only invariants.

As before we now look at the Leray spectral sequence in cohomology associ-
ated with p ◦ q

σ
(4)
II

: T (σ
(4)
II ) → A1. Since all representations are trivial we thus

obtain Table IV.11. Hence, we have two differentials which could be non-zero,
namely

d2,1
2 : H1(T/T (σ

(4)
II

);Q)⊗H2(E×E×E;Q) → H0(T/T (σ
(4)
II

);Q)⊗H4(E×E×E;Q),

resp.

d4,1
2 : H1(T/T (σ

(4)
II

);Q)⊗H4(E×E×E;Q) → H0(T/T (σ
(4)
II

);Q)⊗H6(E×E×E;Q).

Indeed we claim that they do not vanish. For this we use the description of
T (σ

(4)
II )|E×E×E given in Lemma IV.6.7. It follows from this description that this

bundle splits into the product of two factors with Euler classes −ϕ and ψ. The
claim that the first differential is non-zero is now equivalent to

ϕ ∧ (2ϕ+ ψ) + ψ ∧ (ϕ+ 2ψ) 6= 0.

For the second differential we must check that

(ϕ ∧ (2ϕ+ ψ) + ψ ∧ (ϕ+ 2ψ)) ∧ I1 6= 0.

This can be checked by direct calculation. At the same time this proves that the
first differential does not vanish. The claim of the lemma now follows immediately
after converting to cohomology with compact support.
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IV.6.5 The cohomology of β0
3(σ

(5))

Lemma IV.6.9. The rational cohomology groups with compact support of β0
3(σ

(5))
are given by

Hk
c (β0

3(σ
(5));Q) =







Q(−k/2) k = 6, 10
Q(−k/2)⊕2 k = 8
0 otherwise.

Proof. We first have to compute the automorphism group G(σ(5)). It is not hard
to see that this group is generated by the transformations

xi 7→ −xi, i = 1, 2, 3 (IV.6.23)

x1 ↔ x2, x3 7→ x3 (IV.6.24)

x1 7→ x1 − x3, x2 7→ x2 − x3, x3 7→ −x3 (IV.6.25)

x1 7→ x1 − x3, x2 7→ −x2, x3 7→ −x3. (IV.6.26)

A computation analogous to that in Lemma IV.6.5 shows that this results in the
following action on cohomology, where again we denoted by fi the generators of
the cohomology of E ×E ×E and by Q3 the generator of the cohomology of the
fibre of the torus bundle:

fi 7→ −fi, i = 1, . . . , 6; Q3 7→ Q3 (IV.6.27)

fi ↔ fi+2, i = 1, 2; fj 7→ fj , j = 5, 6; Q3 7→ Q3 (IV.6.28)

fi 7→ fi, i = 1, . . . , 4; fk 7→ −fk−4 − fk−2 − fk, k = 5, 6; Q3 7→ Q3 (IV.6.29)

fi 7→ fi, i = 1, 2; fj 7→ −fj , j = 3, 4; fk 7→ −fk−4 − fk, k = 5, 6; Q3 7→ −Q3.
(IV.6.30)

Next, we compute the invariant cohomology inH0(C∗;Q)⊗H2k(E×E×E;Q).
Clearly this is 1-dimensional for k = 0, 6. By duality it is enough to do the
computation for k = 2. Here we find a 2-dimensional invariant subspace generated
by i1 := f1 ∧ f2 + f3 ∧ f4 and i2 := f1 ∧ f4 + f3 ∧ f2 + 2(f1 + f3 + f5)∧ f6 + 2f5 ∧
(f2 + f4 + f6).

In this situation we also have invariant cohomology inH1(C∗;Q)⊗H2(E×E×
E;Q). This is 1-dimensional and generated by Q3⊗(f1∧f4 +f3∧f2). By duality
we also have a 1-dimensional invariant subspace in H1(C∗)⊗H4(E×E ×E). A
standard calculation shows that this is generated by Q3 ∧ (f1 ∧ f4 + f3 ∧ f2)∧ i2.

In this case the differentials in the Leray spectral sequence are not automat-
ically 0. The situation is described in Table IV.12. here are two differentials
which we have to consider. These are:

d2,1
2 : H1(C∗;Q) ⊗H2(E × E × E;Q) → H0(C∗;Q) ⊗H4(E ×E × E;Q),
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Table IV.12: E2 term of the spectral sequence converging to the cohomology of
β0

3(σ
(5))

q

1 0 0 Q(−2) 0 Q(−3) 0 0
0 Q 0 Q(−1)⊕2 0 Q(−2)⊕2 0 Q(−3)

0 1 2 3 4 5 6 p

resp.

d4,1
2 : H1(C∗;Q) ⊗H4(E × E × E;Q) → H0(C∗;Q) ⊗H6(E ×E × E;Q).

We claim that both differentials are non-zero, i.e. they have rank 1. We
first treat d1,2

2 . The differential is given by taking the cup-product with the first
Chern class of the vector bundle spanned by the torus bundle T (σ(5))|E×E×E. As
in previous cases on can see that T (σ(5))|E×E×E

∼= p∗12(P
0). This shows that

d1,2
2 : Q3 ⊗ (f1 ∧ f4 + f3 ∧ f2) 7→

(f1 ∧ f4 + f3 ∧ f2) ∧ (f1 ∧ f4 + f3 ∧ f2) = 2f1 ∧ f2 ∧ f3 ∧ f4 6= 0.

The argument for d1,4
2 is analogous. Finally we use the duality Hk

c (β0
3(σ

(5));Q) =
H10−k(β0

3(σ
(5));Q)∗⊗Q(−5) (which holds on finite smooth covers) to obtain the

claim.

IV.6.6 The cohomology of β0
3(σ

(6))

Lemma IV.6.10. The rational cohomology groups with compact support of β0
3(σ

(6))
are given by

Hk
c (β0

3(σ
(6));Q) =

{

Q(−k/2) k = 2, 4, 6, 8
0 otherwise.

Proof. The proof of this lemma is analogous to the other cases. We first note
that the automorphism group of G(σ(6)) is generated by the symmetric group in
three variables permuting the coordinates xi (i = 1, 2, 3) and the transformations
(IV.6.23) and (IV.6.25) already considered in the previous section. In this case
the torus rank is 0 and hence it suffices to compute the action on the cohomology
of the triple product E × E × E. In view of the transformation (IV.6.23) there
is no invariant in odd degree. By duality it is enough to compute the invariant
cohomology in H2(E×E×E;Q). A straightforward calculation shows that this
is 1-dimensional with generator 2v1 + v2 + v3, with v1 = f1 ∧ f2 + f3 ∧ f4 + f5 ∧ f6,
v2 = f1 ∧ f4 + f3 ∧ f6 + f5 ∧ f2 and v3 = f1 ∧ f6 + f3 ∧ f2 + f5 ∧ f4.
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Table IV.13: Gysin spectral sequence converging to the cohomology with compact
support of β0

3

q

10 0 0 0 Q(−7)
9 0 0 Q(−6)⊕2 0
8 0 Q(−5) 0 Q(−6)
7 Q(−4) 0 Q(−5)⊕3 0
6 0 Q(−4)⊕2 0 0
5 Q(−3) 0 Q(−4) + Q(−2) Q(−2)
4 0 Q(−3) 0 0
3 Q(−2) 0 0 Q(−1)
2 0 0 Q 0
1 Q(−1) 0 0 0

1 2 3 4 p

IV.6.7 The cohomology of β0
3

In this section, we will use the computations on the strata of β0
3 to prove the

following result.

Proposition IV.6.11. The rational cohomology with compact support of β0
3 is

as follows: the non-zero Betti numbers are

i 2 4 5 6 7 8 10 12 14
bi 1 1 1 2 1 4 4 3 1

One has H7
c (β0

3 ;Q) = Q(−1) and H5
c (β0

3 ;Q) = Q. Furthermore all cohomology
groups of even degree are algebraic.

Proof. We consider the Gysin spectral sequence associated with the stratifica-
tion of β0

3 given by the locally closed strata W1 = β0
3(σ

(6)), W2 = β0
3(σ

(5)),

W3 = β0
3(σ

(4)
I )∪β0

3(σ
(4)
II ) and W4 = β0

3(σ
(3)). We set Yp = W p. This is the spectral

sequence Ep,q
• ⇒ Hp+q

c (β
(0)
3 ;Q) with Ep,q

1 = Hp+q
c (Yp \ Yp−1;Q) = Hp+q

c (Wp;Q).
The cohomology with compact support of the strata Wi was computed in the
Lemmas IV.6.2, IV.6.5, IV.6.8, IV.6.9 and IV.6.10. In view of these results, the
E1 term of the Gysin spectral sequence is as given in Table IV.13. We consider
the differentials dp,q

r : Ep,q
r → Ep+r,q−r+1

r . Inspection of Table IV.13 shows that

the only possible non-zero differential is d3,5
1 : E3,5

1 = H8
c (β0

3(σ
(4)
I );Q) → E4,5

1 =
H9

c (β0
3(σ

(3));Q). We can interpret this differential as arising from the Gysin long

exact sequence associated with the inclusion of β0
3(σ

(4)
I in the partial compact-

ification β0
3(σ

(3)) ∪ β0
3(σ

(4)
I ) of β0

3(σ
(3)). Let us denote by ΨE the fibre of the
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fibration β0
3(σ

(3)) ∪ β0
3(σ

(4)
I ) → A1 over a point [E] ∈ A1. Thanks to the Leray

spectral sequence associated with that fibration, all we need to know is that the
cohomology with compact support of ΨE vanishes in degree 7. This requires to
prove that the differential

d7 : H7
c ((p ◦ q

σ
(4)
I

)−1([E]);Q) → H8
c ((p ◦ qσ(3))−1([E]);Q)

in the Gysin long exact sequence associated with (p ◦ q
σ

(4)
I

)−1([E]) ⊂ ΨE is an

isomorphism.
Since in the proofs of Lemma IV.6.4 and Lemma IV.6.6 we described the gen-

erators of the cohomology of the fibres of E rather than those of the cohomology
with compact support, we shall analyze the map induced by d7 on cohomology
by Poincaré duality, whose rank coincides with that of d7. Let us recall that the
inclusion of {0}× (C∗)2 in C× (C∗)2 induces a Gysin long exact sequence whose
differentials define the maps

Hk((C∗)2;Q) ⊗ Q(−1) −→ Hk+1((C∗)3;Q)
Ti 7−→ Ti ∧ T1 i = 2, 3.

As a consequence, the differential H3((p◦q
σ

(4)
I

)−1([E]);Q)⊗Q(−1) → H4((p◦

qσ(3))−1([E]);Q) maps each of the generators gi,j described in the proof of Lemma IV.6.6
to the class obtained by replacing T2 by T2 ∧T1 in the expression, and then sym-
metrizing for the action of the group G(σ(3)). This yields:

gi,j 7−→
2

3

∑

0≤k,l≤2

Qk+1 ∧Ql+1 ⊗ f2k+i ∧ f2l+j ,

hence in particular the differential is surjective. From this the claim follows.

IV.7 Torus rank 4

In this section we compute the cohomology of the closed strata β4 ⊂ AVor
4 and

βperf
4 ⊂ Aperf

4 of torus rank 4 in the second Voronoi and the perfect cone com-
pactification, respectively.

We shall first state the main results:

Theorem IV.7.1. The cohomology groups with rational coefficients of the closed
stratum βperf

4 ⊂ Aperf
4 of the perfect cone compactification of the moduli space

of abelian varieties of dimension 4 are non-zero only in even degree. The only
non-zero Betti numbers are b0 = b2 = b4 = 1, b6 = b8 = 4, b10 = 3 and b12 = 1.

The cohomology is algebraic in all degrees different from 6, whereasH6(βperf
4 ;Q)

is an extension of Q(−3)⊕3 by Q(−1).
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The closed stratum β4 ⊂ AVor
4 has two irreducible components: a nine-dimen-

sional component E, which is the exceptional divisor of the blow-up q : AVor
4 →

Aperf
4 , and a six-dimensional component, which is the proper transform of βperf

4

under q.

Theorem IV.7.2. 1. The rational cohomology of E is all algebraic. The only
non-zero Betti numbers are b0 = b2 = b16 = b18 = 1, b4 = b14 = 2 and
b6 = b8 = b10 = b12 = 3.

2. The rational cohomology of β4 is non-trivial only in even degree. The non-
zero Betti numbers are

i 0 2 4 6 8 10 12 14 16 18
bi 1 2 3 7 7 6 4 2 1 1

All cohomology groups are algebraic, with the exception of H6(β4;Q), which
is an extension of Q(−3)⊕6 by Q(−1).

IV.7.1 Cone decompositions

It is in this section that we require full information about the perfect cone or
first Voronoi and the second Voronoi decomposition in Sym2

≥0(R
4). Details con-

cerning these decompositions can be found in [ER1], [ER2], [Val] and [Vor]. We
start by recalling the perfect cone decomposition. The starting point is two 10-
dimensional cones, namely the principal cone Π1(4) and the second perfect cone
Π2(4). These cones are given by

Π1(4) = 〈x2
1, x

2
2, x

2
3, x

2
4, (x1 − x2)

2, (x1 − x3)
2, (x1 − x4)

2, (x2 − x3)
2,

(x2 − x4)
2, (x3 − x4)

2〉

and

Π2(4) = 〈x2
1, x

2
2, x

2
3, x

2
4, (x1 − x3)

2, (x1 − x4)
2, (x2 − x3)

2, (x2 − x4)
2,

(x3 − x4)
2, (x1 + x2 − x3)

2, (x1 + x2 − x4)
2, (x1 + x2 − x3 − x4)

2〉

respectively. The perfect cone decomposition consists of all GL(4,Z)-translates of
these cones and their faces. While the cone Π1(4) is basic, the cone Π2(4) is not,
hence it defines a singular point Psing ∈ Aperf

4 . Nevertheless, all 9-dimensional
faces of Π2(4) are basic. Modulo the action of GL(4,Z) these 9-dimensional faces
define two orbits. Traditionally these are called RT (red triangle) and BF (black
face) respectively (see [ER2]).

In genus 4 and 5 (but not in general) the second Voronoi decomposition is a
subdivision of the perfect cone decomposition. In our case it is the refinement of
the perfect cone decomposition obtained by adding all cones that arise as spans
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of the 9-dimensional faces of Π2(4) with the central ray generated by

e =
1

3

[

x2
1 + x2

2 + x2
3 + x2

4 + (x1 − x3)
2 + (x1 − x4)

2 + (x2 − x3)
2 + (x2 − x4)

2

+(x3 − x4)
2 + (x1 + x2 − x3)

2 + (x1 + x2 − x4)
2 + (x1 + x2 − x3 − x4)

2
]

.
(IV.7.1)

In particular, all perfect cones, with the exception of Π2(4), belong to the second
Voronoi decomposition. Geometrically this means that AVor

4 is a blow-up of
Aperf

4 = AIgu
4 in the singular point Psing. Since all cones on the second Voronoi

decomposition are basic AVor
4 is smooth (as a stack). Moreover, the exceptional

divisor E is irreducible and smooth (again as a stack). (For a discussion of this
see also [HS2].

A description of representatives of all GL(4,Z)-orbits of cones in the second
Voronoi, and hence also the perfect cone decomposition, can be found in [Val,
Chapter 4]. For cones with extremal rays spanned by quadratic forms of rank 1
the list is given in [Val, S.4.4.4]. Note that in this list K5 denotes the cone Π2(4),
and the 9-dimensional cones K5−1 and K3,3 correspond to the equivalence classes
BF, respectively, RT of [ER2]. The remaining cones are listed in [Val, S.4.4.5].
The following list gives the number of GL(4,Z)-orbits of cones in each dimension
for the two decompositions.

dimension 1 2 3 4 5 6 7 8 9 10
# perfect cones 1 1 2 3 4 5 4 2 2 2
# second Voronoi cones 2 2 4 7 9 11 11 7 4 3

From this we see that the perfect cone decomposition has 26 different cones,
whereas the second Voronoi decomposition has 60 different cones. The lists in
[Val] also allow us to write down generators for the extremal rays of representa-
tives in all cases.

IV.7.2 Plan for computation

We briefly recall the structure of β4 and βperf
4 which comes from the toroidal

construction. More generally, let βΣ
4 be the stratum of any admissible fan Σ

(in our case either the perfect cone or the second Voronoi fan), then each cone
σ ∈ Σ defines a torus orbit Tσ of dimension 10 − k where k is the dimension of
σ. Let Gσ ⊂ GL(4,Z) be the stabilizer of σ with respect to the natural action
of GL(4,Z) on Sym2

≥0(R
4). Then Gσ acts on Tσ and βΣ

4 is the disjoint union
of the quotients Zσ = Tσ/Gσ where σ runs through a set of representatives of
all cones in Σ which contain a form of rank 4 in their interior. We then define
a stratification by defining Sp as the union of all Zσ where dim σ ≥ 10 − p. In
particular, Sp \ Sp−1 is the union of all Zσ with dim σ = 10 − p.
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The Gysin spectral sequence Ep,q
• ⇒ Hp+q

c (βperf
4 ;Q) = Hp+q(βperf

4 ;Q) associ-
ated with the filtration Sp has E1 term given by

Ep,q
1 = Hp+q

c (Sp \ Sp−1;Q).

Since Sp \ Sp−1 is the disjoint union of the Zσ with dim σ = 10− p it follows that

H•
c (Sp \ Sp−1;Q) =

⊕

dimσ

H•
c (Zσ;Q).

In our situation we have considerably more information. In particular we
know that, with the exception of Π2(4), all cones in both the perfect cone and
the second Voronoi decomposition, are basic. In particular all strata Sp with
p ≤ 9 are locally quotients of a smooth variety by a finite group. Moreover
Tσ = (C∗)10−dimσ and Zσ = (C∗)10−dim σ/Gσ. The torus orbit of Π2(4) is a point.
Thus we have to compute for each cone σ the cohomology of the torus Tσ with
respect to Gσ. Recall that H•((C∗)k;Q) is the exterior algebra generated by
the k-dimensional vector space H1((C∗)k;Q). Moreover, a basis of the vector
space H1((C∗)k;Q) can be obtained by taking the Alexander dual classes of the
fundamental classes of the components

{(y1, . . . , yk)|yi = 0}, i = 1, . . . , k

of the complement of (C∗)k in Ck. This means that, once the generators of
the cone σ and of the group Gσ are known, the computation of the cohomology
of Zσ reduces to a linear algebra problem, which can be solved using compu-
tational tools. In our case, the generators of the stabilizers Gσ were calculated
with Magma ([BCP]) and the invariant part of the algebra

∧•H1((C∗)k;Q) with
Singular ([GPS]).

IV.7.3 Perfect cones

We shall now perform the programme outlined above for the perfect cone com-
pactification, which coincides with the Igusa compactification in genus 4. We
have already mentioned that a list of representatives of all cones in the perfect
cone decomposition, together with their generators, can be found in [Val, Ch. 4].
This enables us to compute the stabilizer groups Gσ as well as the invariant co-
homology of the torus orbits Tσ = (C∗)k where k = 10 − dim σ. The results so
obtained are listed in Table IV.14, where the notation for the cones is the one of
[Val, §4]. The information on the cohomology of the strata is given in the form
of Hodge Euler characteristics, i.e. what is given is the Euler characteristic of
H•

c (Zσ;Q) in the Grothendieck group of Hodge structures. The symbol L denotes
the class of the weight 2 Tate Hodge structure Q(−1) in the Grothendieck group.
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Table IV.14: GL(4,Z)-orbits of perfect cones
Σ dim Σ eHdg(ZΣ)

K5 = Π1(4) 10 1
Π2(4) 10 1
K5 − 1 9 L

K3,3 9 L− 1
K5 − 2 8 L2

K5 − 1 − 1 8 L2 − L

K5 − 2 − 1 7 L3 − L2

C2221 7 L3

K5 − 3 7 L3

Σ dim Σ eHdg(ZΣ)

K4 + 1 7 L3

C222 6 L4 − L3

C321 6 L4 + 1
C221 + 1 6 L4

C3 + C3 6 L4

C5 5 L5 − 1
C4 + 1 5 L5

C3 + 1 + 1 5 L5 + L

1 + 1 + 1 + 1 4 L6

Table IV.15: E1 term of the spectral sequence converging to H•(βperf
4 ;Q).

q

6 0 0 0 0 0 0 Q(−6)
5 0 0 0 0 0 Q(−5)3 0
4 0 0 0 0 Q(−4)4 0 0
3 0 0 0 Q(−3)4 Q(−3) 0 0
2 0 0 Q(−2)2 Q(−2) 0 0 0
1 0 Q(−1)2 Q(−1) 0 0 Q(−1) 0
0 Q2 Q 0 0 Q Q 0

0 1 2 3 4 5 6 p

The relationship between cohomology and cohomology with compact support is
given by Poincaré duality:

H l
c(Zσ;Q) = Hom(H2k−l(Zσ;Q),Q(−k)),

which holds since the Zσ are finite quotients of the smooth varieties Tσ.
In view of the information on the cohomology of the Zσ given in Table IV.14,

this yields that the E1 terms of the spectral sequence Ep,q
• ⇒ Hp+q(βperf

4 ;Q) are
as shown in Table IV.15.

To establish Theorem IV.7.1, we need to determine the rank of all differen-
tials in the spectral sequence. As morphisms between pure Hodge structures
of different weights are necessarily trivial, one remains with five differentials to
investigate, all of the form dp,q

1 : Ep,q
1 → Ep+1,q

1 . We will denote them by

δ0 : E0,0
1 −→ E1,0

1 , δ′0 : E4,0
1 −→ E5,0

1 ,

δ1 : E1,1
1 −→ E2,1

1 , δ2 : E2,2
1 −→ E3,2

1 , δ3 : E3,3
1 −→ E4,3

1 .

Lemma IV.7.3. All the differentials δ0, δ
′
0, δ1, δ2 and δ3 have rank 1.
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Proof. Since βperf
4 is connected, one has H0(βperf

4 ;Q) = Q. This implies that δ0
has rank 1.

Next, we consider the differential δ′0 : E4,0
1

∼= Q −→ E5,0
1

∼= Q. From the
description of the strata given in Table IV.14, we have E4,0

1 = H4
c (ZC321 ;Q) and

E5,0
1 = H5

c (ZC5;Q) for the cones

C5 = 〈x2
1, x

2
2.(x1 − x4)

2, (x2 − x3)
2, (x3 − x4)

2〉,
C321 = 〈x2

1, x
2
2, x

2
4, (x1 − x4)

2, (x2 − x3)
2, (x3 − x4)

2〉.

The cone C5 is contained in C321, hence ZC321 is contained in the closure of
ZC5 . Furthermore, the rank of δ′0 must coincide with the rank of the differential
η0 : H4

c (ZC321 ;Q) → H5
c (ZC5 ;Q) of the Gysin long exact sequence associated with

the inclusion of ZC321 in the partial compactification ZC5 ∪ ZC321 of ZC5 .
If one considers the stabilizers, one observes that GC321 is a subgroup of GC5 .

Therefore, one can view η0 as a map from the cohomology of (C∗)4 to the coho-
mology of (C∗)5 in the following way:

H4
c (ZC321 ;Q)

η0��

H4
c ((C∗)4;Q)GC321

η0

**VVVVVVVVV

H5
c (ZC5 ;Q) H5

c ((C∗)5;Q)GC5 H5
c ((C∗)5;Q)GC321 ,

where we used the fact that the GC321-invariant part of H5
c ((C∗)5;Q) coincides

with the GC5-invariant part. This new interpretation relates the map η0 to the
differential

H4
c ((C∗)4;Q) ∼= Q −→ H5

c ((C∗)5;Q) ∼= Q (IV.7.2)

of the Gysin exact sequence of an inclusion (C∗)4 →֒ C×(C∗)4, with complement
isomorphic to (C∗)5. In particular, since Hk

c (C × (C∗)4;Q) vanishes for k ≤ 5,
the differential (IV.7.2) is an isomorphism, and the same holds for η0.

Let us consider the differential

δ1 : E1,1
1

∼= H2
c (ZK5−1;Q) ⊕H2

c (ZK3,3;Q) → E2,1
1

∼= H3
c (ZK5−1−1;Q).

Note that both ZK5−1 and ZK3,3 are contained in the closure of ZK5−1−1 ⊂ βperf
4 .

We choose to investigate the inclusion i3,3 of ZK3,3 in the partial compactification
ZK3,3 ∪ZK5−1−1 of ZK5−1−1. Then the rank of δ1 cannot be smaller than the rank
of the differential

η1 : H2
c (ZK3,3 ;Q) −→ H3

c (ZK5−1−1;Q)

in the Gysin long exact sequence associated with i3,3, even though there is no
canonical isomorphism between the kernel of η1 and that of δ1.

In Vallentin’s notation, the cone K3,3 is given by

K3,3 = 〈x2
1, x

2
2, x

2
3, x

3
4, (x1 − x3)

2, (x1 − x4)
2, (x2 − x3)

2, (x2 − x4)
2,

(x1 + x2 − x3 − x4)
2〉.
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In particular, its subcone

K5 − 1 − 1b = 〈x2
1, x

2
2, x

2
3, x

2
4, (x1 − x3)

2, (x1 − x4)
2, (x2 − x3)

2, (x2 − x4)
2〉

belongs to the same GL(4,Z)-orbit asK5−1−1, so that ZK5−1−1b ⊂ βperf
4 coincides

with ZK5−1−1. The stabilizer GK5−1−1b of the cone K5 − 1 − 1b is generated by
−IdZ4 and by the two automorphisms















x1 7→ x3

x2 7→ x4

x3 7→ x2

x4 7→ x1

and















x1 7→ x1

x2 7→ x2

x3 7→ x4

x4 7→ x3

.

In particular, one can check that the group GK5−1−1b is contained in the
stabilizer GK3,3 of the cone K3,3.

Analogously to the case of η0, we can reduce the study of η1 to the study of the
long exact sequence of an inclusion C∗ →֒ C × C∗ with complement isomorphic
to (C∗)2, by exploiting the diagram

H2
c (ZK3,3;Q)

η1��

H2
c (C∗;Q)GK3,3 H2

c (C∗;Q)GK5−1−1b

η1��
H3

c (ZK5−1−1b;Q) H3
c ((C∗)2;Q)GK5−1−1b .

Then the claim follows from the fact that the differentialH2
c (C∗;Q) ∼= Q(−1) →

H3
c ((C∗)2;Q) in the Gysin long exact sequence associated with the inclusion

C∗ →֒ C × C∗ has rank 1.
The proof for δ2 and δ3 is completely analogous to that for δ1. In the case

of δ2 one considers the inclusion of the 2-dimensional stratum ZK5−2 in the 3-
dimensional stratum ZK5−2−1, given by the inclusion of the cone

K5 − 2 − 1b = 〈x2
1, x

2
2, x

2
3, (x1 − x4)

2, (x2 − x3)
2, (x2 − x4)

2, (x3 − x4)
2〉,

which lies in the same GL(4,Z)-orbit as K5 − 2 − 1, in

K5 − 2 = 〈x2
1, x

2
2, x

2
3, x

2
4, (x1 − x4)

2, (x2 − x3)
2, (x2 − x4)

2, (x3 − x4)
2〉.

In this case, the stabilizers of K5 − 2 and of K5 − 2− 1b coincide as subgroups of
GL(4,Z).

In the case of δ3, one considers the inclusion of the 3-dimensional stratum
ZC2221 in the 4-dimensional stratum ZC222 , given by the inclusion of the cone

C222 = 〈x2
1, x

2
2, x

2
3, (x1 − x4)

2, (x2 − x4)
2, (x3 − x4)

2〉

in
C2221 = 〈x2

1, x
2
2, x

2
3, x

2
4, (x1 − x4)

2, (x2 − x4)
2, (x3 − x4)

2〉.

Again, the stabilizers of C222 and C2221 coincide.
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IV.7.4 Cones containing e

We shall now prove Theorem IV.7.2.

Proof of (1)⇒(2) in Theorem IV.7.2. Assume that the cohomology with com-
pact support of the exceptional divisor E of the blow-up AVor

4 → Aperf
4 is as

stated in (1). The Gysin long exact sequence associated with the closed inclusion
E ⊂ β4 is as follows:

· · · → Hk−1
c (E;Q)

dk−→ Hk
c (β4 \ E;Q) → Hk

c (β4;Q) → Hk
c (E;Q) → · · · (IV.7.3)

Similarly the Gysin sequence of the pair {Psing} ⊂ βperf
4 reads

· · · → Hk−1
c (Psing;Q) → Hk

c (βperf
4 \ {Psing};Q) →

→ Hk
c (β4

perf ;Q) → Hk
c (Psing;Q) → · · ·

Since AVor
4 → Aperf

4 is an isomorphism outside E, the complement β4 \ E is iso-
morphic to βperf

4 \{Psing}. By Theorem IV.7.1 the odd cohomology with compact

support of βperf
4 vanishes and hence Hk

c (βperf
4 \ {Psing};Q) = Hk

c (β4 \ E;Q) = 0

for odd k ≥ 3. Moreover, H1
c (βperf

4 \ {Psing};Q) = H1
c (β4 \ E;Q) = 0 since Psing

is a point and βperf
4 is compact (which implies that cohomology with compact

support and ordinary cohomology coincide).

Furthermore by the description of H•
c (E;Q) from (1) we know that all odd

cohomology of E vanishes. This ensures that all differentials dk, k ≥ 1 are zero.
This implies that the Betti numbers bk of β4 with k ≥ 1 are as stated in The-
orem IV.7.2. Also the description of the Hodge structures follows from Theo-
rem IV.7.1 and from part (1) in view of the long exact sequence (IV.7.3). Finally,
the fact that H0

c (β4;Q) is one-dimensional follow from the connectedness of β4.
To complete the proof, recall that β4 is compact, so that cohomology and coho-
mology with compact support agree.

Lemma IV.7.4. For every k, the cohomology group Hk(E;Q) carries a pure
Hodge structure of weight k.

Proof. To prove the claim, we consider the second Voronoi compactification
AVor

4 (n) of the moduli space of principally polarized abelian fourfolds with a
level-n structure (n ≥ 3). Recall that AVor

4 (n) is a smooth projective scheme and
that the map π(n) : AVor

4 (n) → AVor
4 is a finite group quotient. The preimage

π(n)−1(E) of E is the union of finitely many irreducible components, all of which
are smooth and pairwise disjoint. This follows from the toric description, since
these components are themselves toric varieties given by the star Star(〈e〉) in the
lattice Sym2(Z4)/Ze.

139



CHAPTER IV. COHOMOLOGY OF AVOR
4

Table IV.16: GL(4,Z)-orbits of cones of dimension ≥ 6 containing e
σ dim σ eHdg(Zσ)

111+ 10 1
111− 10 1
211+ 9 L − 1
211− 9 L

311+ 8 L2 − L

311− 8 L2

22′1 8 L2 − L

221+ 8 L2

221− 8 L2 + L

411 7 L3 − L2

321+ 7 L3 − L2 + L− 1

σ dim σ eHdg(Zσ)

321− 7 L3 − 2L2 + L

222′ 7 L3 − L2

22′2′′ 7 L3

222+ 7 L3

222− 7 L3

421 6 L4 − L3 + L2 − L

331+ 6 L4 + 1
331− 6 L4 − L3 − L + 1
322+ 6 L4 − L3

322− 6 L4 − L3

322′ 6 L4 − 2L3 + 2L2 − 2L + 1

In particular, this implies that the Hodge structures on the cohomology groups
of π(n)−1(E) are pure of weight equal to the degree. As π(n) is finite, the pull-
back map

π(n)|∗π(n)−1(E) : H
k(E;Q) → Hk(π(n)−1(E);Q)

is injective. This implies that each cohomology group Hk(E;Q) is a Hodge
substructure of Hk(π(n)−1(E);Q), thus yielding the claim.

Proof of (1) in Theorem IV.7.2. In view of Lemma IV.7.4, determining the co-
homology of E is equivalent to computing its Hodge Euler characteristics, i.e.

eHdg(E) =
∑

k∈Z

(−1)k[Hk
c (E;Q)],

where [·] denotes the class in the Grothendieck group K0(HSQ) of Hodge struc-
tures. Hodge Euler characteristics are additive, so we are going to work with a
locally closed stratification of E and add up the Hodge Euler characteristics to
get the result.

The toroidal construction of AVor
4 yields that E is the union of toric strata

Zσ for all cones σ belonging to the second Voronoi decomposition but not to the
perfect cone decomposition. Note that for such σ the variety Zσ automatically
maps to A0 under the map AVor

4 → ASat
4 . Furthermore, up to the action of

GL(4,Z), one can assume that these cones contain the extremal ray 〈e〉 defined
in (IV.7.1) as extremal ray.

Since cones that lie in the same GL(4,Z)-orbit give the same variety Zσ, we
have to work with a list of representatives of all GL(4,Z)-orbits of cones fulfilling
our conditions. Such a list is given in [Val, §4.4.5]. As in the proof of Theo-
rem IV.14, we compute for each cone σ in Vallentin’s list the generators of its
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Table IV.17: GL(4,Z)-orbits of cones of dimension ≤ 5 containing e
Σ dim Σ eHdg(Zσ)

422′ 5 L5 + L3 − L2 + L

332− 5 L5 − L4 + L3 − 3L2 + 2L
431 5 L5 − L4 + L3 − L2 + L − 1
422 5 L5 − L4

332+ 5 L5 − 2L4 + L3 − L2 + 2L− 1
432 4 L6 − 2L5 + 2L4 − 4L3 + 5L2 − 2L
333− 4 L6 + 2L2

441 4 L6 + L2

333+ 4 L6 − L5 − L3 + 2L2 − L

433 3 L7 − L6 + L5 − L4 + 4L3 − 4L2

442 3 L7 + 2L3 − L2

443 2 L8 + 2L4 − 3L3

444 1 L9 − L4

TOT. L9 + L8 + 2L7 + 3L6 + 3L5 + 3L4 + 3L3 + 2L2 + L + 1

stabilizer Gσ in GL(4,Z), as well as their action on H1((C∗)10−dim σ;Q). Then we
use the computer algebra program Singular [GPS] to calculate all positive Betti
numbers of the quotient Zσ = (C∗)10−dimσ/Gσ. The results are given in Ta-
bles IV.16 and IV.17, where we list all cones and the Hodge Euler characteristics
of the corresponding strata of E.

As already explained, the Hodge Euler characteristic of E is the sum for
the Euler characteristics of all strata Zσ and is computed at the bottom of Ta-
ble IV.17. In view of Lemma IV.7.4, and recalling that L is the notation of
the weight 2 Tate Hodge structure Q(−1) in the Grothendieck group of rational
Hodge structures, we can conclude that the Betti numbers of E agree with those
given in the statement of Theorem IV.7.2.

Remark IV.7.5. Note that the Betti numbers of E satisfy Poincaré duality. In-
deed, this must be the case as E is smooth up to finite group action.

IV.8 Cohomology of A3 with coefficients in sym-

plectic local systems

In this section, we recollect the information on the cohomology of local systems
on A2 and A3 that we used in the course of the paper. Let us recall that the
cohomology of local systems of odd weight on Ag vanishes because it is killed
by the abelian involution. Therefore, we only need to deal with local systems of
even rank.
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The cohomology of A2 and A3 with constant coefficients is known. The moduli
space A2 is the disjoint union of the moduli space M2 of genus 2 curves and the
locus Sym2 A1 of products. Since it is known that the rational cohomology of
both these spaces vanishes in positive degree, we have

Lemma IV.8.1. The only non-trivial rational cohomology groups with compact
support of A2 are H4

c (A2;Q) = Q(−2) and H2
c (A2;Q) = Q(−1).

The rational cohomology of A3 was computed by Hain ([Ha]). We state below
his result in terms of cohomology with compact support.

Theorem IV.8.2 (Hain). The non-trivial Betti numbers with compact support
of A3 are

i 12 10 8 6
bi 1 1 1 2

Furthermore, all cohomology groups are algebraic with the exception ofH6
c (A3;Q),

which is an extension of Q(−3) by Q.

We deduce the results we need on non-trivial symplectic local systems with
weight ≤ 2 from results on moduli spaces of curves ([BT],[T3]). Note that the
result for V1,1 was already proven in [HT, Lemma 3.1].

Lemma IV.8.3. The cohomology groups with compact support of the weight 2
symplectic local systems on M2 are as follows: the cohomology of V2,0 vanishes
in all degrees, whereas the only non-zero cohomology group with compact support
of V1,1 is H3

c (M2;V1,1) = Q.

Lemma IV.8.4. The rational cohomology of M3 with coefficients in V1,0,0 and
V2,0,0 is 0 in all degrees. The only non-trivial cohomology group with compact
support of M3 with coefficients in V1,1,0 is H9

c (M3;V1,1,0) = Q(−5).

Proof of Lemma IV.8.4. Following the approach of [G2], we use the forgetful
maps p1 : M3,1 → M3 and p2 : M3,2 → M3 to obtain information. Note that p1

is the universal curve over M3 and that the fibre of p2 is the configuration space
of 2 distinct points on a genus 3 curve.

According to [BT, Cor. 1], there is an isomorphismH•(M3,1;Q) ∼= H•(M3;Q)⊗
H•(P1;Q) as vector spaces with mixed Hodge structures. If we compare this with
the Leray spectral sequence in cohomology associated with p1, we get that the
cohomology of M3 with coefficients in V1,0,0 must vanish.

Next, we analyze the Leray spectral sequence in cohomology associated with
p2. Taking the S2-action into account, the cohomology of the fibre of p2 induces
the following local systems on M3:
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local system: local system:
deg. invariant part alternating part
0 Q 0
1 V1,0,0 V1,0,0

2 Q(−1) ⊕ V1,1,0 Q(−1) ⊕V2,0,0

3 0 V1,0,0(−1)

This implies that the cohomology of M3 with coefficients in V2,0,0 (respec-
tively, in V1,1,0) is strictly related to the S2-alternating (resp. S2-invariant) part
of the cohomology of M3,2. The rational cohomology of M3,2 is described with its
mixed Hodge structures and the action of the symmetric group in [T3, Thm 1.1].
By comparing this with the E2-term of the Leray spectral sequence associated
with p2, one obtains that the cohomology of V2,0,0 vanishes and that the only
non-trivial cohomology group of V1,1,0 is H3(M3;V1,1,0) = Q(−3). Then the
claim follows from Poincaré duality.

Proof of Lemma IV.8.3. The proof is analogous to that of Lemma IV.8.4. In
this case, one needs to compare the Leray spectral sequence associated with
p2 : M2,2 → M2 with the cohomology of M2,2 computed in [T2, II,2.2]. Note
that in this case the cohomology of V1,0 vanishes because it is killed by the
hyperelliptic involution on the universal curve over M2.

Next, we compute the cohomology of the weight 2 local systems on A2 and
A3 we are interested in, by using Gysin long exact sequences in cohomology
with compact support and the stratification A2 = τ2(M2) ⊔ Sym2 A1 of A2,
respectively, the stratification A3 = τ3(M3)⊔τ2(M2)×A1⊔Sym3 A1 of A3. The
result on the cohomology with compact support of V1,1 was already proved in
[HT, Lemma 3.1].

Lemma IV.8.5. The only non-trivial cohomology groups of A2 with coefficients
in a local system of weight 2 are H3

c (A2;V1,1) = Q and H3
c (A2;V2,0) = Q(−1).

Proof. Using branching formulae as in [BvdG, §§7–8], one proves that the re-
striction of V2,0 to Sym2 A1 ⊂ A2 coincides with the symmetrization of V2 ×V0

on A1 × A1. Its cohomology with compact support is then Q(−1) in degree 3
and trivial in all other degrees by e.g. [G1, Thm. 5.3]. Analogously, one shows
that the cohomology of Sym2 A1 with coefficients in the restriction of the local
system V1,1 is trivial. Then the claim follows from the Gysin long exact sequence
associated with the inclusion Sym2 A1 ⊂ A2.

Lemma IV.8.6. The cohomology with compact support of A3 in the local system
V1,1,0 is non-trivial only in degree 5 and possibly in degrees 8 and 9 and is given in
these degrees by H5

c (A3;V1,1,0) = Q(−1) and H8
c (A3;V1,1,0) ∼= H9

c (A3;V1,1,0) =
Q(−4)⊕ǫ with ǫ ∈ {0, 1}.
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Proof. Branching formulae yield that the cohomology with compact support of
the restriction of V1,1,0 to τ2(M2)×A1 is equal to Q(−5) (coming from the local
system V1,1 ⊗V0 on M2 ×A1) in degree 8, to Q(−1) in degree 5 (coming from
the local system V0 ⊗ V0(−1)) and is trivial in all other degrees. Moreover, the
restriction of V1,1,0 to Sym3 A1 is trivial, as is easy to prove if one looks at the
cohomology of the restriction of the universal abelian variety over A3 to Sym3 A1.

It remains to consider the Gysin long exact sequence associated with the closed
inclusion Ared

3 ⊂ A3. The only differential which can possibly be non-trivial is

Q(−5) = H8
c (Ared

3 ;V1,1,0) −→ H9
c (M3;V1,1,0) = Q(−5).

From this the claim follows.
In the investigation of the cohomology with compact support of the locus β0

2 of
semi-abelic varieties of torus rank 2 we also need to consider the cohomology with
compact support of the weight 4 local system V2,2 on A2. For our application,
we do not need a complete result in this case. The following lemma suffices:

Lemma IV.8.7. The cohomology with compact support of A2 with coefficients
in the local system V2,2 is 0 in all degrees different from 3, 4. Furthermore, for
every weight k there is an isomorphism

GrW
k (H3

c (A2;V2,2)) ∼= GrW
k (H4

c (A2;V2,2))

between the graded pieces of the weight filtration.

Proof. First, we prove that the result holds in the Grothendieck group of ra-
tional Hodge structures. This requires to prove that the Euler characteristic of
H•

c (A2;V2,2) in the Grothendieck group of rational Hodge structures vanishes.
By branching formulae, the cohomology with compact support of the restriction
of V2,2 to Sym2 A1 is equal to the cohomology of the local system V0 ⊗V0(−2),
which is equal to Q(−4) in degree 4 and trivial otherwise. On the other hand,
the Euler characteristic of H•

c (A2;V2,2) was proved in [Ber, Theorem 11.6] to be
equal to −[Q(−4)]. Then the additivity of Euler characteristics ensures that the
Euler characteristic of V2,2 vanishes. This means that the Euler characteristic of
each graded piece of the weight filtration on H•

c (A2;V2,2) is 0.
More generally, the fact that M2 and Sym2 A1 are affine of dimension 3

and 2 respectively, combined with the Gysin long exact sequence associated to
Sym2 A1 →֒ A2 implies that the cohomology of A2 with values in any local system
is trivial in degree greater than 3. Thus, by Poincaré duality, the cohomology
with compact support of A2 can be non-trivial only in degree larger than or equal
to 3. Furthermore, for non-trivial irreducible local systems H0 (and hence H6

c )
vanishes, whereas H1 (and hence H5

c ) is always zero by the Raghunathan rigidity
theorem [R]. This means that the cohomology with compact support of V2,2 on
A2 can be non-zero only in degrees 3 and 4. The cohomology groups in these
degrees are then isomorphic when passing to the associated graded pieces of the
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weight filtration as a consequence of the vanishing of the Euler characteristic in
the Grothendieck group of Hodge structures.
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