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#### Abstract

Gravitational waves (GW) are tiny oscillations in the fabric of space-time, first hypothesised within the framework of Einstein's General theory of Relativity (GR) a little more than 100 years ago. The first direct detection of gravitational waves (GW150914) was made on Sept. 14, 2015 by the two LIGO detectors in Hanford and Livingston [27]. In this path-breaking discovery, the first GW observation revealed a coalescence of two black holes in a binary orbit.

Besides compact binary systems, isolated rotating neutron stars with physical asymmetries are also expected to emit GW; in this case, the emission is in the form of long lasting nearly monochromatic continuous gravitational waves (CW). In addition to these standard CW, transient-continuous gravitational waves ( tCW ) are another subset within the category of CW, characterised by their relatively shorter duration timescales. CW and tCW are considered to bear an important and direct association with the internal dynamics of neutron stars, such as their elusive equations of state. Unfortunately, no direct detections of CW have yet been made despite their enormous importance to astrophysics and astronomy [45].

This thesis encompasses several aspects of the science surrounding CW and tCW, such as the source-modeling and the emission mechanisms for tCW , searches for CW , and improvements to the post-processing methods in the deepest searches for CW.

In source-modeling, we address the dynamics during the post-glitch relaxation phase of a neutron star and estimate the extent of tCW emission expected to occur via the process of Ekman pumping. We explore multiple GW emission channels, and compare the physical expectation with the current and future detection capabilities of the LIGO detectors [65].

This thesis details the first high-frequency search in LIGO's fifth science run data, which is one of the very few CW searches targeting the high-frequency bandwidth of the LIGO spectrum. We report no detection and quote the strictest upper-limits from the fifth science run [68].

We also present a new clustering algorithm aimed at reducing the computational cost of hierarchical multistage follow-up search schemes. This new procedure adaptively analyses the topology of the data and offers a novel way to cluster contrasting densities of candidates from broad parameter space grid-based searches. This allows us to lower the threshold and gain sensitivity when operating at a fixed computing budget [66].

Lastly, we describe the procedure for setting the upper-limits on the continuous gravitational wave amplitudes in the latest CW searches on the Einstein@Home volunteer distributed computing project. This procedure is robust in its implementation and details the uncertainty measurement in the final upper-limit statements quoted by the respective searches [67].
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## Kurzfassung

Gravitationswellen (GW) sind winzige Schwingungen in der Struktur der Raumzeit und wurden erstmals vor etwas mehr als 100 Jahren im Rahmen der Einstein'schen Allgemeinen Relativitätstheorie vorhergesagt. Der erste direkte Nachweis von Gravitationswellen (GW150914) gelang am 14. September 2015 durch die zwei LIGODetektoren in Hanford und Livingston [27]. In dieser bahnbrechenden Entdeckung enthüllte die erste Beobachtung von Gravitationswellen eine Verschmelzung zweier einander umkreisender schwarzer Löcher.

Abgesehen von kompakten Binärsystemen wird auch von isoliert rotierenden Neutronensternen mit physischer Asymmetrie erwartet, dass diese GW emittieren. In diesem Fall wird die Emission in Form lang anhaltender, fast monochromatischer und kontinuierlicher Gravitationswellen (CW) vorhergesagt. Zusätzlich zu diesen Standard-CW sind flüchtig-kontinuierliche Gravitationswellen (tCW) eine weitere Unterklasse der Klasse der CW und werden charakterisiert durch ihre vergleichsweise kürzere Lebensdauer. CW und tCW werden als wichtige und direkte Verbindung zur internen Dynamik der Neutronensterne wie der schwer fassbaren Zustandsgleichung angesehen. Unglücklicherweise ist bisher trotz der enormen Bedeutung für die Astrophysik und Astronomie noch keine direkte Entdeckung einer CW gelungen [45].

Diese Arbeit umfasst mehrere Aspekte der Wissenschaft um CW and tCW wie die Modellbildung von Quellen und die Emissionsmechanismen von tCW, sowie Suchen nach CW und Verbesserungen der Nachbereitungsmethoden in den empfindlichsten Suchen nach CW.

Bei der Modellbildung von Quellen befassen wir uns mit der Dynamik während der Post-Glitch-Erholungs--phase eines Neutronensterns und schätzen den Umfang der zu erwartenden tCW-Emission ab, die im Verlauf des Ekman-Pumpens auftritt. Wir untersuchen zahlreiche GW-Emissionskanäle und vergleichen die physikalischen Erwartungen mit dem gegenwärtigen und zukünftigen Nachweisvermögen der LIGO-Detektoren [65].

Diese Arbeit beschreibt detailliert die erste Hochfrequenz-Suche in den Daten von LIGOs fünftem Beobachtungslauf, welche eine unter sehr wenigen CW-Suchen ist, die auf das Hochfrequenz-Band des LIGO-Spektrums ausgerichtet ist. Wir haben keinen Nachweis erzielt und geben die strengsten Obergrenzen für den fünften Beobachtungslauf an [68].

Außerdem präsentieren wir einen neuen Gruppierungsalgorithmus, der darauf abzielt Rechenkosten der hierarchischen, mehrstufigen Methoden der Nachbearbeitung zu reduzieren. Dieses neue Verfahren analysiert die Topologie der Daten adaptiv und ermöglicht es sich abhebende Dichten von Kandidaten zu gruppieren, die aus Gitter-basierten Suchen über weite Parameterräume resultieren. Dies erlaubt es uns bei vorgegebenen Rechenkosten die Obergrenzen zu senken und empfindlicher zu werden [66].

Schließlich beschreiben wir das Verfahren zur Festlegung von Höchstgrenzen für die Amplituden der CW in den aktuellsten CW-Suchen auf dem verteilten freiwilligen Rechenprojekt Einstein@Home. Das Verfahren ist stabil implementiert und beschreibt die Unsicherheitsmessung in den abschließenden Angaben von Höchstgrenzen, die von den jeweiligen Suchen zitiert werden [67].

Schlüsselworte: Gravitationswellen, kontinuierliche Gravitationswellen, Neutronensterne, Fluiddynamik, Zustandsgleichung, Einstein@Home, LIGO, Datenanalyse, Algorithmen, Topologie.
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## I Introduction

The world of astrophysics and astronomy was excited by the first direct detection of gravitational waves (GW150914) made by the two LIGO detectors in Hanford and Livingston on Sept. 14, 2015 [27]. In its groundbreaking glory, the first GW observation revealed a pair of black holes nearing the end of their life in a binary orbit and coalescing to form a larger black hole, emitting a short pulse of GW in the process. Since then, more detections have followed (GW151226 [31], GW170104 [32] and LVT151012 [31]) revealing a universe inhabited by binary black holes with individual masses as high as $20-40 \mathrm{M}_{\odot}$. These detections serve as the first probe into the extremely energetic dynamics of black holes [29], the fundamental laws of nature through the predictions of General Relativity as well as countless other astrophysical implications [28, 30].

Compact binary coalescence (CBC) events such as GW150914 are not the only astronomical sources of gravitational waves. For example, isolated rotating neutron stars with physical asymmetries are also hypothesized to emit long lasting [ $O$ (years)] nearly monochromatic gravitational waves called the continuous gravitational waves (CW) [24, 40]. Within this broad category of CW , a family of relatively short-duration [ $O$ (daysmonths)] continuous gravitational waves is also predicted, known as the transient continuous gravitational waves (tCW) [65, 60, 41].

The emission of CW or tCW from neutron stars is fundamentally enabled by mass asymmetries or masscurrent asymmetries associated with the object [70]. Typically, these progenitor asymmetries may arise from a rigid aspherical non-axisymmetry in the crust of the neutron star $[24,39,40,7]$, or due to the nonaxisymmetric flow of the internal (super)fluid, e.g. in form of $r$-modes, Ekman flow following glitches, or
other quasinormal instabilities [65, 62, 24]. The former case is typically associated with the emission of long-lasting CW while the latter case may be responsible for long-duration as well as short emission timescales. This is generally because the dissipative effects (e.g. due to sheer and bulk viscosity, crust-core interaction, superfluid friction, stratification of flow, exotic matter interactions etc) tend to dampen the asymmetries in an astatic superfluid quicker than in the rigid outer crust. The nature of these asymmetries naturally depends on the overall composition of the neutron star, the nature of the constituent matter in the bulk and in the crust, exotic nuclear matter interactions, and most importantly, the equation of state ${ }^{1}$.

While more than 2,000 pulsating neutron stars have been found with electromagnetic observations, there still remains a large amount of uncertainty in their structure [24, 43], primarily because such observations are incapable of resolving the different internal physical phenomenon (described above) in interplay. Electromagnetic observations of known pulsars ${ }^{2}$ and terrestrial experiments ${ }^{3}$ have yielded some information about the neutron stars structure, but the outcome of such studies have barely scratched the surface of the extreme physics that might be at play inside the neutron stars. Since the properties of the CW or tCW emission are non-trivially dependent on the physical properties of the neutron stars, CW or tCW detections may prove to be a vital element in constraining the structure of the neutron stars. This makes CW searches a task of great significance.

A significant amount of effort has been made in the past decade to search for the elusive CW signals in the data from many science and observation runs of LIGO [ $8,10,5,7,81,11,68,45,55,13]$. However, no detections have yet been made for CW or tCW despite the consistent improvements in detector sensitivities and in search pipelines [77]. At the same time, very strin-

[^1]gent upper-limits have been placed on the amplitudes of the CW across a wide range of frequencies. The most sensitive searches on LIGO O1 data for CW (i.e. Einstein@Home searches $[45,55,11,68,81]$ ) are able to "dig" into the data roughly 50 times below the intrinsic detector noise [15, 45]. This is an impressive improvement and the future holds promise for further improvements $[66,80]$.

This thesis attempts to improve upon many of the aspects of our understanding of $\mathrm{CW} / \mathrm{tCW}$ mentioned above, such as the source-modeling, searches in LIGO data, and new novel post-processing algorithms. This thesis is a collection of several scientific articles and internal LIGO documents written and published during my work at the Albert Einstein Institute (11/2014 -08/2017). During the course of this, I have been a part of the data-analysis team for Einstein@Home searches for continuous gravitational waves, and a member of the LIGO Scientific Collaboration (LSC). Consequently, a significant part of this work is implemented in LSC publications (see section 1, 2 in chapter VI). In sections $1-5$ below, I provide short introductions to the chapters contained in this thesis and I detail my specific contributions.

## 1 A transient continuous gravitational wave emission model

In chapter II, we study a mechanism which allows for the emission of tCW in a large range of time-scales and frequencies following a glitch in the neutron star's rotational frequency. Glitches in neutron stars' rotation have long been observed and the evolution of the fluid flow in the relaxation phase following the glitch has been a subject of high interest for astronomers in the past few decades. In this work, we elaborate upon the most recent work done on the subject and relax the assumptions on physical parameters in order to arrive at a more general model of Ekman transport in the post-glitch relaxation phase. We explore the massquadrupole and current-quadrupole GW emission channels and find that it is possible for a neutron star to emit relatively loud tCW in the post-glitch relaxation phase in certain ranges of the physical parameters, which also characterise the internal equation of state. We determine the nature of the dependence of the time-scales and of the amplitudes on the physical parameters and their spatial variations. We conclude by estimating the detectability of these type of tCW signals in the most sensitive advanced LIGO data available at that time, and hope that this study will provide a motivation for searches exclusively targeting tCW . The content of this chapter has been published in Physical Review $D$ as [65]. This work was carried out independently in two fragments over the long Hanoverian winter of 20142015 and then another long winter of 2015-2016.

## 2 A search for high-frequency continuous gravitational waves

In chapter III, we report the results from a CW search for isolated neutron stars in LIGO's fifth science run (S5) data in the high-frequency region between 1.251.5 kHz . This chapter details a typical Einstein@Home search in a rarely explored frequency region in the LIGO band as far as the CW searches are concerned. This search covered nearly $10^{17}$ templates in frequency, spin-down and sky spread across more than 6 million work units clocking close to 40 million CPU hours. This search ran on the Einstein@Home volunteer distributed computing project (powered by BOINC) for nearly 6 months involving over 10,000 volunteers. The Einstein@Home network has since grown five-folds to $>50,000$ active users. This search dealt with fairly quiet S5 data compared to the more sensitive but rather disturbed O1 data. In the end, no interesting candidates were found and upper-limits are placed on the amplitudes of CW . The data preparation and setting up of this search on the Einstein@Home framework was led by Holger Pletsch before my time at AEI. The postprocessing and the analysis presented in this article was performed in entirety by me with valuable contributions from the post-processing and data-analysis team (Maria Alessandra Papa, Heinz-Bernd Eggenstein, Sylvia Zhu). The material in this chapter has been published in Physical Review D as [68].

## 3 A new clustering procedure

In chapter IV, we present a novel procedure that helps to ease the computational cost of hierarchical followup CW searches, especially in context of the Einstein@Home searches. This new adaptive algorithm analyses the topological properties of the distribution of candidates across the parameter space and uses them as a veto to accept clusters of candidates that bear some resemblance to a signal. In doing so, we greatly reduce the number of candidates to be followed up in the hierarchical stages of the search by discarding a lot of noise candidates. In case of limited computational resources, this allows for a deeper search. This method is adopted in the most recent Einstein@Home low-frequency allsky search [45], and it will certainly remain an integral part of the Einstein@Home pipeline. The procedure discussed in this chapter may find utility in many other fields besides the CW searches since the principle behind it is rather simple - it proposes a way to estimate the topographical properties of a distribution of values assigned to grid-points in a multidimensional parameter space. The development and implementation of the algorithm presented in this article was carried out in entirety by me with valuable discussions and inputs from Maria Alessandra Papa. In order to characterise the algorithm, a signal population was required for the Monte-Carlo simulations, and this population of signals
was provided by Sinéad Walsh. The analysis comparing the new method against the previously accepted procedure in its various aspects was assisted by Heinz-Bernd Eggenstein. The content of this chapter has been published in Physical Review D as [66]. This work took more or less two years in development across several Einstein@Home searches.

## 4 A method for setting upper limits on continuous gravitational wave amplitudes

In chapter V , we briefly present the upper-limit procedure implemented in all of the most recent Einstein@Home CW searches [45, 68, 11, 55]. This method presents several improvements upon the previous version used to estimate the upper-limits on the amplitudes. It uses Monte-Carlo simulations to estimate the sensitivity-depth of a search with respect to the noise floor, and compares these sensitivity-depths across several Einstein@Home searches. We also detail the calculations behind the quoted uncertainties on the upperlimit values in the associated observational papers. The basic principle behind this procedure was preexisting and developed by Maria Alessandra Papa. The adaptation to recent Einstein@Home searches were discussed by the data analysis team (myself, Maria Alessandra Papa, Sylvia Zhu, Heinz-Bernd Eggenstein), and I was responsible for the implementation, development and review of the procedure. The characterisation of this procedure also required a signal population which was provided by Sinéad Walsh. This chapter is part of the LIGO Document Database (DCC) as [67]. This work was developed in fragments over the winter of 2016 and 2017.

## 5 Implementation to continuous gravitational wave searches

In chapter VI, I include other co-authored publications which implement the methods and procedures
developed in the previous chapters III-V. The articles included in the subsections of this chapter are self-contained original manuscripts as published by the American Physical Society, unlike chapters I-IV. The bibliography for each article is given at the end of each subsection ${ }^{4}$.

In subsection 1 [45], we present the most recent Einstein@Home all-sky search for CW in the lowfrequency regime in advanced LIGO's first observation run (O1) data. This search implemented the new clustering procedure (item $I V . A$ ) [66] as well as the upperlimit procedure (item $V, V I$ ) [67]. With the help of the new clustering procedure, we were able to reduce the number of follow-up candidates in the first stage of the search from 15.5 million to a mere 35,963 . This is a significant improvement over the previous clustering procedure, as shown in chapter IV. In this search, no CW signal was confirmed and thus, upper limits are placed on the CW amplitude using the upper-limit procedure detailed in chapter VI.

In subsections 2 and 3 [11, 55], we present the recent Einstein@Home searches for CW in the midfrequency regime in LIGO's sixth science run (S6) data. This search did not recover any CW signal and it implemented the upper-limit procedure to quote the sensitivity of the search in LIGO1 data (before LIGO's upgrade to advanced LIGO) [67]. Note that the subsection 2 contains the primary search [11] while the subsection 3 is a sub-threshold search on the same data. These articles (especially [11]) were developed in parallel with [68] and they share many common characteristics. For example, the estimation of disturbed regions in search frequency and the calculation of the expected loudest candidate in noise (item III.B in [11]), estimation of the average power spectral density and the exclusion of frequency disturbances from it (item $I V$ in [11]), and the final upper-limit statements (item $V$ and $I V, V$ in [11] and [55] respectively) are a product of the collaborative work done by me, Sylvia Zhu, Maria Alessandra Papa and Heinz-Bernd Eggenstein in the year 2016.

[^2]
# II Gravitational Wave transient signal emission via Ekman Pumping in Neutron Stars during post-glitch relaxation phase 

Avneet Singh ${ }^{1,2,3, \dagger, \ddagger}$<br>${ }^{1}$ Max-Planck-Institut für Gravitationphysik, am Mühlenberg 1, 14476, Potsdam-Golm<br>${ }^{2}$ Max-Planck-Institut für Gravitationphysik, Callinstraße 38, 30167, Hannover<br>${ }^{3}$ Leibniz Universität Hannover, Welfengarten 1, 30167, Hannover


#### Abstract

Glitches in the rotational frequency of a spinning neutron star could be promising sources of gravitational wave signals lasting between a few $\mu$ s to a few weeks. The emitted signals and their properties depend upon the internal properties of the neutron star. In neutron stars, the most important physical properties of the fluid core are the viscosity of the fluid, the stratification of flow in the equilibrium state and the adiabatic sound speed. Such models were previously studied by van Eysden and Melatos [73] and Bennett et al. [26] following simple assumptions on all contributing factors, in which the post-glitch relaxation phase could be driven by the well-known process of Ekman pumping [76,17]. We explore the hydrodynamic properties of the flow of fluid during this phase following more relaxed assumptions on the stratification of flow and the pressure-density gradients within the neutron star than previously studied. We calculate the time-scales of duration as well as the amplitudes of the resulting gravitational wave signals, and we detail their dependence on the physical properties of the fluid core. We find that it is possible for the neutron star to emit gravitational wave signals in a wide range of decay time-scales and within the detection sensitivity of aLIGO for selected domains of physical parameters.


## 1 Introduction

Pulsar glitches are sudden fractional increases in the rotational velocity of a neutron star. Several pulsars, observed in radio, X-ray and $\gamma$-ray bands of the electromagnetic spectrum, have been repeatedly observed to glitch [35, 79, 46]. The fractional spin-up $\delta \Omega$ of the rotational velocity $\Omega$ of the neutron star lies in the range of $\frac{\delta \Omega}{\Omega} \in\left[O\left(10^{-11}\right), O\left(10^{-4}\right)\right][73,46,52]$.

Gravitational wave emission is typically associated with a non-zero derivative of the quadrupole moment stemming from accelerated flow of nonaxisymmetrically distributed bulk of matter. It is possible that such non-axisymmetric motions are excited following a glitch; possible mechanisms for producing such non-axisymmetric motions, besides Ekman pumping, include bulk two-stream instabilities [21], surface two-stream instabilities [47], crust deformation and precession [40], meridional circulation and super-fluid turbulence driven by crust-core differential rotation [56], crust-core coupling via magnetic field [36], excitation of pulsation modes [62, 63, 64], and mutual friction in two-fluid model for superfluid core [23]. These mechanisms have been briefly reviewed by van Eysden and Melatos [73] and Bennett et al. [26]. In this paper, we solely consider the hydrodynamic properties of the fluid core following a glitch and concentrate on the mechanism of Ekman pumping.

In this work, we consider the hydrodynamic evolution the post-glitch relaxation phase via the mechanism of Ekman pumping, pioneered by Walin [76] and Abney and Epstein [17]. We extend the previous works on this by van Eysden and Melatos [73] and Bennett et al.
[26], where an initial non-axisymmetric perturbation introduced by the glitch induces Ekman pumping in the core of the star. Ekman pumping is briefly described as the induced flow of the bulk matter in the core when it is acted upon by a tangential force (in this case, Coriolis force) at its boundary i.e. the crust-core interface. In our case, the Coriolis force results from the differential rotation of the crust with respect to the bulk fluid, resulting from the glitch in the star's rotational velocity. This induced flow of the bulk matter could then have a time-varying quadrupole moment and lead to emission of gravitational waves. In this context, a glitch can lead to gravitational wave emission in two phases. Initially, a burst-type emission occurs during the fast spin-up of crust at time-scales of at most a few seconds [49]. Secondly, a decaying continuous-wave signal during the post-glitch relaxation phase is emitted on much longer time-scales. The initial non-axisymmetric motion of the bulk with respect to the crust in the second case is excited by the glitch. The resulting damped continuous-wave-like signal arises as the internal fluid dynamics evolve to set the bulk in co-rotation or a steady differential rotation with the crust, erasing the non-axisymmetric motions in the bulk [73, 26].

In this paper, we relax certain assumptions in more recent works [73, 26] on the stratification length and the adiabatic sound speed; we explore a regime of Ekman pumping where these quantities are allowed to vary across the star and study their effect on the emitted gravitational wave signal. This extends the parameter space and introduces more generality to the analysis.

We will keep other simplifying assumptions made in [17, 73], and analyze the system in a pure hydrodynamical sense, ignoring the two-stream dynamics, sidestep-

[^3]ping the crust-core interface, neglecting the effects of pinning and unpinning of quantum vortices, and disallowing the crust to precess, and ignoring the affects of magnetic field. In particular, the inclusion of magnetic field in the current model would make it analytically intractable. In the spirit of first tackling these two aspects separately i.e. magnetic field and Ekman pumping, this paper concentrates on the latter process only; such an approach has been extensively considered in the past [17, 73, 26]. Moreover, for analytic simplicity, we approximate our spherical neutron star to a fluid-filled rigid cylinder [26], as opposed to the choice of semirigidity [73]. The correctness of this choice will be explained in the next section. In nutshell, as a result of all these simplifications, a toy-model for a neutron star is studied for the possibility of emission of gravitational waves.

## 2 Hydrodynamics of the system

Let us consider a rotating neutron star of radius of or$\operatorname{der} O(\mathrm{~L})$ with a solid crust around a compressible and viscous fluid with viscosity $v$, pressure $p$ and density $\rho$. We now approximate this spherical system with a rigid cylindrical container of height 2 L and radius L rotating at an angular frequency of $\Omega$ along the $z$-axis (figure $1)$. We represent the glitch as a sudden perturbation in the angular velocity of magnitude $\delta \Omega$ along the $z$-axis. This geometric simplification doesn't lead to an order-of-magnitude change in the amplitude or duration of the emitted gravitational wave signal from Ekman pumping [74], and has extensively been used in majority of literature on neutron star modeling. Moreover, this reformulation to the cylindrical system leads to simpler analytic solutions.


Figure 1: Idealized system

### 2.1 Governing equations

Our physical system is described by the velocity field $\vec{v}$, the pressure $p$ and the density $\rho$ of the fluid. The forces acting on fluid elements of the bulk volume are the viscous force, the Coriolis force, the centrifugal force, the compressible strain, pressure gradients and gravitational force. The Navier-Stokes equation, the conservation of mass equation, and the 'energy equation' (i.e. equation of state) govern our physical system. The Navier-Stokes equation for a fluid element in the rotating Lagrangian frame of the cylinder for a compressible fluid is given by

$$
\begin{array}{r}
\frac{\partial \vec{v}}{\partial t}+\vec{v} \cdot \boldsymbol{\nabla} \vec{v}+2 \vec{\Omega} \times \vec{v}=-\frac{1}{\rho} \boldsymbol{\nabla} p+v \boldsymbol{\nabla}^{2} \vec{v}+ \\
\frac{v}{3} \boldsymbol{\nabla}(\overrightarrow{\boldsymbol{\nabla}} \cdot \vec{v})+\boldsymbol{\nabla}[\Omega \times(\Omega \times r)]+\vec{g}, \tag{1}
\end{array}
$$

where, $\vec{v}$ is the fluid velocity and $\vec{g}$ is the gravitational acceleration. The Navier-Stokes equation relates the restoring forces on a fluid element (written on the righthand side: pressure gradients, viscous force, gravitational force, compressible strain, centrifugal force) to the impulsive change in momentum of the fluid element (written on the left-hand side: Coriolis force etc). We have ignored terms from the magnetic field of the neutron star as previously stated, restricting ourselves to a purely hydrodynamic analysis. The gravitational acceleration is taken to be of the following form:

$$
\begin{equation*}
\vec{g}=-\frac{z}{|z|} g \hat{z} . \tag{2}
\end{equation*}
$$

This form for $\vec{g}$ is unphysical since it is generated by a singular and planer mass distribution located at $z=0$. However, such a choice is standard in neutron star literature [17, 73]; it is equivalent to a radial field for a sphere which compares well to numerical simulations comprising of more realistic mass distributions [54]. This assumption leads to symmetric flow across the mid-plane of the cylinder and we can restrict ourselves to $z \geq 0$.

The second governing equation is the 'Continuity equation' i.e. the conservation of mass equation

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\nabla \cdot(\rho \vec{v})=0 \tag{3}
\end{equation*}
$$

Lastly, we write the 'energy equation', i.e. the equation of state in terms of the adiabatic sound speed $v_{\mathrm{c}}$ (where, the sub-script $S$ represents derivative taken at constant entropy) of the form

$$
\begin{equation*}
\left[\frac{\partial p}{\partial \rho}\right]_{\mathrm{S}}=v_{\mathrm{c}}^{2} \tag{4}
\end{equation*}
$$

[^4]which, in the adiabatic limit ${ }^{1}$ and expressed in Lagrangian frame, takes the following form:
\[

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}+\vec{v} \cdot \boldsymbol{\nabla}\right] \rho=\left[\frac{\partial}{\partial t}+\vec{v} \cdot \boldsymbol{\nabla}\right] \frac{p}{v_{\mathrm{c}}^{2}} \tag{5}
\end{equation*}
$$

\]

Note that we do not impose invariance of $v_{\mathrm{c}}$ in either space or time as previously done in [73, 26].

In addition, we scale our variables to dimensionless form by redefining them as, $r \rightarrow \mathrm{~L} r, z \rightarrow \mathrm{~L} z, \vec{v} \rightarrow$ $(\delta \Omega) \mathrm{L} \vec{v}, \rho \rightarrow \rho_{\mathrm{o}} \rho, p \rightarrow \rho_{\mathrm{o}} g \mathrm{~L} p, \nabla \rightarrow \mathrm{~L}^{-1} \nabla, t \rightarrow t_{e} t ;$ where we define $\rho_{0}$ as the equilibrium mass-density at $z=0$, and $t_{e}$ and the Ekman number E as,

$$
\begin{equation*}
t_{e}=\mathrm{E}^{\frac{1}{2}} \Omega^{-1}, \text { and } \mathrm{E}=\frac{v}{\mathrm{~L}^{2} \Omega} \tag{6}
\end{equation*}
$$

One can then write the governing equations (1), (3) and (5) in the re-scaled form as

$$
\begin{gather*}
\epsilon \mathrm{F}\left[\mathrm{E}^{\frac{1}{2}} \frac{\partial \vec{v}}{\partial t}+\epsilon \vec{v} \cdot \boldsymbol{\nabla} \vec{v}+2 \hat{e}_{z} \times \vec{v}\right]=-\frac{1}{\rho} \boldsymbol{\nabla} p-\vec{e}_{z}+ \\
\epsilon \mathrm{FE}\left[\nabla^{2} \vec{v}+\frac{1}{3} \boldsymbol{\nabla}\{\boldsymbol{\nabla} \cdot \vec{v}\}\right]+\mathrm{F} \boldsymbol{\nabla}\left[\frac{1}{2} r^{2}\right]  \tag{7}\\
\mathrm{E}^{\frac{1}{2}} \frac{\partial \rho}{\partial t}+\epsilon \boldsymbol{\nabla} \cdot(\rho \vec{v})=0  \tag{8}\\
\mathrm{E}^{\frac{1}{2}} \frac{\partial[\rho \eta]}{\partial t}+\epsilon \vec{v} \cdot \boldsymbol{\nabla}[\rho \eta]=\mathrm{K}\left[\mathrm{E}^{\frac{1}{2}} \frac{\partial p}{\partial t}+\epsilon \vec{v} \cdot \boldsymbol{\nabla} p\right], \tag{9}
\end{gather*}
$$

where $\eta$, the Froude number $F$, the maximum scaled compressibility K , and $\epsilon$ are defined as

$$
\begin{equation*}
\eta=\frac{v_{\mathrm{c}}^{2}}{c^{2}}, \quad \mathrm{~K}=g \frac{\mathrm{~L}}{c^{2}}, \quad \mathrm{~F}=\Omega^{2} \frac{\mathrm{~L}}{g}, \quad \epsilon=\frac{\delta \Omega}{\Omega} . \tag{10}
\end{equation*}
$$

### 2.2 Orders of magnitude

Here, we list the physical constants and parameters introduced in the previous section, and their order-ofmagnitude values in SI units for the interior of a neutron star from estimates on the expected and observed physical properties.

$$
\begin{align*}
& g=O\left(10^{12}\right), \mathrm{L}=O\left(10^{4}\right), \frac{\Omega}{2 \pi}=O\left(1 \mathrm{~Hz}-10^{2} \mathrm{~Hz}\right) \\
& \mathrm{E} \in\left[O\left(10^{-17}\right), O\left(10^{-7}\right)\right], \frac{v_{\mathrm{c}}}{c} \in\left[O\left(10^{-2}\right), 1\right] \tag{11}
\end{align*}
$$

The viscosity $v$ of the fluid for a neutron star is currently unknown and widely debated. The associated value of Ekman number E also remains volatile. Yet, there are estimates on the value of $E$ from results of heavy-ion collision experiments [73, 19, 48, 20, 42] and from theoretical calculations of neutron-neutron scattering in the superfluid limit [33, 50]. The results from such analysis lead to the wide range of possible values for E quoted
above in (11). The parameters listed in (10) then take the following values ${ }^{2}$

$$
\begin{align*}
\mathrm{K}=O\left(10^{-1}\right), & \mathrm{F}
\end{align*} \in\left[O\left(10^{-9}\right), O\left(10^{-3}\right)\right], ~\left(O\left(10^{-11}\right), O\left(10^{-4}\right)\right] .
$$

## 3 Solution

In this section, we solve to the governing equations given in the section 2.1.

### 3.1 Equilibrium solution

In equilibrium, due to the symmetry of the system across the $z=0$ mid-plane, the flow is steady and axisymmetric, and the density and pressure are functions of $z$ and $r$ only. Since $\epsilon$ and F are quite small in their absolute magnitude, we can ignore the centrifugal term [17] in the re-scaled equations (7), (8) and (9). With this approximation, (7) reduces to

$$
\begin{equation*}
\frac{1}{\rho} \nabla p+\vec{e}_{z}=0 \tag{13}
\end{equation*}
$$

In order to solve the above equation, we need to make an assumption for either the mass-density or the pressure. We introduce the dimensionless parameter $\mathrm{K}_{\mathrm{s}}$, following [73], and assume the following:

$$
\begin{equation*}
\rho^{-1}(\mathrm{~d} \rho / \mathrm{d} z)=-\mathrm{K}_{\mathrm{s}}(z) . \tag{14}
\end{equation*}
$$

The stratification length, $z_{\mathrm{s}}$, is defined in terms of the dimensionless quantity $\mathrm{K}_{\mathrm{s}}$ as $z_{\mathrm{s}}=\mathrm{LK}_{\mathrm{s}}^{-1}$. The above expression defines a steady-state density profile of the system. The equilibrium pressure and density profiles are then given by solving (13) and (14) respectively, as

$$
\begin{gather*}
\rho_{e}(z)=e^{-\int_{0}^{z} \mathrm{~K}_{\mathrm{s}}\left(z^{\prime}\right) \mathrm{d} z^{\prime}},  \tag{15}\\
p_{e}(z)=\mathrm{K}_{\mathrm{s}}^{-1}(z) e^{-\int_{0}^{z} \mathrm{~K}_{\mathrm{s}}\left(z^{\prime}\right) \mathrm{d} z^{\prime}} . \tag{16}
\end{gather*}
$$

Here, we have not assumed $\mathrm{K}_{\mathrm{s}}$ to be a constant, as previously done in [73, 26]. The introduction of the form $\mathrm{K}_{\mathrm{s}}$ is not trivial. In fact, the assumption of a certain form of $\mathrm{K}_{\mathrm{s}}$ incorporates the nature of entropic or compositional gradients, which in turn incorporate the deviation of equilibrium state from an adiabatic state. We introduce equilibrium sound speed accordingly, given by $v_{\mathrm{eq}}^{2}=\frac{g \mathrm{~L}}{\mathrm{~K}_{\mathrm{s}}(z)}$. We note that in the equilibrium state, gravity acts to vary density and pressure along the axis of the cylinder.

[^5]
### 3.2 Induced perturbations

Let us assume that a glitch induces perturbations in pressure, density and velocity fields of the internal bulk fluid of the neutron star and that the resultant bulk fluid flow may be non-axisymmetric. When such nonaxisymmetric perturbations are induced, the density $\rho(r, \phi, z, t)$ and pressure $p(r, \phi, z, t)$ are functions of all spatial coordinates and time, as opposed to the case of stable equilibrium. In order to solve for the perturbed fluid motion, we treat the system 'perturbatively', given the small magnitude of $\epsilon$. In the perturbative treatment, the density, pressure and the velocity field can be expanded as $\rho \rightarrow \rho+\epsilon \delta \rho$, and $p \rightarrow p+\epsilon \delta p$, where we have let the magnitude of $\delta p$ and $\delta \rho$ run free and normalized it by $\epsilon$. The velocity field, however, is written simply as $\vec{v} \rightarrow \delta \vec{v}$. We do not perturb $\eta$ explicitly; the variation in $\eta$ occurs naturally from variation in $v_{\mathrm{c}}$. Now, ignoring all terms larger then $O(1)$ in $\epsilon$, the set of three re-scaled governing equations (7), (8) and (9) reduce to

$$
\begin{gather*}
\mathrm{F}\left[\mathrm{E}^{\frac{1}{2}} \frac{\partial[\delta \vec{v}]}{\partial t}+2 \hat{e}_{z} \times[\delta \vec{v}]\right]=-\frac{1}{\rho} \boldsymbol{\nabla}[\delta p]-\frac{\delta \rho}{\rho} \vec{e}_{z}+ \\
\mathrm{FE}\left[\nabla^{2}[\delta \vec{v}]+\frac{1}{3} \boldsymbol{\nabla}\{\boldsymbol{\nabla} \cdot[\delta \vec{v}]\}\right]+\mathrm{F} \frac{\delta \rho}{\rho} \boldsymbol{\nabla}\left[\frac{1}{2} r^{2}\right],  \tag{18}\\
\mathrm{E}^{\frac{1}{2}} \frac{\partial[\delta \rho]}{\partial t}+\boldsymbol{\nabla} \cdot(\rho \delta \vec{v})=0,  \tag{17}\\
\mathrm{E}^{\frac{1}{2}} \frac{\partial[\eta \delta \rho]}{\partial t}+\delta \vec{v} \cdot \boldsymbol{\nabla}[\rho \eta]=\mathrm{K}\left[\mathrm{E}^{\frac{1}{2}} \frac{\partial[\delta p]}{\partial t}+\delta \vec{v} \cdot \nabla p\right] . \tag{19}
\end{gather*}
$$

### 3.3 Method of multiple scales

In the perturbative treatment, we employ the method of multiple scales [73, 26, 76, 17]. The perturbations in the density, pressure and velocity field are expanded into scales of order $E^{0}, E^{\frac{1}{2}}$ and $E^{1}$, such that for density perturbations,

$$
\begin{equation*}
\delta \rho=\delta \rho^{(0)}+\mathrm{E}^{\frac{1}{2}} \delta \rho^{(1)}+\mathrm{E}^{1} \delta \rho^{(2)}, \tag{20}
\end{equation*}
$$

and for pressure perturbations,

$$
\begin{equation*}
\delta p=\delta p^{(0)}+\mathrm{E}^{\frac{1}{2}} \delta p^{(1)}+\mathrm{E}^{1} \delta p^{(2)} \tag{21}
\end{equation*}
$$

and for velocity perturbations,

$$
\begin{equation*}
\delta \vec{v}=\delta \vec{v}^{(0)}+\mathrm{E}^{\frac{1}{2}} \delta \vec{v}^{(1)}+\mathrm{E}^{1} \delta \vec{v}^{(2)} \tag{22}
\end{equation*}
$$

The idea behind the method of multiple scales is to separate sub-process that occur at time-scales in increments of $E^{\frac{1}{2}}$, and solve them individually.

One can now solve (17) for the the velocity field, its
radial, azimuthal and vertical components of $v_{r}^{(i)}, v_{\phi}^{(i)}$ and $v_{z}^{(i)}$, up to $i$ th order in $E^{\frac{i}{2}}$,

$$
\begin{align*}
& \mathrm{F}\left[\mathrm{E}^{\frac{1}{2}} \frac{\partial \delta v_{r}}{\partial t}-2 \delta v_{\phi}\right]=-\frac{\partial}{\partial r}\left[\frac{\delta p}{\rho}\right]+\mathrm{FE} \times \\
& {\left[\left\{\nabla^{2}-\frac{1}{r^{2}}\right\} \delta v_{r}-\frac{2}{r^{2}} \frac{\partial\left[\delta v_{\phi}\right]}{\partial \phi}+\frac{1}{3} \frac{\partial}{\partial r}[\boldsymbol{\nabla} \cdot \delta \vec{v}]\right],}  \tag{23}\\
& \mathrm{F}\left[\mathrm{E}^{\frac{1}{2}} \frac{\partial \delta v_{\phi}}{\partial t}-2 \delta v_{r}\right]=-\frac{1}{r} \frac{\partial}{\partial \phi}\left[\frac{\delta p}{\rho}\right]+\mathrm{FE} \times \\
& {\left[\left\{\boldsymbol{\nabla}^{2}-\frac{1}{r^{2}}\right\} \delta v_{\phi}-\frac{2}{r^{2}} \frac{\partial\left[\delta v_{r}\right]}{\partial \phi}+\frac{1}{3 r} \frac{\partial}{\partial \phi}[\nabla \cdot \delta \vec{v}]\right],} \\
& \mathrm{FE}^{\frac{1}{2}} \frac{\partial \delta v_{z}}{\partial t}=-\frac{1}{\rho} \frac{\partial}{\partial z}\left[\frac{\delta p}{\rho}\right]-\frac{\delta \rho}{\rho}+\mathrm{FE} \times  \tag{24}\\
& {\left[\boldsymbol{\nabla}^{2}\left[\delta v_{z}\right]-\frac{1}{3} \frac{\partial}{\partial \phi}[\boldsymbol{\nabla} \cdot \delta \vec{v}]\right] .} \tag{25}
\end{align*}
$$

Two additional relations are derived from the energy equation (19) and the continuity equation (18), and they are given by

$$
\begin{equation*}
\mathrm{E}^{\frac{1}{2}} \frac{\partial}{\partial t}\left[\frac{\delta \rho}{\rho}\right]+\boldsymbol{\nabla} \cdot \delta \vec{v}=\mathrm{K}_{\mathrm{s}}(z) \delta v_{z} \tag{26}
\end{equation*}
$$

and,

$$
\begin{equation*}
\eta(z) \mathrm{E}^{\frac{1}{2}} \frac{\partial}{\partial t}\left[\frac{\delta \rho}{\rho}\right]=\mathrm{KE}^{\frac{1}{2}} \frac{\partial}{\partial t}\left[\frac{\delta p}{\rho}\right]+\mathrm{FN}^{2}(z) \delta v_{z} \tag{27}
\end{equation*}
$$

where, we have introduced $\mathrm{N}(z)$ - the redefined BruntVäisälä frequency³,

$$
\begin{equation*}
\mathrm{N}^{2}(z)=\frac{\left[\eta \mathrm{K}_{\mathrm{s}}-\partial_{z} \eta\right]-\mathrm{K}}{\mathrm{~F}}=\frac{\mathrm{K}}{\mathrm{~F}}\left[\frac{v_{\mathrm{c}}^{2}}{v_{\mathrm{eq}}^{2}}-1\right]-\frac{\partial_{z} \eta}{\mathrm{~F}} . \tag{28}
\end{equation*}
$$

We can reformulate (28) by introducing $\mathrm{K}_{\mathrm{s}}^{\prime}(z)$ as

$$
\begin{equation*}
\mathrm{K}_{\mathrm{s}}^{\prime}(z)=\eta \mathrm{K}_{\mathrm{s}}-\partial_{z} \eta=\mathrm{K} \frac{v_{\mathrm{c}}^{2}}{v_{\mathrm{eq}}^{2}}-\partial_{z} \eta \tag{29}
\end{equation*}
$$

such that (28) takes the form of

$$
\begin{equation*}
N^{2}(z)=\frac{\mathrm{K}_{\mathrm{s}}^{\prime}(z)-\mathrm{K}}{\mathrm{~F}} \tag{30}
\end{equation*}
$$

Here, $\eta$ and $\mathrm{K}_{\mathrm{s}}$ are allowed to vary with $z$ only. In the set of equations (23)-(27), the terms on different $O\left(\mathrm{E}^{0}\right), O\left(\mathrm{E}^{\frac{1}{2}}\right)$ and $O\left(\mathrm{E}^{1}\right)$ scales are reducible at each order. Moreover, we can distinguish and deduce the time-scales at which several processes contribute to the overall perturbed flow of the bulk matter, such as the formation of viscous Rayleigh shear layer layer, followed by partial spin-up of the interior fluid via Ekman pumping, followed by complete spin-up of the interior on longer time-scales. These processes have been discussed briefly by van Eysden and Melatos [73] and in

[^6]much greater detail by Abney and Epstein [17]. We will also discuss them in the later section(s). These times scales are $E^{0} \Omega^{-1}, E^{-\frac{1}{2}} \Omega^{-1}$ and $E^{-1} \Omega^{-1}$. One can now isolate solutions at these different scales since they are effectively independent due to very small magnitude of the Ekman number E.

## 3.4 $O\left(E^{0}\right)$ solutions

On the order of $E^{0}$, the expressions (23)-(27) yield

$$
\begin{gather*}
\delta v_{r}^{(0)}=-\frac{1}{2 \mathrm{~F} r} \frac{\partial}{\partial \phi}\left[\frac{\delta p^{(0)}}{\rho}\right],  \tag{31}\\
\delta v_{\phi}^{(0)}=\frac{1}{2 \mathrm{~F}} \frac{\partial}{\partial r}\left[\frac{\delta p^{(0)}}{\rho}\right],  \tag{32}\\
\delta v_{z}^{(0)}=0,  \tag{33}\\
\delta \rho^{(0)}=-\frac{\partial\left[\delta p^{(0)}\right]}{\partial z}, \text { and }  \tag{34}\\
\boldsymbol{\nabla} \cdot \delta \vec{v}^{(0)}=0 . \tag{35}
\end{gather*}
$$

Note that the solutions on the order $E^{0}$ are exactly the ones previously achieved in $[73,26,76,17]$. These solutions, given by (31)-(35), correspond to the formation of a viscous boundary layer (also referred to as the Rayleigh shear layer) on the top and bottom faces of the cylinder on a time-scale $O\left(\mathrm{E}^{0} \Omega^{-1}\right)$. Within this viscous boundary layer, the flow moves radially outward due to the gradient in the azimuthal velocity and the resulting imbalance between centrifugal and pressure gradient forces [76, 17].

## 3.5 $O\left(\mathrm{E}^{1 / 2}\right)$ solutions

In solving for the $O\left(\mathrm{E}^{\frac{1}{2}}\right)$ solutions, we assume that

$$
\begin{equation*}
\frac{\delta p^{(0)}}{p} \gg \frac{\delta p^{(1)}}{p} \sim 0, \frac{\delta \rho^{(0)}}{\rho} \gg \frac{\delta \rho^{(1)}}{\rho} \sim 0 \tag{36}
\end{equation*}
$$

The $O\left(E^{\frac{1}{2}}\right)$ terms in (23)-(27) yield

$$
\begin{gather*}
\delta v_{r}^{(1)}=\frac{1}{4 \mathrm{~F}} \frac{\partial \chi}{\partial r},  \tag{37}\\
\delta v_{\phi}^{(1)}=\frac{1}{4 \mathrm{Fr}} \frac{\partial \chi}{\partial \phi},  \tag{38}\\
\delta v_{z}^{(1)}=\frac{\eta(z)}{\mathrm{FN}^{2}(z)} \frac{\partial \chi}{\partial z}+\left[\frac{-\partial_{z} \eta}{\mathrm{FN}^{2}(z)}-1\right] \chi, \text { and }  \tag{39}\\
\frac{\partial}{\partial t}\left[\frac{\delta \rho^{(0)}}{\rho}\right]+\nabla \cdot \delta \vec{v}^{(1)}=\mathrm{K}_{\mathrm{s}}(z) \delta v_{z}^{(1)}, \tag{40}
\end{gather*}
$$

where, we have defined $\chi$ as

$$
\begin{equation*}
\chi=-\frac{\partial}{\partial t}\left[\frac{\delta p^{(0)}}{\rho}\right] \sim O\left(\mathrm{E}^{0}\right) . \tag{41}
\end{equation*}
$$

These set of solutions represent the process of Ekman pumping - the flow in the viscous boundary layer, given by (31)-(35), sets a secondary motion in the interior ${ }^{4}$, by which the fluid is pulled into the viscous boundary layer from the interior to replace the radial outward flow in it $[76,17]$. Note that the results on the order $O\left(\mathrm{E}^{\frac{1}{2}}\right)$, given by (37)-(40), are different from those in previous works with respect to the expression for $\delta v_{z}^{(1)}(39)$ and the continuity equation (40). This affects all future calculations and results.

### 3.6 More on the scale-based solutions

We will skip the discussion of the $O\left(\mathrm{E}^{1}\right)$ solutions since they occur on much larger time-scales of $O\left(\mathrm{E}^{-1} \Omega^{-1}\right)$. These $O\left(\mathrm{E}^{-1} \Omega^{-1}\right)$ solutions correspond to the eventual 'spin-up' of the entire interior bulk matter when the interior bulk sets in complete co-rotation or steady differential co-rotation with the crust, as previously mentioned [76, 17]. This sub-process on much larger time-scales is irrelevant to our discussion since it does not contribute to the gravitational wave emission. To recap the scale-based solutions, the sudden spin-up of the rotating cylinder leads to the formation of a viscous boundary layer at the top and bottom faces of the rotating cylinder. This viscous layer forms on a time-scale of $O\left(\mathrm{E}^{0} \Omega^{-1}\right)$. The velocity field within this layer pushes the fluid radially outward across the layer, given by (31)-(33). This $O\left(\mathrm{E}^{0}\right)$ flow excites Ekman pumping in the interior on a time-scale of $O\left(\mathrm{E}^{-\frac{1}{2}} \Omega^{-1}\right)$, pushing the fluid radially inward and vertically into the boundary layer, given by (37)-(39). Note that the vertical velocity of the $O\left(\mathrm{E}^{-\frac{1}{2}}\right)$ flow, given by (39), is non-zero. This vertical velocity is constrained by the continuity law applied to the viscous layer [17, $73,76,26]$, such that

$$
\begin{equation*}
\left.\delta v_{z}\right|_{z= \pm 1}= \pm\left.\frac{1}{2} \mathrm{E}^{\frac{1}{2}}\left[\boldsymbol{\nabla} \times\left(\delta \vec{v}-\vec{v}_{\mathrm{B}}\right)\right]_{z}\right|_{z= \pm 1} \tag{42}
\end{equation*}
$$

where, $\vec{v}_{\mathrm{B}}$ is the dimensionless velocity of the boundary layer in the frame rotating at $\Omega$. In this rotating frame, $\vec{v}_{\mathrm{B}}=r \vec{e}_{\phi}$ [26]. Note that we have assumed that the boundary layer is rigidly co-rotating with the cylinder with angular frequency $\Omega+\delta \Omega$ without any slippage. The above expression (42) describes the continuity of the vertical flow across and inside the viscous boundary layer as a function of flow just outside the layer. This process occurs on a time-scale of $O\left(\mathrm{E}^{\frac{1}{2}}\right)$, which is reflected in the magnitude term $E^{\frac{1}{2}}$ in (42). We also find that the process of Ekman pumping continues until the local velocity field $\delta \vec{v}$ becomes equal to the boundary velocity $\vec{v}_{\mathrm{B}}$. This is followed by spin-up of the entire interior on much larger time-scales of $O\left(\mathrm{E}^{-1} \Omega^{-1}\right)$. Furthermore, the magnitude term of $E^{\frac{1}{2}}$ can be understood

[^7]in terms of scaling arguments. The viscous term in the dimensionless Navier-Stokes equation (7) is given by
\[

$$
\begin{equation*}
\mathrm{FE} \nabla^{2} \sim \mathrm{FE}\left[\frac{1}{\delta \mathrm{~L}}\right]^{2} \sim O(\mathrm{~F}) \tag{43}
\end{equation*}
$$

\]

where, $\delta \mathrm{L}$ is the scale of the thickness of the viscous boundary layer. Clearly, from the relation given above, $\delta \mathrm{L}=O\left(\mathrm{E}^{\frac{1}{2}}\right)$; also see the detailed discussion by Abney and Epstein [17] on this subject. The characteristic thickness of the boundary layer and the time-scale of Ekman pumping are both attributable to the magnitude term $E^{\frac{1}{2}}$ in (42).

### 3.7 The characteristic equation

Considering the $O\left(\mathrm{E}^{0}\right)$ and $O\left(\mathrm{E}^{\frac{1}{2}}\right)$ solutions obtained in the previous section(s), we combine them to write the following differential equation with terms up to order $O\left(\mathrm{E}^{\frac{1}{2}}\right)$ and $O\left(\mathrm{~F}^{0}\right)$ :

$$
\begin{array}{r}
\frac{1}{r} \frac{\partial}{\partial r}\left[r \frac{\partial \chi}{\partial r}\right]+\frac{1}{r^{2}} \frac{\partial^{2} \chi}{\partial \phi^{2}}-\left[\frac{4 \eta(z) \mathrm{K}_{\mathrm{s}}(z)}{\mathrm{N}^{2}(z)}\right] \frac{\partial \chi}{\partial z}+ \\
\frac{4 \eta(z)}{\mathrm{N}^{2}(z)} \frac{\partial^{2} \chi}{\partial z^{2}}=\left[\frac{\partial_{z} \eta-\partial_{z}^{2} \eta}{\mathrm{~N}^{2}(z)}\right] \chi \tag{44}
\end{array}
$$

The above characteristic equation can be solved via the standard method of separation of variables to yield

$$
\begin{align*}
& \chi(r, \phi, z, t)=\sum_{\alpha=0}^{\infty} \sum_{\gamma=1}^{\infty} \mathrm{J}_{\alpha}\left(\lambda_{\alpha \gamma} r\right)\left[\frac{\mathrm{A}_{\alpha \gamma}(t)-i \mathrm{~B}_{\alpha \gamma}(t)}{2}\right. \\
& \left.\quad \times e^{i \alpha \phi}+\frac{\mathrm{A}_{\alpha \gamma}(t)+i \mathrm{~B}_{\alpha \gamma}(t)}{2} e^{-i \alpha \phi}\right] \mathrm{Z}_{\alpha \gamma}(z) \tag{45}
\end{align*}
$$

where, $\lambda_{\alpha \gamma}$ is the $\gamma$ th zero of the $\alpha$ th Bessel mode $\left(\mathrm{J}_{\alpha}\right)$, and $\mathrm{A}_{\alpha \gamma}(t), \mathrm{B}_{\alpha \gamma}(t)$ are the associated Bessel-Fourier coefficients which depend upon the assumed steady-state solution, which we will see shortly. The flow is constrained by a trivial boundary condition which requires no penetration through the side walls, i.e. $\left.\delta v_{r}^{(0)}\right|_{r=1}=0$. This simply translates to $\left.\partial_{\phi} \chi\right|_{r=1}=0$ for $\forall \phi$, via (31). Moreover, $\mathrm{Z}_{\alpha \gamma}(z)$ is the solution to the following differential equation:

$$
\begin{align*}
\frac{4 \eta(z)}{\mathrm{N}^{2}(z)} \frac{\partial^{2} \mathrm{Z}_{\alpha \gamma}(z)}{\partial z^{2}} & -\frac{4 \eta(z) \mathrm{K}_{\mathrm{s}}(z)}{\mathrm{N}^{2}(z)} \frac{\partial \mathrm{Z}_{\alpha \gamma}(z)}{\partial z}- \\
& {\left[\frac{\partial_{z} \eta-\partial_{z}^{2} \eta}{\mathrm{~N}^{2}(z)}+\lambda_{\alpha \gamma}^{2}\right] \mathrm{Z}_{\alpha \gamma}(z)=0 } \tag{46}
\end{align*}
$$

which depends on $\mathrm{N}^{2}$, which is turn depends exclusively on $\mathrm{K}_{\mathrm{s}}$ and $\eta$. When $\mathrm{K}_{\mathrm{s}}$ (or, $v_{\mathrm{eq}}$ ) and $\eta$ (or, $v_{\mathrm{c}}$ ) are constants, $\mathrm{Z}_{\alpha \gamma}(z)$ takes the simple form given below,

$$
\begin{equation*}
\mathrm{Z}_{\alpha \gamma}(z)=\frac{\left(\mathrm{FN}^{2}-\mathcal{B}_{-}\right) e^{\mathcal{B}_{+} z}-\left(\mathrm{FN}^{2}-\mathcal{B}_{+}\right) e^{\mathcal{B}_{-} z}}{\left(\mathrm{FN}^{2}-\mathcal{B}_{-}\right) e^{\mathcal{B}_{+}}-\left(\mathrm{FN}^{2}-\mathcal{B}_{+}\right) e^{\mathcal{B}_{-}}} \tag{47}
\end{equation*}
$$

where,

$$
\begin{equation*}
\mathcal{B}_{ \pm}=\frac{1}{2}\left[\mathrm{~K}_{\mathrm{s}} \pm\left(\mathrm{K}_{\mathrm{s}}^{2}+\eta^{-1} \mathrm{~N}^{2} \lambda_{\alpha \gamma}^{2}\right)^{\frac{1}{2}}\right] \tag{48}
\end{equation*}
$$

It must be noted that, following [73], we have temporarily and seemingly arbitrarily ${ }^{5}$ assumed $\mathrm{Z}_{\alpha \gamma}(1)=1$. Moreover, we also assume $\left.\left.v_{z}\right|_{z=0} \sim v_{z}^{(1)}\right|_{z=0}=0$ to ensure symmetric flow across the $z=0$ plane $^{6}$, given the relation prescribed in (42). This is precisely the result obtained by van Eysden and Melatos [73] and Bennett et al. [26].

### 3.8 Temporal evolution

The temporal evolution of Ekman pumping is governed by the boundary condition given in (42) [73, 17]. Taking the first-order derivative of (42) and using the results from the $O\left(\mathrm{E}^{0}\right)$ and $O\left(\mathrm{E}^{\frac{1}{2}}\right)$ solutions, we find the exponentially decaying time-dependence ${ }^{7}$ of $\chi$ as,

$$
\begin{array}{r}
\chi(r, \phi, z, t)=\sum_{\alpha=0}^{\infty} \sum_{\gamma=1}^{\infty} \mathrm{J}_{\alpha}\left(\lambda_{\alpha \gamma} r\right)\left[\frac{\mathrm{A}_{\alpha \gamma}-i \mathrm{~B}_{\alpha \gamma}}{2} \times\right.  \tag{49}\\
\left.e^{i \alpha \phi}+\frac{\mathrm{A}_{\alpha \gamma}+i \mathrm{~B}_{\alpha \gamma}}{2} e^{-i \alpha \phi}\right] \mathrm{Z}_{\alpha \gamma}(z) e^{-\omega_{\alpha \gamma} t}
\end{array}
$$

where, momentarily assuming $\mathrm{Z}_{\alpha \gamma}$ (1) to be an arbitrary value that we will define shortly, we get

$$
\begin{array}{r}
\omega_{\alpha \gamma}=\frac{1}{4 \mathrm{~F}} \lambda_{\alpha \gamma}^{2} \mathrm{Z}_{\alpha \gamma}(1)\left[\left.\frac{\eta(1)}{\mathrm{FN}^{2}(1)} \frac{\partial \mathrm{Z}_{\alpha \gamma}}{\partial z}\right|_{z=1}+\right.  \tag{50}\\
\left.\left\{\frac{-\left.\partial_{z} \eta\right|_{z=1}}{\mathrm{FN}^{2}(1)}-1\right\} \mathrm{Z}_{\alpha \gamma}(1)\right]^{-1}
\end{array}
$$

Note that for the simple case of $\mathrm{K}_{\mathrm{s}}(z), \eta \sim$ constant and $\mathrm{Z}_{\alpha \gamma}(1)=1,(50)$ reduces to

$$
\begin{equation*}
\omega_{\alpha \gamma}=\frac{\lambda_{\alpha \gamma}^{2}\left[\left(\mathrm{FN}^{2}-\mathcal{B}_{-}\right) e^{\mathcal{B}_{+}}-\left(\mathrm{FN}^{2}-\mathcal{B}_{+}\right) e^{\mathcal{B}_{-}}\right]}{\left(4 \mathrm{FK}+\lambda_{\alpha \gamma}^{2}\right)\left(e^{\mathcal{B}_{+}}-e^{\mathcal{B}_{-}}\right)} \tag{51}
\end{equation*}
$$

Further, given the explicit dependence of $\chi$ on time, we integrate (49) over $t \in[t, \infty)$ and get

$$
\begin{array}{r}
\frac{\delta p^{(0)}(r, \phi, z, t)}{\rho(z)}=\frac{\delta p_{t \rightarrow \infty}^{(0)}(r, \phi, z)}{\rho(z)}+\sum_{\alpha=0}^{\infty} \sum_{\gamma=1}^{\infty} \omega_{\alpha \gamma}^{-1} \times \\
\mathrm{J}_{\alpha}\left(\lambda_{\alpha \gamma} r\right)\left[\mathrm{A}_{\alpha \gamma} \cos (\alpha \phi)+\mathrm{B}_{\alpha \gamma} \sin (\alpha \phi)\right] \times \\
\mathrm{Z}_{\alpha \gamma}(z) e^{-\omega_{\alpha \gamma} t} \tag{52}
\end{array}
$$

where, the first term on the right-hand side is the constant of integration evaluated at $t \rightarrow \infty$, i.e. the steadystate pressure profile of the spun-up cylinder. The relation given in (52) encodes the variation of pressure perturbations up to the leading order in magnitude as a function of time.
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### 3.9 Initial and final conditions

We are left with one intrinsic degree of freedom in our model in form of initial and final conditions in time, i.e. state of perturbations immediately following the glitch at $t=0$ and when Ekman pumping stops as $t \rightarrow \infty$, respectively. In principle, we only require one boundary condition in time - once $\mathrm{A}_{\alpha \gamma}, \mathrm{B}_{\alpha \gamma}$ are known - since the state of modes at $t \rightarrow \infty$ is coupled to their state at $t=0$ by the relation (52), and vice-versa. In this case, however, we require both the initial and final conditions in time to calculate $\mathrm{A}_{\alpha \gamma}, \mathrm{B}_{\alpha \gamma}$ since they are unknown. For example, two of the most general choices are: $\boldsymbol{a}$ ) one can assume a scenario where the perturbations modes continuously grow from an axisymmetric state in the post-glitch phase at $t=0$ and reach a steady non-axisymmetric state as $t \rightarrow \infty$, and remain in that state. This leads to emission of gravitational waves even in the steady state at $t \rightarrow \infty$, and is somewhat unphysical. In fact, this equates to the scenario of 'semi-rigidity', where the top and bottom faces of the cylinder rotate differentially at $t \rightarrow \infty$, potentially causing the crust to crack [73]. On the contrary, $\boldsymbol{b}$ ) an alternative scenario is when the perturbation modes are instantaneously excited at $t=0$ and eventually decay as $t \rightarrow \infty$, which is more physical than the former choice. This choice disallows for any residual non-axisymmetry in the bulk, ensures zero residual steady-state emission, and also incorporates the feature of rigidity between the two faces of the cylinder [26]. Both these possibilities are encoded our choice of assumed boundary conditions at $t=0$ and $t \rightarrow \infty$. Hence, we assume the more physical set of initial and final conditions where the modes originate arbitrarily and instantaneously at $t=0$, and decay from some unknown initial value $\delta \mathrm{P}_{0}$ to a symmetric steady-state $\delta \mathrm{P}_{\infty}$ as $t \rightarrow \infty$ according to (52). Note that the steady state solution at $t \rightarrow \infty$ is an axisymmetric state with no angular or $z$-dependence but only radial dependence, given by $\delta \mathrm{P}_{\infty}=r^{2}$ in dimensionless form [26]. This axisymmetric state doesn't lead to any gravitational wave emission, as previously stated.

Finally, in order to calculate $\mathrm{A}_{\alpha \gamma}, \mathrm{B}_{\alpha \gamma}$, we write
$\delta \mathrm{P}_{0}=\delta \mathrm{P}_{\infty}+\sum_{\alpha=0}^{\infty} \sum_{\gamma=1}^{\infty} \omega_{\alpha \gamma}^{-1} \mathrm{~J}_{\alpha}\left(\lambda_{\alpha \gamma} r\right)\left[\mathrm{A}_{\alpha \gamma} \cos (\alpha \phi)+\mathrm{B}_{\alpha \gamma}\right.$
$\times \sin (\alpha \phi)] \mathrm{Z}_{\alpha \gamma}(z)=\sum_{\alpha=0}^{\infty} \mathrm{C}_{\alpha} r^{\alpha}\left(r^{2}-1\right) \cos (\alpha \phi) \mathrm{Z}_{\alpha \gamma}(z)$,
where, wherever suitable from this point onward, we will abbreviate for simplicity,

$$
\delta \mathrm{P}_{t^{\prime}} \equiv \frac{\delta p_{t \rightarrow t^{\prime}}^{(0)}(r, \phi, z)}{\rho(z)}
$$

The assumed form of the initial arbitrary perturbations $\delta \mathrm{P}_{0}$ in (53) is a sum of non-axisymmetric modes satis-
fying the boundary conditions [26]. $\mathrm{C}_{\alpha}$ are the relative weights of modes with respect to the loudest mode, excited at $t=0$, and they will be set equal to 1 in the calculations in section 4 . Note that any assumed form of $\delta \mathrm{P}_{0}$ must be constrained by the boundary conditions in space, i.e. no penetration allowed across the side walls, and be a solution to the Navier-Stokes equation by satisfying the relations in (17)-(19). Our assumption of $\delta \mathrm{P}_{0}$ guarantees the decay of all modes at $t \rightarrow \infty$, while it also ensures that the flow vanishes at the lateral surface at $r=\mathrm{L}$. We have assumed trivial $z$-dependence and $\phi$ dependence in (53) for simplicity [73, 26], without potentially corrupting the generality of the solutions. The associated Bessel-Fourier coefficients $\mathrm{A}_{\alpha \gamma}$ and $\mathrm{B}_{\alpha \gamma}$ can now be calculated ${ }^{8}$ as an implicit function of $z$ as follows,

$$
\begin{align*}
& \mathrm{A}_{\alpha \gamma}=\frac{2 \omega_{\alpha \gamma}}{\pi \mathrm{J}_{\alpha+1}^{2}\left(\lambda_{\alpha \gamma}\right)} \int_{0}^{2 \pi} \mathrm{~d} \phi \int_{0}^{1} \mathrm{~d} z \int_{0}^{1} r \mathrm{~d} r \times \\
& \mathrm{J}_{\alpha}\left(\lambda_{\alpha \gamma} r\right) \cos (\alpha \phi)\left[\delta \mathrm{P}_{0}-\delta \mathrm{P}_{\infty}\right] \mathrm{Z}_{\alpha \gamma}^{-1}(z)=  \tag{54}\\
& \\
& \frac{2 \mathrm{C}_{\alpha} \omega_{\alpha \gamma}}{\mathrm{J}_{\alpha+1}^{2}\left(\lambda_{\alpha \gamma}\right)} \int_{0}^{1} \mathrm{~d} r r^{\alpha+1}\left(r^{2}-1\right) \mathrm{J}_{\alpha}\left(\lambda_{\alpha \gamma} r\right),
\end{align*}
$$

and,

$$
\begin{align*}
& \mathrm{B}_{\alpha \gamma}=\frac{2 \omega_{\alpha \gamma}}{\pi \mathrm{J}_{\alpha+1}^{2}\left(\lambda_{\alpha \gamma}\right)} \int_{0}^{2 \pi} \mathrm{~d} \phi \int_{0}^{1} \mathrm{~d} z \int_{0}^{1} r \mathrm{~d} r \times  \tag{55}\\
& \mathrm{J}_{\alpha}\left(\lambda_{\alpha \gamma} r\right) \sin (\alpha \phi)\left[\delta \mathrm{P}_{0}-\delta \mathrm{P}_{\infty}\right] \mathrm{Z}_{\alpha \gamma}^{-1}(z)=0
\end{align*}
$$

In principle, the Bessel-Fourier coefficients may not be constants. In fact, they could be functions of $\phi$ and $z$ depending on the chosen initial conditions in (53). However, since we chose trivial dependence on $\phi$ and $z$ in our assumed initial conditions in (53), $\mathrm{A}_{\alpha \gamma}$ and $\mathrm{B}_{\alpha \gamma}$ remain constant. The first few values of $\mathrm{A}_{\alpha \gamma}$ are: $\mathrm{A}_{11}=$ $-0.706 \omega_{11}, \mathrm{~A}_{21}=-0.521 \omega_{21}, \mathrm{~A}_{12}=0.154 \omega_{12}$, and $\mathrm{A}_{22}=0.148 \omega_{22}$.

### 3.10 Final solutions

We restore the dimensions and calculate the final velocity, density, and pressure fields in the inertial rest frame instead of the rotating frame. The density profile in the inertial frame is given by

$$
\begin{align*}
& \rho(r, \phi, z, t)=\rho_{0} \rho_{e}(z / \mathrm{L})+\rho_{0} \frac{(\delta \Omega) \Omega \mathrm{L}}{g} \times \\
& \sum_{\alpha=0}^{\infty} \sum_{\gamma=1}^{\infty} \omega_{\alpha \gamma}^{-1} \mathrm{C}_{\alpha} \mathrm{A}_{\alpha \gamma} \mathrm{J}_{\alpha}\left(\frac{\lambda_{\alpha \gamma} r}{\mathrm{~L}}\right) \cos [\alpha(\phi-\Omega t)] \times  \tag{56}\\
& \partial_{z}\left[-\mathrm{L} \mathrm{Z}_{\alpha \gamma}(z / \mathrm{L}) \rho_{e}(z / \mathrm{L})\right] e^{-\mathrm{E}^{\frac{1}{2}} \omega_{\alpha \gamma} \Omega t},
\end{align*}
$$

whereas, from (34),

$$
\begin{align*}
& \delta \rho_{t \rightarrow 0}^{(0)}(r, \phi, z)=-\partial_{z}\left[\rho(z) \delta \mathrm{P}_{0}\right]= \\
& \quad-\left[\sum_{\alpha=0}^{\infty} \mathrm{C}_{\alpha} r^{\alpha}\left(r^{2}-1\right) \cos (\alpha \phi)\right] \frac{\partial[\rho(z)]}{\partial z} . \tag{57}
\end{align*}
$$

${ }^{8}$ Refer to section A. 2 in Appendix for details
$\delta v_{r}^{(0)}(r, \phi, z, t \rightarrow 0)$ and $\delta v_{\phi}^{(0)}(r, \phi, z, t \rightarrow 0)$ can be similarly calculated from (31) and (32) respectively. The pressure profile, and the velocity field up to order $O\left(\mathrm{E}^{\frac{1}{2}}\right)$ are given by,

$$
\begin{align*}
& p(r, \phi, z, t)=\rho_{0} g \mathrm{~L} p_{e}(z / \mathrm{L})+ \\
& {\left[\rho_{0}(\delta \Omega) \Omega \mathrm{L}^{2} \sum_{\alpha=0}^{\infty} \sum_{\gamma=1}^{\infty} \omega_{\alpha \gamma}^{-1} \mathrm{C}_{\alpha} \mathrm{A}_{\alpha \gamma} \mathrm{J}_{\alpha}\left(\frac{\lambda_{\alpha \gamma} r}{\mathrm{~L}}\right) \mathrm{Z}_{\alpha \gamma}(z / \mathrm{L}) \times\right.} \\
& \left.\cos [\alpha(\phi-\Omega t)] \rho_{e}(z / \mathrm{L}) e^{-\mathrm{E}^{\frac{1}{2}} \omega_{\alpha \gamma} \Omega t}\right], \\
& \delta v_{r} \sim \delta v_{r}^{(0)}(r, \phi, z, t)=\frac{1}{2}(\delta \Omega) \mathrm{L}^{2} \sum_{\alpha=0}^{\infty} \sum_{\gamma=1}^{\infty} \frac{\alpha}{r} \omega_{\alpha \gamma}^{-1} \mathrm{C}_{\alpha} \times  \tag{58}\\
& \mathrm{A}_{\alpha \gamma} \mathrm{J}_{\alpha}\left(\frac{\lambda_{\alpha \gamma} r}{\mathrm{~L}}\right) \cos [\alpha(\phi-\Omega t)] \mathrm{Z}_{\alpha \gamma}(z / \mathrm{L}) e^{-\mathrm{E}^{\frac{1}{2}} \omega_{\alpha \gamma} \Omega t},  \tag{59}\\
& \delta v_{\phi} \sim \delta v_{\phi}^{(0)}(r, \phi, z, t)=\Omega r+\frac{1}{2}(\delta \Omega) \mathrm{L} \sum_{\alpha=0}^{\infty} \sum_{\gamma=1}^{\infty} \omega_{\alpha \gamma}^{-1} \times \\
& \mathrm{C}_{\alpha} \mathrm{A}_{\alpha \gamma} \lambda_{\alpha \gamma} \partial_{r}\left[\mathrm{~L} \mathrm{~J}_{\alpha}\left(\frac{\lambda_{\alpha \gamma} r}{\mathrm{~L}}\right)\right] \cos [\alpha(\phi-\Omega t)] \times \\
& \mathrm{Z}_{\alpha \gamma}(z / \mathrm{L}) e^{-\mathrm{E}^{\frac{1}{2}} \omega_{\alpha \gamma} \Omega t,} \tag{60}
\end{align*}
$$

and $^{9}$,

$$
\begin{equation*}
\delta v_{z} \sim v_{z}^{(1)}(r, \phi, z, t)=\frac{1}{\mathrm{FN}^{2}(z)} \frac{\partial \chi}{\partial z}-\chi=O\left(\mathrm{E}^{\frac{1}{2}}\right) \tag{61}
\end{equation*}
$$

(in dimensionless units);

## 4 Gravitational wave emission

In this section, we describe the gravitational wave emission from mass-quadrupole and current-quadrupole moments of the non-axisymmetric flow derived in section 3.

### 4.1 Gravitational wave emission via massquadrupole

The density, pressure and velocity fields calculated in the previous section lead to gravitational wave emission if the mass distribution and fluid flow are nonaxisymmetric in nature. Gravitational wave emission is attributable to a non-axisymmetric distribution of mass that has a non-zero mass-quadrupole moment with at least second-order non-vanishing time-derivative. We derive the gravitational wave emission for the leading order quadrupole term $(\alpha=2)$ straightaway ${ }^{10}$ for the + and $\times$ polarizations for a polar observer - for an observer located at a distance $d_{\mathrm{s}}$ along the axis of rotation
of the neutron star,

$$
\begin{align*}
& h_{+}^{\mathrm{M}^{\mathrm{P}}}(t)=h_{\mathrm{o}}^{\mathrm{M}} \sum_{\gamma=1}^{\infty} \kappa_{2 \gamma}\left[-4 \omega_{2 \gamma} \mathrm{E}^{\frac{1}{2}} \sin (2 \Omega t)+\right. \\
& \left.\left(4-\mathrm{E} \omega_{2 \gamma}^{2}\right) \cos (2 \Omega t)\right] e^{-\mathrm{E}^{\frac{1}{2}} \omega_{2 \gamma} \Omega t},  \tag{62}\\
& h_{\times}^{\mathrm{M}^{\mathrm{P}}}(t)=h_{\mathrm{o}}^{\mathrm{M}} \sum_{\gamma=1}^{\infty} \kappa_{2 \gamma}\left[-4 \omega_{2 \gamma} \mathrm{E}^{\frac{1}{2}} \cos (2 \Omega t)-\right. \\
& \left.\left(4-\mathrm{E} \omega_{2 \gamma}^{2}\right) \sin (2 \Omega t)\right] e^{-\mathrm{E}^{\frac{1}{2}} \omega_{2 \gamma} \Omega t}, \tag{63}
\end{align*}
$$

where the full expression of $\kappa_{\alpha \gamma}$ is too lengthy to quote here and is given in section A. 5 in Appendix and $\mathrm{C}_{\alpha}$ are set to 1 . The characteristic dimensionless strain $h_{0}$, and $t_{\alpha \gamma}$ - the relaxation time-scale for the $\{\alpha, \gamma\}$ th mode are given by,

$$
\begin{array}{r}
h_{\mathrm{o}}^{\mathrm{M}}=\pi \rho_{\mathrm{o}} \Omega^{4} \mathrm{~L}^{6} \epsilon \frac{\mathrm{G}}{c^{4} d_{\mathrm{s}} g} \\
t_{\alpha \gamma}=\mathrm{E}^{-\frac{1}{2}} \Omega^{-1} \omega_{\alpha \gamma}^{-1} \tag{65}
\end{array}
$$

where, $\kappa_{2 \gamma}$ and $h_{\mathrm{o}}^{\mathrm{M}}$ are both constant quantities. We transform the expressions (62)-(63) for time-series amplitudes to the more useful Fourier space for a polar observer as follows ${ }^{11}$ :

$$
\begin{gather*}
\left|h_{+}^{\mathrm{M}^{\mathrm{P}}}(\omega)\right|^{2}=h_{\mathrm{o}}^{\mathrm{M}^{2}} \sum_{\gamma=1}^{\infty}\left|\kappa_{2 \gamma}\right|^{2}\left\{\left[t_{2 \gamma}^{-2}\left(4+t_{2 \gamma}^{-2} \Omega^{-2}\right)^{2}+\right.\right. \\
\left.\left.\omega^{2}\left(4-t_{2 \gamma}^{-2} \Omega^{-2}\right)^{2}\right]\left[\left(4 \Omega^{2}+t_{2 \gamma}^{-2}-\omega^{2}\right)^{2}+\left(2 \omega t_{2 \gamma}^{-1}\right)^{2}\right]^{-1}\right\} \tag{66}
\end{gather*}
$$

$$
\begin{align*}
& \left|h_{\times}^{\mathrm{M}^{\mathrm{P}}}(\omega)\right|^{2}=h_{\mathrm{o}}^{\mathrm{M}^{2}} \sum_{\gamma=1}^{\infty}\left|\kappa_{2 \gamma}\right|^{2}\left\{\left[4 \Omega^{2}\left(4+t_{2 \gamma}^{-2} \Omega^{-2}\right)^{2}+\right.\right. \\
& \left.\left.\quad 16 \omega^{2} t_{2 \gamma}^{-2} \Omega^{-2}\right]\left[\left(4 \Omega^{2}+t_{2 \gamma}^{-2}-\omega^{2}\right)^{2}+\left(2 \omega t_{2 \gamma}^{-1}\right)^{2}\right]^{-1}\right\} \tag{67}
\end{align*}
$$

Clearly, $\left|h_{+}^{\mathrm{M}^{\mathrm{P}}}(\omega)\right|$ and $\left|h_{\times}^{\mathrm{M}^{\mathrm{P}}}(\omega)\right|$ exhibit resonance at $\omega_{\mathrm{R}}^{2}=4 \Omega^{2}+t_{2 \gamma}^{-2}$. A similar calculation can be made for an equatorial observer, and the corresponding results are given by,

$$
\begin{align*}
h_{+}^{\mathrm{M}^{\mathrm{E}}}(t)=\frac{1}{2} h_{\mathrm{o}}^{\mathrm{M}} \sum_{\gamma=1}^{\infty} \kappa_{2 \gamma} & {\left[-4 \omega_{2 \gamma} \mathrm{E}^{\frac{1}{2}} \sin (2 \Omega t)+\right.} \\
& \left.\left(4-\mathrm{E} \omega_{2 \gamma}^{2}\right) \cos (2 \Omega t)\right] e^{-\mathrm{E}^{\frac{1}{2}} \omega_{2 \gamma} \Omega t}, \tag{68}
\end{align*}
$$
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$$
\begin{align*}
h_{\times}^{\mathrm{M}^{\mathrm{E}}}(t)=2 h_{\mathrm{o}}^{\mathrm{M}} \sum_{\gamma=1}^{\infty} \kappa_{1 \gamma}[ & {\left[2 \omega_{1 \gamma} \mathrm{E}^{\frac{1}{2}} \cos (\Omega t)+\right.} \\
& \left.\left(1-\mathrm{E} \omega_{1 \gamma}^{2}\right) \sin (\Omega t)\right] e^{-\mathrm{E}^{\frac{1}{2}} \omega_{1 \gamma} \Omega t} . \tag{69}
\end{align*}
$$
\]

It is important to note the change of oscillating frequency for the $\times$ polarization from $2 \Omega$ in case of a polar observer to $\Omega$ in case of an equatorial observer. Further, additional $1 \gamma$ modes are seen by an equatorial observer, besides the $2 \gamma$ modes that appear in the emission spectrum. In Fourier space for an equatorial observer, we have

$$
\begin{align*}
& \left|h_{+}^{\mathrm{M}^{\mathrm{E}}}(\omega)\right|^{2}=\frac{1}{4} h_{\mathrm{o}}^{\mathrm{M}^{2}} \sum_{\gamma=1}^{\infty}\left|\kappa_{2 \gamma}\right|^{2}\left\{\left[t_{2 \gamma}^{-2}\left(4+t_{2 \gamma}^{-2} \Omega^{-2}\right)^{2}+\right.\right. \\
& \left.\left.\omega^{2}\left(4-t_{2 \gamma}^{-2} \Omega^{-2}\right)^{2}\right]\left[\left(4 \Omega^{2}+t_{2 \gamma}^{-2}-\omega^{2}\right)^{2}+\left(2 \omega t_{2 \gamma}^{-1}\right)^{2}\right]^{-1}\right\},  \tag{70}\\
& \left|h_{\times}^{\mathrm{M}^{\mathrm{E}}}(\omega)\right|^{2}=4 h_{\mathrm{o}}^{\mathrm{M}^{2}} \sum_{\gamma=1}^{\infty}\left|\kappa_{1 \gamma}\right|^{2}\left\{\left[\Omega^{2}\left(1+t_{1 \gamma}^{-2} \Omega^{-2}\right)^{2}+\right.\right.
\end{align*}
$$

### 4.2 Gravitational wave emission via current-quadrupole

Gravitational wave emission, as traditionally understood, from mass-quadrupole occurs when the associated oscillating mass-quadrupole moment excites gravitational waves. However, time-variation in the intrinsic mass-distribution (also known as the mass-currents) of the bulk matter could also lead to gravitational wave radiation through 'current-quadrupole' contribution [70, 26]. This effect is a subset of the gravitomagnetic effects - the electromagnetic equivalent in gravitation. Similar to the case of electromagnetism, where electric charges and current multipoles emit electromagnetic radiation, time-varying mass-current multipoles also emit gravitational wave radiation, besides the well-known emission from mass-quadrupole moment. We straightaway produce the expressions for the + and $\times$ polarization following Thorne [70], Melatos and Peralta [51] and Bennett et al. [26] for a polar observer as follows ${ }^{14}$,

$$
\begin{align*}
h_{+}^{\mathrm{C}^{\mathrm{P}}}(t)=h_{\mathrm{o}}^{\mathrm{C}} & \sum_{\gamma=1}^{\infty} \mathrm{V}_{2 \gamma}\left[-4 t_{2 \gamma}^{-1} \Omega^{-1} \cos (2 \Omega t)-\right.  \tag{72}\\
& \left.\left(4-t_{2 \gamma}^{-2} \Omega^{-2}\right) \sin (2 \Omega t)\right] e^{-t_{2 \gamma}^{-1} t},
\end{align*}
$$

$$
\begin{equation*}
\left.\left.4 \omega^{2} t_{1 \gamma}^{-2} \Omega^{-2}\right]\left[\left(\Omega^{2}+t_{1 \gamma}^{-2}-\omega^{2}\right)^{2}+\left(2 \omega t_{1 \gamma}^{-1}\right)^{2}\right]^{-1}\right\}, \tag{71}
\end{equation*}
$$

In this case, $\left|h_{+}^{\mathrm{M}^{\mathrm{E}}}(\omega)\right|$ exhibits resonance at $\omega_{\mathrm{R}}^{2}=$ $4 \Omega^{2}+t_{2 \gamma}^{-2}$, while $\left|h_{\times}^{\mathrm{M}^{\mathrm{E}}}(\omega)\right|$ exhibits resonance at $\omega_{\mathrm{R}}^{2}=\Omega^{2}+t_{1 \gamma}^{-2}$. It is worth noting that the factors $\kappa_{1 \gamma}, \kappa_{2 \gamma}$ decrease in magnitude with increasing index $\gamma$, and we can truncate the above expressions at leading order $\gamma=1$. The maximum order-of-magnitude value of the amplitude of the emitted gravitational waves for both polarizations at a given frequency $\omega$ then depends strongly on the characteristic magnitude $h_{\mathrm{o}}^{\mathrm{M}}$ and its amplification by the frequency terms in the Fourier transforms. There also exists a weak dependency on the pre-factors $\left|\kappa_{1 \gamma}\right|$ and $\left|\kappa_{2 \gamma}\right|^{12}$.

In figure 2 and figure 3, we plot the frequency characteristics ${ }^{13}$ of the emitted signal amplitudes for $\left|h_{+}^{\mathrm{M}^{\mathrm{P}}}(\omega)\right|$, $\left|h_{\times}^{\mathrm{M}^{\mathrm{P}}}(\omega)\right|,\left|h_{+}^{\mathrm{M}^{\mathrm{E}}}(\omega)\right|$ and $\left|h_{\times}^{\mathrm{M}^{\mathrm{E}}}(\omega)\right|$.

$$
\begin{align*}
h_{\times}^{\mathrm{C}^{\mathrm{P}}}(t)=h_{\mathrm{o}}^{\mathrm{C}} & \sum_{\gamma=1}^{\infty} \tag{73}
\end{align*} \mathrm{V}_{2 \gamma}\left[-4 t_{2 \gamma}^{-1} \Omega^{-1} \sin (2 \Omega t)+, ~\left(4-t_{2 \gamma}^{-2} \Omega^{-2}\right) \cos (2 \Omega t)\right] e^{-t_{2 \gamma}^{-1} t}, ~ \$
$$

and, for an equatorial observer by,

$$
\begin{align*}
& h_{+}^{\mathrm{C}}(t)=2 h_{\mathrm{o}}^{\mathrm{C}} \sum_{\gamma=1}^{\infty} \mathrm{V}_{1 \gamma}\left[2 t_{1 \gamma}^{-1} \Omega^{-1} \cos (\Omega t)+\right.  \tag{74}\\
&\left.\left(1-t_{1 \gamma}^{-2} \Omega^{-2}\right) \sin (\Omega t)\right] e^{-t_{1 \gamma}^{-1} t}, \\
& h_{\times}^{\mathrm{C}}(t)=\frac{1}{2} h_{\mathrm{o}}^{\mathrm{C}} \sum_{\gamma=1}^{\infty} \mathrm{V}_{2 \gamma}\left[-4 t_{2 \gamma}^{-1} \Omega^{-1} \sin (2 \Omega t)+\right.  \tag{75}\\
&\left.\left(4-t_{2 \gamma}^{-2} \Omega^{-2}\right) \cos (2 \Omega t)\right] e^{-t_{2 \gamma}^{-1} t},
\end{align*}
$$

where,

$$
\begin{equation*}
h_{\mathrm{o}}^{\mathrm{C}}=2 \pi \rho_{\mathrm{o}} \Omega^{3} \mathrm{~L}^{6} \epsilon \frac{\mathrm{G}}{3 c^{5} d_{\mathrm{s}}} . \tag{76}
\end{equation*}
$$

Note that we have restricted ourselves to the leadingorder quadrupole term $l=2$ of the mass-current multipole expansion. Once more, we write the above expressions for polar and equatorial observers in the Fourier space. In case of a polar observer, this reduces to
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Figure 2: Frequency characteristics of emitted signals for polar observer: 3 different set of data are plotted for $\Omega / 2 \pi=$ 10 Hz and $\partial_{z} \eta \sim 10^{-11}$. The respective color-coded time-scales are 9.8 (blue), $1.1 \times 10^{-4}$ (red) and $8.5 \times 10^{-7}$ (green) days. The corresponding resonant frequencies are $\pm 125.66371, \pm 125.66375$ and $\pm 126.39611 \mathrm{~Hz}$ respectively. Note that the values of time-scales are calculated for specifically chosen physical parameters of the system $-v_{\mathrm{c}}, \partial_{z} \eta, v_{\mathrm{eq}}$, K , and F , in order to cover a large range of time-scales. A similar result for an equatorial observer is shown in figure 3 .

$$
\begin{align*}
& \left|h_{+}^{\mathrm{C}^{\mathrm{P}}}(\omega)\right|^{2}=h_{\mathrm{o}}^{\mathrm{C}^{2}} \sum_{\gamma=1}^{\infty}\left|\mathrm{V}_{2 \gamma}\right|^{2}\left\{\left[4 \Omega^{2}\left(4+t_{2 \gamma}^{-2} \Omega^{-2}\right)^{2}+\right.\right. \\
& \left.\left.16 \omega^{2} t_{2 \gamma}^{-2} \Omega^{-2}\right]\left[\left(4 \Omega^{2}+t_{2 \gamma}^{-2}-\omega^{2}\right)^{2}+\left(2 \omega t_{2 \gamma}^{-1}\right)^{2}\right]^{-1}\right\} \tag{75}
\end{align*}
$$

$$
\left|h_{\times}^{\mathrm{C}^{\mathrm{P}}}(\omega)\right|^{2}=h_{\mathrm{o}}^{\mathrm{C}^{2}} \sum_{\gamma=1}^{\infty}\left|\mathrm{V}_{2 \gamma}\right|^{2}\left\{\left[t_{2 \gamma}^{-2}\left(4+t_{2 \gamma}^{-2} \Omega^{-2}\right)^{2}+\right.\right.
$$

$$
\begin{equation*}
\left.\left.\omega^{2}\left(4-t_{2 \gamma}^{-2} \Omega^{-2}\right)^{2}\right]\left[\left(4 \Omega^{2}+t_{2 \gamma}^{-2}-\omega^{2}\right)^{2}+\left(2 \omega t_{2 \gamma}^{-1}\right)^{2}\right]^{-1}\right\} \tag{76}
\end{equation*}
$$

It should be noted that the resonant frequencies for current-quadrupole contribution from $\left|h_{+}^{\mathrm{M}^{\mathrm{P}}}(\omega)\right|$ and $\left|h_{\times}^{\mathrm{M}^{\mathrm{P}}}(\omega)\right|$ are the same as they were for massquadrupole contribution. Further, for the case of equatorial observers,

$$
\begin{align*}
&\left|h_{+}^{\mathrm{C}^{\mathrm{E}}}(\omega)\right|^{2}=4 h_{\mathrm{o}}^{\mathrm{C}^{2}} \sum_{\gamma=1}^{\infty}\left|\mathrm{V}_{1 \gamma}\right|^{2}\left\{\left[\Omega^{2}\left(1+t_{1 \gamma}^{-2} \Omega^{-2}\right)^{2}+\right.\right. \\
&\left.\left.4 \omega^{2} t_{1 \gamma}^{-2} \Omega^{-2}\right]\left[\left(\Omega^{2}+t_{1 \gamma}^{-2}-\omega^{2}\right)^{2}+\left(2 \omega t_{1 \gamma}^{-1}\right)^{2}\right]^{-1}\right\} \tag{77}
\end{align*}
$$



Figure 3: Frequency characteristics of emitted signals for equatorial observer: 3 different set of data are plotted for $\Omega / 2 \pi=10 \mathrm{~Hz}$ and $\partial_{z} \eta \sim 10^{-11}$. The respective color-coded time-scales are 9.8 (blue), $1.1 \times 10^{-4}$ (red) and $8.5 \times 10^{-7}$ (green) days. Moreover, the corresponding resonant frequencies for $\times$ polarization are $\pm 62.83185, \pm 62.83188$ and $\pm 63.19805 \mathrm{~Hz}$ respectively, whereas the resonant frequencies for the + polarization remain exactly the same as they were for the case of a polar observer. Other physical parameters are chosen to be the same as in figure 2.

$$
\begin{align*}
& \left|h_{\times}^{\mathrm{C}}(\omega)\right|^{2}=\frac{1}{4} h_{\mathrm{o}}^{\mathrm{C}^{2}} \sum_{\gamma=1}^{\infty}\left|\mathrm{V}_{2 \gamma}\right|^{2}\left\{\left[t_{2 \gamma}^{-2}\left(4+t_{2 \gamma}^{-2} \Omega^{-2}\right)^{2}+\right.\right. \\
& \left.\left.\omega^{2}\left(4-t_{2 \gamma}^{-2} \Omega^{-2}\right)^{2}\right]\left[\left(4 \Omega^{2}+t_{2 \gamma}^{-2}-\omega^{2}\right)^{2}+\left(2 \omega t_{2 \gamma}^{-1}\right)^{2}\right]^{-1}\right\} \tag{78}
\end{align*}
$$

We see that the emitted signals from the massquadrupole and the current-quadrupole are similar in nature in terms of the resonant frequencies and the general behavior of the frequency responses ${ }^{15}$. However, there is a notable switch in the + and $\times$ polarizations. Additionally, $\mathrm{V}_{1 \gamma}$ and $\mathrm{V}_{2 \gamma}$ pre-factors now appear instead of $\kappa_{1 \gamma}$ and $\kappa_{2 \gamma}$, besides the different characteristic amplitudes. Lastly, the frequency characteristics for $\left|h_{+}^{\mathrm{C}^{\mathrm{P}}}(\omega)\right|,\left|h_{\times}^{\mathrm{C}^{\mathrm{P}}}(\omega)\right|,\left|h_{\times}^{\mathrm{C}^{\mathrm{E}}}(\omega)\right|$ and $\left|h_{+}^{\mathrm{C}^{\mathrm{E}}}(\omega)\right|$ follow the same shapes as shown previously in figure 2 and figure 3.

### 4.3 A verdict on parameter space

It is clear from the general expressions of $\kappa_{\alpha \gamma}$ (in section A. 5 in Appendix) and $\mathrm{V}_{\alpha \gamma}$ (in section A. 4 in Appendix)
${ }^{15}$ The characteristic amplitudes for mass and current quadrupole are related by $\frac{\left|h_{\mathrm{o}}^{\mathrm{C}}\right|}{\left|h_{\mathrm{o}}^{\mathrm{M}}\right|}=\frac{2 g}{3 \Omega c}$.
that their calculations are cumbersome to perform unless we could make some simplifying assumptions. Ideally, one would like to explore the range of parameter space where the first derivative of $\eta$-i.e. $\partial_{z} \eta$ in (51), and $\partial_{z} \mathrm{~K}_{\mathrm{s}}$ are constants, and follow

$$
\begin{gather*}
\left|\partial_{z} \eta\right| \ll \mathrm{FN}^{2} \ll \eta<1 \quad \text { for } \forall z \in(0,1],  \tag{79}\\
\left|\partial_{z} \mathrm{~K}_{\mathrm{s}}\right| \ll\left|\mathrm{K}_{\mathrm{s}}\right| \text { for } \forall z \in(0,1] .
\end{gather*}
$$

Such a choice of a regime is physically reasonable and it makes the calculations analytically feasible, without compromising the generality of the model. These assumptions allow us to reduce the parameter space and explore the model in its simplest form. Meanwhile, since we do not have any prior functional forms of $v_{\mathrm{c}}$ and $v_{\mathrm{eq}}$ with respect to $z$-coordinate, we assume a simple scenario where $v_{\mathrm{c}}$ is linear in $z$ and takes the form ${ }^{16}$,

$$
\begin{equation*}
v_{\mathrm{c}}(z)=v_{\mathrm{c}}^{\mathrm{o}}+z \times \partial_{z} v_{\mathrm{c}} \tag{80}
\end{equation*}
$$

while, at the same time, $\mathrm{N}^{2}$ is taken to be a constant. These assumptions leave $v_{\mathrm{eq}}$ implicitly varying in $z$ according to (28). It must be noted that this doesn't imply constancy of $\eta$. In fact, it is simply that $\partial_{z} \eta \sim$ $2 v_{\mathrm{c}}(z) \partial_{z} v_{\mathrm{c}}$, and $\partial_{z}^{2} \eta \sim 2\left(\partial_{z} v_{\mathrm{c}}\right)^{2}$. Lastly, we are left with $\mathrm{N}^{2}, v_{\mathrm{c}}^{\mathrm{o}}$ and $\partial_{z} v_{\mathrm{c}}$ as free parameters in our model. $\mathrm{K}_{\mathrm{s}}$ (or, $\left.v_{\text {eq }}\right)$ in this case becomes a dependent parameter varying in $z$ according to (28), as previously stated. Thus, we restrict ourselves to the domain where

$$
\begin{equation*}
\left|\partial_{z} v_{\mathrm{c}}\right| \ll v_{\mathrm{c}}^{\mathrm{o}}<1 \Longrightarrow\left|\partial_{z} \mathrm{~K}_{\mathrm{s}}\right| \ll\left|\mathrm{K}_{\mathrm{s}}\right|, \partial_{z} \eta \sim 2 v_{\mathrm{c}}^{\mathrm{o}} \partial_{z} v_{\mathrm{c}} \tag{81}
\end{equation*}
$$

Under such assumptions, the calculations for the factors $\kappa_{\alpha \gamma}$ and $\mathrm{V}_{\alpha \gamma}$ become analytic and relatively simpler ${ }^{17}$. The simplification occurs because $\partial_{z} \eta$ is now invariant in $z$ according to (81). To further validate our choice, we find that numerical errors dominate significantly when calculating $\kappa_{\alpha \gamma}$ and $\mathrm{V}_{\alpha \gamma}$ numerically, especially toward lower ranges of $v_{\mathrm{c}}^{\mathrm{o}}$. These numerical errors are catalysed by large corresponding magnitudes of $\mathrm{K}_{\mathrm{s}}$ when $v_{\mathrm{c}}^{\mathrm{o}}$ becomes very small. This effect is shown in detail in section A. 6 in Appendix where we have compared numerical and analytic results for $\kappa_{\alpha \gamma}$ and $\mathrm{V}_{\alpha \gamma}$, assuming (81) to be true. In nutshell, the analytic approximation in (81) enables us to selectively explore the more crucial aspects of the improved model, such as $\partial_{z} v_{\mathrm{c}}$, while ignoring the less crucial degrees of freedom of the system, such as spatial variations in $\mathrm{N}^{2}$. The complete reduced expressions for $\kappa_{\alpha \gamma}$ and $\mathrm{V}_{\alpha \gamma}$ are given in section A. 5 in Appendix.

It must be noted that such an assumption of constancy of $\partial_{z} \eta$ isn't applied while calculating $\omega_{\alpha \gamma}$ and the corresponding time-scales $t_{\alpha \gamma}$, via (50). However, the time-scales $t_{\alpha \gamma}$ are not prone to the errors from numerical computations, as opposed to $\kappa_{\alpha \gamma}$ and $\bigvee_{\alpha \gamma}$. It
remains straightforward to compute them numerically and accurately. Nonetheless, the approximated expression for the time-scales is given in section A. 5 in Appendix [see (A.5.11)].

## 5 Time-scales of emitted signals and corresponding amplitudes

In this section, we explore the decay time-scales of the emitted signals. We see from the expressions in (62)(69) for the mass-quadrupole contribution, and (72)(75) for the current-quadrupole contribution, that the decay time-scale $t_{\alpha \gamma}$ for a given $\{\alpha, \gamma\}$ mode - as defined previously in (64) - is given by,

$$
\begin{equation*}
t_{\alpha \gamma}=\mathrm{E}^{-\frac{1}{2}} \Omega^{-1} \omega_{\alpha \gamma}^{-1} . \tag{82}
\end{equation*}
$$

The emitted gravitational wave signal amplitude at a given frequency $\omega$ depends intrinsically on the timescale; this is shown in the expressions in (62)-(78). Following the discussion in the previous section, we have 3 independent parameters to vary: $v^{\circ} \mathrm{c}, \partial_{z} v_{\mathrm{c}}$ and $\mathrm{N}^{2}$, under the analytic approximations introduced by (81). In figure 4, we plot the characteristics for the involved time-scales $t_{11}$ and $t_{21}$, and the corresponding gravitational wave amplitudes for mass-quadrupole and current-quadrupole contributions at resonant frequencies i.e. $\omega=\omega_{\mathrm{R}}$ (denoted by subscript $\mathbf{R}$ ). Note that the resonant frequencies $\omega_{\mathrm{R}}$ are also a function of $t_{\alpha \gamma}$, as shown in section 4.1. This corresponds to the effect where $\left|h_{\times}^{\mathrm{M}^{\mathrm{E}}}\right|,\left|h_{+}^{\mathrm{C}^{\mathrm{E}}}\right|$ emit at different resonant frequencies and different time-scales than $\left|h_{\times}^{\mathrm{M}^{\mathrm{P}}}\right|,\left|h_{+}^{\mathrm{M}^{\mathrm{P}}}\right|,\left|h_{+}^{\mathrm{M}^{\mathrm{E}}}\right|$, $\left|h_{\times}^{\mathrm{C}^{\mathrm{P}}}\right|,\left|h_{+}^{\mathrm{C}^{\mathrm{P}}}\right|$ and $\left|h_{\times}^{\mathrm{C}^{\mathrm{E}}}\right|$, as shown in figure 4 . We also find that only a very small fraction of mechanical energy $\left[O\left(10^{-9}-10^{-7}\right)\right]$ from the glitch is converted into gravitational wave emission ${ }^{18}$.

Note that in the case of $\partial_{z} v_{\mathrm{c}}<0$ in figure 4 (rightmost panels), the apparent outlier in the plots for $\partial_{z} v_{c}=$ $-10^{-4} \mathrm{cL}^{-1}$ is an artifact of low resolution in parameter space. In figure 5, we show the characteristics in the vicinity of the outlier for clarity.

### 5.1 Growing modes

In figure 4 , for $\partial_{z} v_{c}<0$ (rightmost panels), we see that it is possible for the system to exhibit growing modes. The growing modes refer to the cases where perturbations become unstable and grow monotonically, denoted by + marker in figure 4 and figure 5 . Growing modes are characterised by negative time-scales, i.e. $t_{\alpha \gamma}<0$. In standard Oceanography and Fluid Mechanics literature, growing modes are associated with convection and overturning ${ }^{19}$. They represent a system that gains energy from
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Figure 4: Emitted gravitational wave strain (turn page sideways): The top panel represents the time-scales for the $t_{21}$ mode and the corresponding gravitational wave strain amplitudes for 3 sets of values for $\partial_{z} v_{\mathrm{c}}$ at $0,10^{-3} c \mathrm{~L}^{-1},-10^{-4} c \mathrm{~L}^{-1}$ (left to right) respectively. The bottom panel shows the $t_{11}$ modes, and corresponding gravitational wave strain amplitudes. The parameters are set to: $f=100 \mathrm{~Hz}, \mathrm{E}=10^{-7}, \epsilon=10^{-4}, d_{\mathrm{s}}=1.0 \mathrm{kpc}, \mathrm{L}=10^{4} \mathrm{~m}, g=10^{12} \mathrm{~m} / \mathrm{sec}^{2}, \rho_{\mathrm{o}}=10^{17} \mathrm{~kg} / \mathrm{m}^{3}$. All positive time-scales as well as the corresponding emitted amplitudes are marked by $\bullet$, while the negative time-scales and corresponding amplitudes are marked by + . Negative time-scales correspond to the scenario of growing modes ${ }^{20}$.


Figure 5: Outlier zoomed in: The characteristics of the parameter space in the vicinity of the apparent outlier in figure 4 for the case of $\partial_{z} v_{\mathrm{c}}=-10^{-4} c \mathrm{~L}^{-1}$ (rightmost panels in figure 4) are shown in higher resolution. All positive time-scales as well as corresponding emitted amplitudes are marked by $\bullet$, while the negative time-scales and corresponding strain amplitudes are marked by + .
its surroundings and is not in an adiabatic state. However, this is not true for our system since it is an isolated neutron star. For this reason, these growing modes are unphysical ${ }^{20}$ and the corresponding regions in the parameter space are gravitationally inaccessible.

## 6 Discussion

To conclude our study, one can broadly make the following reiterations and conclusions. We have extended the previous works by van Eysden and Melatos [73] and Bennett et al. [26], by incorporating a more general equation of state (characterized by $v_{c}$ ) and stratification length (characterized by $\mathrm{K}_{\mathrm{s}}$ ) in sections 2 and 3 . We derived the expected time-scales of emission of gravitational wave signals and the corresponding strain amplitudes from mass-quadrupole and current-quadrupole formalisms in section 4. In order to better visualize the results, we explored the properties of emission in $\mathrm{N}^{2}$ and $v_{\mathrm{c}}^{\mathrm{o}}$ parameter space by making some simplifying approximations given by (81) in section 4.3. The results are shown in figure 4 , where we find that it is possible for such a hydrodynamic system to emit gravitational waves at a ground-based detector with a strain amplitude greater than $O\left(10^{-25}\right)$ for a source at a distance of roughly 1 kpc . The corresponding time-scales for the loudest signals are as long as $O(300)$ days, also shown in figure 4 . The results in figure 4 are explored for favorable values of physical parameters, such as at glitch magnitude $\epsilon=O\left(10^{-4}\right), d_{\mathrm{s}}=1 \mathrm{kpc}$ and $f=$ 100 Hz . The analysis yields a strain amplitude as high as $O\left(10^{-21}\right)$ toward lower magnitudes of $\mathrm{N}^{2}$, i.e. $\mathrm{N}^{2} \leq$ $O\left(10^{-5}\right)$, and $v_{\mathrm{c}}^{\mathrm{o}}$ approximately equaling $0.09 c-0.11 c$,
for the majority of individual amplitudes ${ }^{21}$. Besides, in broader range of values of $\mathrm{N}^{2}$ and $v_{\mathrm{c}}^{\mathrm{o}}$ different from the aforementioned ranges, we expect emission of the order of $O\left(10^{1}-10^{1.5}\right)$ days in duration with amplitudes in the range of $O\left(10^{-23.5}-10^{-26.5}\right)$. It must be noted that the current-quadrupole contribution tends to be larger than the corresponding mass-quadrupole contribution to the emitted signal, as shown in section 4 and figure 4. This is largely because of the characteristic amplitude $h_{\mathrm{o}}^{\mathrm{C}}$ being larger than $h_{\mathrm{o}}^{\mathrm{M}}$ by a factor ${ }^{22}$ of $\frac{2 g}{3 \Omega c}$. Furthermore, very low values of $\mathrm{N}^{2}$ (as low as $10^{-6}-10^{-7}$ ) are debatable since no physical phenomenon account for such magnitudes of $\mathrm{N}^{2}$. Note that the 'classical' Brunt-Väisälä frequency $N_{c}^{2}$ is expected to lie loosely in the range of $(0.01,1)$ [73]. The equivalent magnitude of the lower bound on redefined Brunt-Väisälä frequency $\mathrm{N}^{2}$ is then given by: $\mathrm{N}^{2} \sim \eta_{\mathrm{o}} \mathrm{N}_{\mathrm{c}}^{2}=10^{-4}$, for $v_{c}^{o}=0.1 c$. Thus, very low values of $\mathrm{N}^{2}$ lie outside the current estimates on equivalent values of $\mathrm{N}_{\mathrm{c}}^{2}$. In fact, very loud signals of amplitude $O\left(10^{-25}\right)$ and higher lie near the lower bound of current estimates on $\mathrm{N}_{\mathrm{c}}^{2}$, roughly in the range $10^{-4}-10^{-7}$ for $\mathrm{N}^{2}$. However, the value of Ekman number E is could lie anywhere in the range of $10^{-17}-10^{-7}[73,26,33,22,19,48,20,42,50]$, whereas we have based our analysis on the assumption of $E=10^{-7}$. The time-scales and the corresponding gravitational wave amplitudes depend on $E$ such that, $\mathrm{E} \downarrow \Longrightarrow t_{\alpha \gamma} \uparrow \Longrightarrow h_{\mathrm{R}} \uparrow$. Thus, for lower values of $E$, stronger emissions could occur even at higher values of $N^{2}$. This effect is shown in figure 6 where we have regenerated parts of figure 4 for $E=10^{-14}$. Note that since Ekman number is directly proportional to the sheer viscosity of the bulk matter $[37,33]$ and

[^12]inversely proportional to the square of its temperature [50], we expect higher values of $\mathrm{E}\left(10^{-7}\right)$ for colder neutron stars ( $\mathrm{T} \sim 10^{6} \mathrm{~K}$ ) [50], and vice versa. Thus, in principle, hotter neutron stars should be better candidates for transient gravitational waves than colder neu-
tron stars. However, this is not entirely true since it is expected that hotter and younger neutron stars undergo post-glitch relaxation via crust-core dynamics aided by magnetic field rather than bulk hydrodynamics [75][36].


Figure 6: Sensitivity to E : The characteristics of emitted signals for $\mathrm{E}=10^{-14}$ and $\partial_{z} v_{\mathrm{c}}=0$ are shown, setting $f=100 \mathrm{~Hz}$, $\epsilon=10^{-4}, d_{\mathrm{s}}=1 \mathrm{kpc}, \mathrm{L}=10^{4} \mathrm{~m}, g=10^{12} \mathrm{~m} / \mathrm{sec}^{2}, \rho_{\mathrm{o}}=10^{17} \mathrm{~kg} / \mathrm{m}^{3}$. Note the emission of loud amplitudes within the range $N^{2} \in\left(10^{-4}, 10^{-2}\right)$; the equivalent classical Brunt-Väisälä frequency $N_{c}^{2}$ for this range lies within permitted physical expectations.

### 6.1 Detectability of emitted signals

We can also derive characteristics of emitted signals as a function of rotational frequency $f$ of the neutron star. It has been shown that the minimum strain amplitude $h_{0}^{\text {min }}$ of a continuous gravitational wave detectable by a network of 2 detectors searched over a large parameter space with a coherent search duration of $\mathrm{T}_{\text {obs }}$ hours during which the signal is present is given by [7, 41]

$$
\begin{equation*}
h_{\mathrm{o}}^{\min }(\omega)=\mathrm{K}_{t}\left[\frac{\mathrm{~S}_{h}(\omega)}{\mathrm{T}_{\mathrm{obs}}(\omega)}\right]^{\frac{1}{2}}, \tag{83}
\end{equation*}
$$

where, $\sqrt{S_{h}(\omega)}$ is the multi-detector amplitude spectral density for a network of 2 detectors (H1, L1), and $\mathrm{K}_{t}$ is roughly equal to 30 . Given this relation, we can compare the strength of emitted gravitational wave signals with the strain detectable by aLIGO. We again restrict ourselves to emission at resonant frequencies only, i.e. $\omega=\omega_{\mathrm{R}}$. Note that we can express $h_{\mathrm{o}}^{\text {min }}$ as a function of $f$ instead of $\omega$ since $\omega_{\mathrm{R}}$ is an implicit function of $f$. This allows us to rewrite $h_{\mathrm{o}}^{\text {min }}$ as,

$$
\begin{equation*}
h_{\mathrm{o}}^{\min }(f) \sim 30.0\left[\frac{\mathrm{~S}_{h}(f)}{t_{\alpha \gamma}(f)}\right]^{\frac{1}{2}} \tag{84}
\end{equation*}
$$

where, $t_{\alpha \gamma}$ is expressed in hours ${ }^{23}$. In figure 7, we plot $h_{\mathrm{o}}^{\min }(f)$ and compare it with the emitted gravitational wave amplitudes ${ }^{24}$ as a function of $f$. We have set the parameters $\mathrm{E}, v_{\mathrm{c}}^{\mathrm{o}}$ and $\mathrm{N}^{2}$ at nominal values of $10^{-10}$, $0.1 c$ and $10^{-4}$ respectively. We find that for the selected region in parameter space in figure 7, it is possible to detect the gravitational wave emission with current aLIGO sensitivity, especially in the mid to high frequency range.

One must carefully note that we have assumed an invariant $\mathrm{N}^{2}$ in space and time in order to simplify our results for easier graphical visualization and understanding. In principle, one could vary all featuring parameters, i.e. $\mathrm{N}^{2}$ or $\mathrm{K}_{\mathrm{s}}, v_{\mathrm{c}}, v_{\mathrm{eq}}$, in all possible ways. This is because all analytically derived results in sections 24.2 are general in nature and assume none of the approximations described in section 4.3. However, such a thorough and complete analysis will require extensive numerical computations and better priors on the parameter space. More importantly, the main aim of this study was to estimate the strength of the emitted gravitational wave signals and their time-scales as a function of spatial variation in the adiabatic sound speed $v_{\mathrm{c}}$ and stratification length $z_{\mathrm{s}}$. This is shown in detail in figure 4 and

[^13]figure 5. We find that signal characteristics are more sensitive to small spatial variations in $v_{\mathrm{c}}$ and $\mathrm{K}_{\mathrm{s}}$ in some regions of the parameter space than others. In fact, for these regions in the parameter space, the maximum duration of the emission increases by a factor of 300 when
$\partial_{z} v_{\mathrm{c}}=-10^{-4} c \mathrm{~L}^{-1}$, as compared to when $\partial_{z} v_{\mathrm{c}}=0$. The corresponding amplitudes also increase by a similar factor, as seen in figure 4,5. In parts of the parameter space characterized by growing modes, no gravitational emission is possible due to hydrodynamic instability.


Figure 7: Sensitivity vs. $f$ : The characteristics of emitted signals ${ }^{24}$ and $h_{0}^{\mathrm{min}}$ are shown as a function of neutron star's rotational frequency $f$ as well as the emitted resonant frequency $f_{\mathrm{R}}$, given by $f_{\mathrm{R}}=\omega_{\mathrm{R}} / 2 \pi$. We have set $v_{\mathrm{c}}^{\mathrm{o}}=0.1 c, \mathrm{~N}^{2}=10^{-4}$, $\mathrm{E}=10^{-10}, \epsilon=10^{-4}, d_{\mathrm{s}}=1 \mathrm{kpc}, \mathrm{L}=10^{4} \mathrm{~m}, g=10^{12} \mathrm{~m} / \mathrm{sec}^{2}, \rho_{\mathrm{o}}=10^{17} \mathrm{~kg} / \mathrm{m}^{3}, \partial_{z} v_{\mathrm{c}}=0$. Note that the emitted amplitudes are largely insensitive to $\partial_{z} v_{\mathrm{c}}$ for the chosen points in $\left\{v_{\mathrm{c}}^{\mathrm{o}}, \mathrm{N}^{2}\right\}$ parameter space. The multi-detector amplitude spectral density $\sqrt{\mathrm{S}_{h}(\omega)}$ is calculated by taking the harmonic mean of the individual amplitude spectral densities of H1 (aLIGO Hanford) and L1 detectors (aLIGO Livingston) measured during initial days of the O1 run i.e. Sept 12 - Oct 20, 2015.

### 6.2 Energetics of the system

It is an interesting exercise to estimate the fraction of mechanical energy (from the glitch) that gets converted into gravitation wave emission. For instance, the total gravitational wave energy emitted by a waveform $h(t) \propto e^{i \Omega_{\mathrm{w}} t} e^{-\gamma_{\mathrm{w}} t}$ is given by $[70,61]$

$$
\begin{equation*}
\mathrm{E}_{\mathrm{Gw}}=\frac{c^{3}}{8 \mathrm{G}}\left[\Omega_{\mathrm{w}}^{2}+\gamma_{\mathrm{w}}^{2}\right] d_{\mathrm{s}}^{2} \int_{0}^{\infty}|h(\omega)|^{2} \mathrm{~d} \omega, \tag{85}
\end{equation*}
$$

where, we have used Parseval's theorem such that

$$
\int_{0}^{\infty}|h(t)|^{2} \mathrm{~d} t=\frac{1}{2 \pi} \int_{0}^{\infty}|h(\omega)|^{2} \mathrm{~d} \omega .
$$

We can easily calculate $\mathrm{E}_{\mathrm{GW}}$ by integrating (numerically or analytically) the total emitted waveform ${ }^{25}$ over
time, or by integrating its Fourier transform in frequency space. Note that the expression (85) assumes an isotropic distribution of signal as a function of the observation angle $i$. In our case, the emission is not isotropically distributed as a function of $i$. In fact, the amplitude for a given polarization varies as a linear combination of sines and cosines of $i$, as briefly discussed in section A. 4 in Appendix [26]. In order to simplify this to an order-of-magnitude estimate, the total emission can be constrained by an isotropic limit, such that ${ }^{26}$

$$
\begin{equation*}
|h(\omega)|^{2} \sim 2 \sum_{\mathcal{P}=+, \mathrm{x}}\left[\sum_{\mathcal{L}=\mathrm{M}, \mathrm{C}}\left|h_{\mathcal{P}}^{\mathcal{L}^{\mathrm{P}}}(\omega)\right|\right]^{2} . \tag{86}
\end{equation*}
$$

Combining (85) and (86), we get

[^14]$\mathrm{E}_{\mathrm{GW}} \sim \frac{c^{3}}{4 \mathrm{G}}\left[\Omega_{\mathrm{w}}^{2}+\gamma_{\mathrm{w}}^{2}\right] d_{\mathrm{s}}^{2} \int_{0}^{\infty} \sum_{\mathcal{P}=+, \times}\left[\sum_{\mathcal{L}=\mathrm{M}, \mathrm{C}}\left|h_{\mathcal{P}}^{\mathcal{L}^{\mathrm{P}}}(\omega)\right|\right]^{2} \mathrm{~d} \omega$.
On the other hand, the total mechanical energy $\mathrm{E}_{\text {glith }}$ imparted by the glitch is written as ${ }^{27}$
\[

$$
\begin{equation*}
\mathrm{E}_{\mathrm{glitch}} \sim \Gamma \mathrm{M}_{\text {total }} \mathrm{L}^{2} \Omega_{\mathrm{r}} \Delta \Omega_{\mathrm{r}}=2 \pi \epsilon \Gamma \rho_{\mathrm{o}} \mathrm{~L}^{5} \Omega_{\mathrm{r}}^{2} \tag{88}
\end{equation*}
$$

\]

where, $\Gamma$ is the fraction of total neutron star mass $\left(\mathrm{M}_{\text {total }} \sim 2 \pi \rho_{\mathrm{o}} \mathrm{L}^{3}\right)$ contained within the crust; this is assumed to be a small fiducial value of $10^{-2}$. Then, the fraction of mechanical energy $\mathrm{E}_{\mathrm{C}}\left(=\mathrm{E}_{\mathrm{GW}} / \mathrm{E}_{\text {glitch }}\right)$ converted into gravitational waves is given by

$$
\begin{equation*}
\mathrm{E}_{\mathrm{C}} \sim \frac{c^{3}}{8 \pi \mathrm{G}} \frac{\left[\Omega_{\mathrm{w}}^{2}+\gamma_{\mathrm{w}}^{2}\right] d_{\mathrm{s}}^{2}}{\epsilon \Gamma \rho_{\mathrm{o}} \mathrm{~L}^{5} \Omega_{\mathrm{r}}^{2}} \int_{0}^{\infty} \sum_{\mathcal{P}=+, \times}\left[\sum_{\mathcal{L}=\mathrm{M}, \mathrm{C}}\left|h_{\mathcal{P}}^{\mathcal{L}^{\mathrm{P}}}(\omega)\right|\right]^{2} \mathrm{~d} \omega . \tag{89}
\end{equation*}
$$

We find that the ratio $\mathrm{E}_{\mathrm{C}}$ yields values of the order of $O\left(10^{-7}\right)$, assuming $\Omega_{\mathrm{w}} \sim 2 \Omega_{\mathrm{r}}$. This suggests that a large fraction of the energy from the glitch is converted into the kinetic and potential energy of bulk fluid. We also note that the value of $\mathrm{E}_{\mathrm{C}}$ in the $\left\{\mathrm{N}^{2}, v_{\mathrm{c}}^{\mathrm{o}}, \partial_{z} v_{\mathrm{c}}\right\}$ parameter space depends only on the pre-factors $\kappa_{\alpha \gamma}$ and $\mathrm{V}_{\alpha \gamma}{ }^{28}$. In figure 8, we show an example of the characteristics of $\mathrm{E}_{\mathrm{C}}$.


Figure 8: Energetics: We have set $\mathrm{E}=10^{-7}, \epsilon=10^{-4}$, $d_{\mathrm{S}}=1 \mathrm{kpc}, \mathrm{L}=10^{4} \mathrm{~m}, g=10^{12} \mathrm{~m} / \mathrm{sec}^{2}, \rho_{\mathrm{o}}=10^{17} \mathrm{~kg} / \mathrm{m}^{3}$, and $\partial_{z} v_{\mathrm{c}}=0$. We find that similar results, i.e. $\mathrm{E}_{\mathrm{C}}=O\left(10^{-7}\right)$, are achieved when we set $0<\left|\partial_{z} v_{\mathrm{c}}\right| \ll 1$; this is due to the fact that $\kappa_{\alpha \gamma}$ and $\mathrm{V}_{\alpha \gamma}$ show very weak dependence on $\partial_{z} \nu_{\mathrm{c}}$ when $\left|\partial_{z} v_{\mathrm{c}}\right| \ll 1$.

### 6.3 Choice of equation of state

In (4), we assumed a simple form of the equation of state where the adiabatic speed of sound $v_{\mathrm{c}}$ is slowly and linearly varying with $z$. It may be useful to compare this choice with a general polytropic equation of state with polytropic index n , polytropic exponent $\gamma=(\mathrm{n}+1) / \mathrm{n}$, and polytropic constant $\mathrm{K}_{\mathrm{p}}$, i.e. $p=\mathrm{K}_{\mathrm{p}} \mathrm{\rho}^{\gamma}$. The adiabatic speed of sound $v_{\mathrm{p}}$ for the polytropic equation
is given by: $v_{\mathrm{p}}^{2}=\mathrm{K}_{\mathrm{p}} \rho^{1 / \mathrm{n}}$. Clearly, our model of equation of state resembles the polytropic model for $\mathrm{n} \rightarrow \infty$. We also know that neutron star interiors are generally well-modeled for values of the polytropic index $n \in(0.5,1.5)$. Thus, we should inquire whether our assumption of $n \rightarrow \infty$ is reasonable. In order to answer this question, consider that the gravitational wave emission is almost entirely dominated by the processes occurring at the viscous boundary layer, such as the exchange of fluid across this layer, as discussed in great detail in sections A.8, A.1, 3.8. These processes determine the time-scales of relaxation, which in turn determine the peak gravitational wave amplitudes (at resonant frequencies). We also note that the pre-factors $\kappa_{\alpha \gamma}$ and $\mathrm{V}_{\alpha \gamma}$ are largely insensitive to these processes, as discussed in section 6.2. Thus, our choice of equation of state particularly encodes physical processes at the viscous boundary layer. In the vicinity of this viscous boundary layer, i.e. $z \sim 1$, any polytropic equation of state can be reduced to linear order in $z$. In this limit, the true form of the equation of state becomes irrelevant. For example, for a $\mathrm{n}=1$ polytrope,

$$
\begin{equation*}
\left.v_{\mathrm{p}}\right|_{z \sim 1}=\sqrt{\left.\mathrm{K}_{\mathrm{p}} \rho\right|_{z \sim 1}} \sim v_{\mathrm{c}}^{\mathrm{o}}+\partial_{z} v_{\mathrm{c}} . \tag{90}
\end{equation*}
$$

In particular, for typical crust density of $\left.\rho\right|_{z \sim 1} \sim 10^{9} \mathrm{~kg}$ $\mathrm{m}^{-3}, v_{\mathrm{c}}^{\mathrm{o}} \sim c$ and $\partial_{z} v_{\mathrm{c}} \sim 0$, we find $\mathrm{K}_{\mathrm{p}} \sim 10^{7} \mathrm{~kg}^{-1} \mathrm{~m}^{5} \mathrm{~s}^{-2}$.

However, there are certain aspects that we have overlooked, such as the effects of the magnetic field and the superfluid nature of the core. The strong magnetic field in neutron stars affect the crust-core interactions and coupling dynamics of the superfluid [75][36], possibly shortening the duration of the emission, especially in young and hot neutron stars such as the Vela pulsar [18]. Recent works by van Eysden [72] have explored the effect of magnetic field on post-glitch relaxation phase but in a slightly different context. Note that we have assumed that non-axisymmetric modes are equally likely to be excited by the glitch as the axisymmetric ones $\left(\mathrm{C}_{\alpha}=1\right)$. If this assumption does not hold, the gravitational amplitudes should be re-scaled by the same factor. In conclusion, we believe this to be a viable model to predict the expected order of magnitude of the amplitude and duration of the emitted gravitational wave signals from glitching neutron stars that involve relaxation via Ekman pumping. It lays down a basic approach to predict the approximate internal state of the neutron star and first-order variations in it, if any such transient signal is detected by gravitational wave detectors from the post-glitch relaxation phase.
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## Appendix

## A. 1 Time-evolution

In this section, we derive the time-evolution of the $\chi(r, \phi, z, t)$ function. We begin by isolating the timedependence in $\chi(r, \phi, z, t)$ by separating the variables as follows,

$$
\begin{equation*}
\chi(r, \phi, z, t) \equiv \bar{\chi}(r, \phi, z) \top(t) . \tag{A.1.1}
\end{equation*}
$$

In parallel, we take the time-derivative of (42),

$$
\begin{align*}
& \left.\partial_{t}\left(\delta v_{z}\right)\right|_{z= \pm 1}=\left.\mp \frac{1}{2} \mathrm{E}^{\frac{1}{2}} \partial_{t}(\boldsymbol{\nabla} \times \delta \vec{v})_{z}\right|_{z= \pm 1}= \\
& \quad \pm\left.\frac{1}{2} \mathrm{E}^{\frac{1}{2}}\left[\frac{1}{r} \frac{\partial}{\partial r}\left(r \partial_{t}\left[\delta v_{\phi}\right]\right)-\frac{1}{r} \frac{\partial}{\partial \phi}\left(\partial_{t}\left[\delta v_{r}\right]\right)\right]\right|_{z= \pm 1} . \tag{A.1.2}
\end{align*}
$$

Ignoring all the $O\left(\mathrm{E}^{1}\right)$ or higher order terms on the right-hand side in (A.1.2) and using results from sections 3.4, 3.5 and (44), we get

$$
\begin{align*}
\left.\partial_{t}\left[\delta v_{z}^{(1)}\right]\right|_{z= \pm 1}=\mp \frac{1}{4 \mathrm{~F}}\left[\frac{1}{r^{2}} \frac{\partial^{2} \chi}{\partial \phi^{2}}\right. & \left.+\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial \chi}{\partial r}\right)\right]\left.\right|_{z= \pm 1} \\
& = \pm\left.\frac{1}{4 \mathrm{~F}} \lambda_{\alpha \gamma}^{2} \chi\right|_{z= \pm 1} \tag{A.1.3}
\end{align*}
$$

Moreover, we use (39) to further simplify (A.1.3) as

$$
\begin{align*}
{\left.\left[\frac{\eta(z)}{\mathrm{FN}^{2}(z)} \frac{\partial \dot{\chi}}{\partial z}+\left\{\frac{-\partial_{z} \eta}{\mathrm{FN}^{2}(z)}-1\right\} \dot{\chi}\right]\right|_{z= \pm 1} } & =  \tag{A.1.4}\\
& =\left.\frac{1}{4 \mathrm{~F}} \lambda_{\alpha \gamma}^{2} \chi\right|_{z= \pm 1}
\end{align*}
$$

Now, introducing the separation of variables from (A.1.1), we re-write the above equation (A.1.4) as

$$
\begin{align*}
& {\left.\left[\frac{\eta(z)}{\mathrm{FN}^{2}(z)} \frac{\partial \bar{\chi}}{\partial z}+\left\{\frac{-\partial_{z} \eta}{\mathrm{FN}^{2}(z)}-1\right\} \bar{\chi}\right]\right|_{z= \pm 1} \dot{\mathrm{~T}}(t) }  \tag{A.1.5}\\
&=\mp \frac{1}{4 \mathrm{~F}} \lambda_{\alpha \gamma}^{2} \bar{\chi} \bar{\chi}_{z= \pm 1} \mathrm{~T}(t) .
\end{align*}
$$

We further reduce the previous expression (A.1.5) by separating the variables into $(r, \phi)$ and $z$ to

$$
\left.\begin{array}{rl}
{\left[\left.\frac{\eta( \pm 1)}{\mathrm{FN}^{2}( \pm 1)} \frac{\partial \mathrm{Z}_{\alpha \gamma}}{\partial z}\right|_{z= \pm 1}\right.} & +\left\{\frac{-\left.\partial_{z} \eta\right|_{z= \pm 1}}{\mathrm{FN}^{2}( \pm 1)}-1\right\} \times \\
\mathrm{Z}_{\alpha \gamma}( \pm 1) \tag{A.1.6}
\end{array}\right] \dot{\mathrm{T}}(t)=\mp \frac{1}{4 \mathrm{~F}} \lambda_{\alpha \gamma}^{2} \mathrm{Z}_{\alpha \gamma}( \pm 1) \mathrm{T}(t) .
$$

The equation (A.1.6) can now be solved to yield $\mathrm{T}(t)$ as,

$$
\begin{equation*}
\mathrm{T}(t) \propto e^{-\omega_{\alpha \gamma} t} \tag{A.1.7}
\end{equation*}
$$

such that $\omega_{\alpha \gamma}$ is given by

$$
\begin{array}{r}
\omega_{\alpha \gamma}=\frac{1}{4 \mathrm{~F}} \lambda_{\alpha \gamma}^{2} \mathrm{Z}_{\alpha \gamma}(1)\left[\left.\frac{\eta(1)}{\mathrm{FN}^{2}(1)} \frac{\partial \mathrm{Z}_{\alpha \gamma}}{\partial z}\right|_{z=1}+\right. \\
\left.\left\{\frac{-\left.\partial_{z} \eta\right|_{z=1}}{\mathrm{FN}^{2}(1)}-1\right\} \mathrm{Z}_{\alpha \gamma}(1)\right]^{-1} . \tag{A.1.8}
\end{array}
$$

Note that $\mathrm{Z}_{\alpha \gamma}(z)$ is symmetric about $z=0$ plane and
we have evaluated the expression at $z=1$.

## A. 2 Bessel-Fourier Coefficients

In this section, we will calculate the Bessel-Fourier coefficients introduced in (52). We use the orthogonality property of the Bessel functions, which states that Bessel functions are orthogonal with respect to the inner product as follows ${ }^{29}$,

$$
\begin{array}{r}
\left\langle\mathrm{J}_{\alpha}\left(\lambda_{\alpha \gamma} r\right), \mathrm{J}_{\alpha}\left(\lambda_{\alpha \alpha} r\right)\right\rangle=\int_{0}^{1} r \mathrm{~J}_{\alpha}\left(\lambda_{\alpha \gamma} r\right) \mathrm{J}_{\alpha}\left(\lambda_{\alpha \alpha} r\right) \mathrm{d} r= \\
\frac{1}{2} \delta_{\gamma \alpha}\left[\mathrm{J}_{\alpha+1}\left(\lambda_{\alpha \gamma} r\right)\right]^{2} . \tag{A.2.1}
\end{array}
$$

For a Fourier-Bessel series of the form $f(r)=$ $\sum_{\alpha=1}^{\infty} \mathrm{C}_{\alpha} \mathrm{J}_{\alpha}\left(\lambda_{\alpha \alpha} r\right)$, the coefficients $\mathrm{C}_{\alpha}$ can be calculated by taking projection of the function $f(r)$ over the corresponding Bessel functions as,

$$
\begin{equation*}
\mathrm{C}_{\alpha}=\frac{\left\langle f(r), \mathrm{J}_{\alpha}\left(\lambda_{\alpha \alpha} r\right)\right\rangle}{\left\langle\mathrm{J}_{\alpha}\left(\lambda_{\alpha \gamma} r\right), \mathrm{J}_{\alpha}\left(\lambda_{\alpha \gamma} r\right)\right\rangle} \tag{A.2.2}
\end{equation*}
$$

Using the above relation in combination with (53), we can substitute for $f(r)$,

$$
\begin{gather*}
f(r)=\delta \mathrm{P}_{0}-\delta \mathrm{P}_{\infty}=\sum_{\alpha=0}^{\infty} \sum_{\gamma=1}^{\infty} \omega_{\alpha \gamma}^{-1} \mathrm{~J}_{\alpha}\left(\lambda_{\alpha \gamma} r\right) \times \\
{\left[\mathrm{A}_{\alpha \gamma} \cos (\alpha \phi)+\mathrm{B}_{\alpha \gamma} \sin (\alpha \phi)\right] \mathrm{Z}_{\alpha \gamma}(z)=} \\
{\left[\sum_{\alpha=0}^{\infty} \mathrm{C}_{\alpha} r^{\alpha}\left(r^{2}-1\right) \cos (\alpha \phi) \mathrm{Z}_{\alpha \gamma}(z)\right]-r^{2},} \tag{A.2.3}
\end{gather*}
$$

which, when applied to (A.2.2), gives

$$
\begin{array}{r}
\omega_{\alpha \gamma}^{-1} \mathrm{~A}_{\alpha \gamma} \cos (\alpha \phi) \mathrm{Z}_{\alpha \gamma}(z)=\frac{2}{J_{\alpha+1}^{2}\left(\lambda_{\alpha \gamma}\right)} \int_{0}^{1} r \times \\
\mathrm{J}_{\alpha}\left(\lambda_{\alpha \gamma} r\right)\left[\delta \mathrm{P}_{0}-\delta \mathrm{P}_{\infty}\right] \mathrm{d} r . \tag{A.2.4}
\end{array}
$$

We multiply both sides with $\cos (\alpha \phi)$ and integrate the resulting expression in $\phi$ and $z$ variables assuming that $\mathrm{A}_{\alpha \gamma}$ is an absolute constant, and arrive at the following result:

$$
\begin{gather*}
\mathrm{A}_{\alpha \gamma}=\frac{2 \omega_{\alpha \gamma}}{\pi \mathrm{J}_{\alpha+1}^{2}\left(\lambda_{\alpha \gamma}\right)} \int_{0}^{2 \pi} \mathrm{~d} \phi \int_{0}^{1} \mathrm{~d} z \int_{0}^{1} r \mathrm{~d} r \times \\
\mathrm{J}_{\alpha}\left(\lambda_{\alpha \gamma} r\right) \cos (\alpha \phi)\left[\delta \mathrm{P}_{0}-\delta \mathrm{P}_{\infty}\right] \mathrm{Z}_{\alpha \gamma}^{-1}(z) \tag{A.2.5}
\end{gather*}
$$

Similarly, for $\mathrm{B}_{\alpha \gamma}$,

$$
\begin{gather*}
\mathrm{B}_{\alpha \gamma}=\frac{2 \omega_{\alpha \gamma}}{\pi \mathrm{J}_{\alpha+1}^{2}\left(\lambda_{\alpha \gamma}\right)} \int_{0}^{2 \pi} \mathrm{~d} \phi \int_{0}^{1} \mathrm{~d} z \int_{0}^{1} r \mathrm{~d} r \times \\
\mathrm{J}_{\alpha}\left(\lambda_{\alpha \gamma} r\right) \sin (\alpha \phi)\left[\delta \mathrm{P}_{0}-\delta \mathrm{P}_{\infty}\right] \mathrm{Z}_{\alpha \gamma}^{-1}(z) \tag{A.2.6}
\end{gather*}
$$

[^16]
## A. 3 Quadrupole moment formalism

In this section, we will underline the formalism for calculating the expressions (62)-(71) for gravitational wave emission. In the reference frame of a polar observer at a distance $d$, the components of the gravitational wave strain in Einstein's quadrupole moment formalism in the transverse traceless gauge (abbreviated as 'TT') are given by

$$
\begin{gather*}
h_{+}(t)=h_{x x}^{\mathrm{TT}}(t)=-h_{y y}^{\mathrm{TT}}(t)=\frac{\mathrm{G}}{c^{4} d}\left[\ddot{\mathrm{I}}_{x x}(t)-\ddot{\mathrm{I}}_{y y}(t)\right]  \tag{A.3.1}\\
h_{\times}(t)=h_{x y}^{\mathrm{TT}}(t)=\frac{2 \mathrm{G}}{c^{4} d} \ddot{\mathrm{I}}_{x y}(t), \tag{A.3.2}
\end{gather*}
$$

where, $\mathrm{I}_{i k}(t)$ is the reduced quadrupole moment of inertia, and it is given in terms of stress-energy tensor component $T^{00}$ by,

$$
\begin{equation*}
\mathrm{I}_{i k}(t)=\frac{1}{c^{2}} \int \mathrm{~d}^{3} \vec{x}\left[x_{i} x_{k}-\delta_{i k} \frac{|\vec{x}|^{2}}{3}\right] \mathrm{T}^{00}(\vec{x}, t) \tag{A.3.3}
\end{equation*}
$$

Combining (A.3.1), (A.3.2) and (A.3.3), we get

$$
\begin{align*}
& h_{+}^{\mathrm{P}}(t)= \frac{\mathrm{G}}{c^{6} d} \int \mathrm{~d}^{3} \vec{x}\left[x^{2}-y^{2}\right] \ddot{\mathrm{T}}  \tag{A.3.4}\\
& \\
& 00 \\
&(\vec{x}, t)=  \tag{A.3.5}\\
& \frac{\mathrm{G}}{c^{6} d} \int \mathrm{~d}^{3} \vec{r} r^{2} \cos (2 \phi) \ddot{\mathrm{T}}_{\mathrm{NA}}^{00}(\vec{r}, t), \\
& h_{\times}^{\mathrm{P}}(t)= \frac{2 \mathrm{G}}{c^{6} d} \int \mathrm{~d}^{3} \vec{x}[x y] \ddot{\mathrm{T}}^{00}(\vec{x}, t)= \\
& \frac{\mathrm{G}}{c^{6} d} \int \mathrm{~d}^{3} \vec{r} r^{2} \sin (2 \phi) \ddot{\mathrm{T}}_{\mathrm{NA}}^{00}(\vec{x}, t),
\end{align*}
$$

where, the sub-script NA refers to non-axisymmetric terms. Moreover, in case of a perfect fluid, we neglect the viscous terms while evaluating $T^{\mu \nu}$ since they are of the order $O(\mathrm{E})$, and the stress-energy tensor component $\mathrm{T}^{00}$ is then given by

$$
\begin{equation*}
\mathrm{T}^{00}=\left[\rho+\frac{p}{c^{2}}\right] u^{0} u^{0}+p g^{00} \tag{A.3.6}
\end{equation*}
$$

where, the 0 -component $u^{0}$ of the 4 -velocity $\vec{u}$ is given by

$$
\begin{equation*}
u^{0}=\frac{c}{\sqrt{1-\frac{\vec{v} \cdot \vec{v}}{c^{2}}}} \tag{A.3.7}
\end{equation*}
$$

We break the expression (A.3.6) into separate terms describing the constitutive equilibrium and perturbative terms, i.e. $\rho \rightarrow \rho_{e}+\epsilon \delta \rho, p \rightarrow p_{e}+\epsilon \delta p$ and $\vec{v} \rightarrow \vec{v}_{r}+\delta \vec{v}$, as described in section 3.2. Here, $\vec{v}_{r}$ is simply the velocity of a fluid element given in cylindrical coordinates by $\vec{v}_{r}=(0, \Omega r, 0)$, assuming co-rotation with the neutron star crust. Note that equilibrium state is axisymmetric in nature and doesn't contribute to the signal emission. The contributing non-axisymmetric terms in $\mathrm{T}^{00}$
are then given by ${ }^{30}$

$$
\begin{align*}
& \mathrm{T}_{\mathrm{NA}}^{00}=\epsilon \delta \rho c^{2}+\left(\rho_{e} c^{2}+p_{e}\right)\left[2 \frac{\delta \vec{v} \cdot \vec{v}_{r}}{c^{2}}+\frac{\delta \vec{v} \cdot \delta \vec{v}}{c^{2}}\right]+ \\
& \epsilon\left(\delta \rho c^{2}+\delta p\right)\left[2 \frac{\delta \vec{v} \cdot \vec{v}_{r}}{c^{2}}+\frac{\vec{v}_{r} \cdot \vec{v}_{r}}{c^{2}}+\frac{\delta \vec{v} \cdot \delta \vec{v}}{c^{2}}\right] \sim \\
& \epsilon \delta \rho c^{2}+\left(\rho_{e} c^{2}+p_{e}\right)\left[2 \frac{\delta \vec{v} \cdot \vec{v}_{r}}{c^{2}}+\frac{\delta \vec{v} \cdot \delta \vec{v}}{c^{2}}\right]+ \\
& \left(\epsilon \delta \rho c^{2}+\delta p\right)\left[\frac{\vec{v}_{r} \cdot \vec{v}_{r}}{c^{2}}\right] . \tag{A.3.8}
\end{align*}
$$

Note that there exists no explicit factor of $\epsilon$ when it comes to $\delta \vec{v}$, as discussed previously in section 3.2. The factor of $\epsilon$ in the order of magnitude of $\delta \vec{v}$ is implicitly contained within $\delta \vec{v}$. Further, combining the expressions (A.3.4), (A.3.5) and (A.3.8), we calculate the gravitational wave emission up to the order $O\left(\epsilon^{1}\right)$ given by (62)-(71).

## A. 4 Current-quadrupole moment

In this section, we briefly describe the method to derive strain amplitude for the current-quadrupole contribution quoted in (72)-(76). We follow [70, 51, 26], and make appropriate modifications corresponding to our assumption of spatially varying stratification length and adiabatic sound speed. The general expression for the + and $\times$ polarizations contributed by the current-quadrupole moment (labeled by the super-script C) for a general observer at distance $d$ is given by $[26,51,70$ ],

$$
\begin{align*}
& h_{+}^{\mathrm{C}}(t)= \frac{\mathrm{G}}{2 c^{5} d}\left[\frac{5}{2 \pi}\right]^{\frac{1}{2}}\left[\operatorname{Im}\left\{\ddot{\mathrm{C}}^{21}(t)\right\} \sin (i)+\right. \\
&\left.\operatorname{Im}\left\{\ddot{\mathrm{C}}^{22}(t)\right\} \cos (i)\right], \\
& h_{\times}^{\mathrm{C}}(t)= \frac{\mathrm{G}}{4 c^{5} d}\left[\frac{5}{2 \pi}\right]^{\frac{1}{2}}\left[\operatorname{Re}\left\{\ddot{\mathrm{C}}^{21}(t)\right\} \sin (2 i)+\right.  \tag{A.4.1}\\
&\left.\operatorname{Re}\left\{\ddot{\mathrm{C}}^{22}(t)\right\}\left[1+\cos ^{2}(i)\right]\right],
\end{align*}
$$

(A.4.2)
where, $\mathrm{C}^{l v}(t)$ are the $(l, v)$-multipoles of the masscurrent distribution. Note that we have only considered the leading order quadrupole moment ( $l=2$ ), which is the lowest multipole moment that contributes to the gravitational wave emission via its non-vanishing second-order time-derivative $\ddot{\mathrm{C}}^{2 v}(t)$. The presence of additional $c^{5}$ factor, as opposed to $c^{4}$ in case of the mass-quadropole moment, suggests that the currentquadrupole contribution is much smaller than the massquadrupole moment. This is true for systems with low density. However, for high-density systems such as a neutron star, current-quadrupole emission may be larger than mass-quadrupole contribution, as described in section 4.2. We have also ignored the $v=0$ mode which contributes at the order of $O\left(\mathrm{E}^{1}\right)$ while retaining the

[^17]more significant $v=1,2$ modes. Moreover, $i$ denotes the angle between neutron star's rotation axis and the observer's line of sight, such that $i=0$ for a polar observer, and $i=90^{\circ}$ for an equatorial observer. The $C^{2 v}(t)$ terms are explicitly given by [26] ${ }^{31}$
\[

$$
\begin{equation*}
\mathrm{C}^{2 v}(t)=\frac{(-1)^{v+1} 8 \pi(10 \pi)^{\frac{1}{2}}}{15 v \rho_{\mathrm{o}}^{-1} \mathrm{~L}^{-6}(\delta \Omega)^{-1}} \sum_{\gamma=1}^{\infty} \mathrm{V}_{v \gamma} e^{-\left(\mathrm{E}^{\frac{1}{2}} \omega_{v \gamma}+i v\right) \Omega t} \tag{A.4.3}
\end{equation*}
$$

\]

where,

$$
\begin{align*}
& \mathrm{V}_{v \gamma}=2 \mathrm{~A}_{v \gamma} \omega_{v \gamma}^{-1} \int_{0}^{1} \mathrm{~d} r \int_{0}^{1} \mathrm{~d} z r^{v+1} z^{2-v} \times \\
& \hat{\mathbf{U}}\left[\mathrm{J}_{\mathrm{v}}\left(\lambda_{v \gamma} r\right) \mathrm{Z}_{v \gamma}(z) \rho_{e}(z)\right] \tag{A.4.4}
\end{align*}
$$

$$
\begin{array}{r}
\kappa_{v \gamma}=2 \omega_{v \gamma}^{-1} \mathrm{~A}_{v \gamma}\left[\int_{0}^{1} \mathrm{~d} r r^{3} \mathrm{~J}_{v}\left(\lambda_{v \gamma} r\right) \int_{0}^{1} \mathrm{~d} z \partial_{z}\left[-\mathrm{Z}_{v \gamma}(z) \rho_{e}(z)\right]+\mathrm{K} \int_{0}^{1} \mathrm{~d} r r^{4} \partial_{r}\left[\mathrm{~J}_{v}\left(\lambda_{v \gamma} r\right)\right] \times\right. \\
\int_{0}^{\mathrm{L}} \mathrm{~d} z\left[1+\frac{\mathrm{K}}{\mathrm{~K}_{\mathrm{s}}(z)}\right] \mathrm{Z}_{v \gamma}(z) \rho_{e}(z)+\frac{\Omega^{2} \mathrm{~L}^{2}}{c^{2}} \int_{0}^{1} \mathrm{~d} r r^{5} \mathrm{~J}_{v}\left(\lambda_{v \gamma} r\right) \times  \tag{A.5.1}\\
\left.\int_{0}^{1} \mathrm{~d} z\left[\partial_{z}\left[-\mathrm{Z}_{v \gamma}(z) \rho_{e}(z)\right]+\mathrm{K} \mathrm{Z}_{v \gamma}(z) \rho_{e}(z)\right]\right]
\end{array}
$$

Moreover, following the assumptions described in (81) in section 4.3, the above expression for $\kappa_{v \gamma}$ can be further reduced to a simpler and easier form. The simplifying assumptions lead to the case where all coefficients in (46) become effectively invariant with respect to the $z$ -

Moreover, the operator $\hat{\mathbf{U}}$ is written as

$$
\begin{align*}
& \hat{\mathbf{U}}=\left[z \frac{\partial^{2}}{\partial r^{2}}+\frac{z}{r} \frac{\partial}{\partial r}-z \frac{v^{2}}{r^{2}}-r \frac{\partial^{2}}{\partial r \partial z}\right]+ \\
&  \tag{A.4.5}\\
& 2 \mathrm{~F}\left[r^{2} \frac{\partial^{2}}{\partial z^{2}}-r z \frac{\partial^{2}}{\partial r \partial z}-2 z \frac{\partial}{\partial z}\right]
\end{align*}
$$

Finally, the expressions for + and $\times$ polarizations can now be reduced using the above relations to the expressions quoted in (72)-(76).

## A. $5 \kappa_{V \gamma}$ and $\mathbf{V}_{\mathrm{v} \gamma}$

In this section, we quote the full expression of $\kappa_{v \gamma}{ }^{32}$.
coordinate. This leaves the solution for $\mathrm{Z}_{v \gamma}(z)$ straightforward to achieve. Moreover, the integrals in the exponents involving $\mathrm{K}_{\mathrm{s}}$ in (A.5.1) are dissolved, and the resulting exponential terms can be folded into $\mathrm{Z}_{v \gamma}(z)$ to yield

$$
\begin{align*}
\kappa_{v \gamma}=2 \omega_{v \gamma}^{-1} \mathrm{~A}_{v \gamma}\left[\mathcal{L}_{1} \int_{0}^{1} \mathrm{~d} r r^{3} \mathrm{~J}_{\mathrm{v}}\left(\lambda_{v \gamma} r\right)+\mathrm{K}\right. & {\left[1+\frac{\mathrm{K}}{\mathrm{~K}_{\mathrm{s}}}\right] \mathcal{L}_{2} \int_{0}^{1} \mathrm{~d} r r^{4} \partial_{r}\left[\mathrm{~J}_{v}\left(\lambda_{v \gamma} r\right)\right]+} \\
& \left.\frac{\Omega^{2} \mathrm{~L}^{2}}{c^{2}}\left[\mathcal{L}_{1}+\mathrm{K} \mathcal{L}_{2}\right] \int_{0}^{1} \mathrm{~d} r r^{5} \mathrm{~J}_{v}\left(\lambda_{v \gamma} r\right)\right] \tag{A.5.2}
\end{align*}
$$

where, $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$ are given in terms of $\mathcal{K}_{ \pm}$by

$$
\mathcal{L}_{1}=\frac{\left(\mathrm{FN}^{2}-\mathcal{K}_{-}\right)\left[1-e^{-\mathcal{K}_{-}}\right]-\left(\mathrm{FN}^{2}-\mathcal{K}_{+}\right)\left[1-e^{-\mathcal{K}_{+}}\right]}{\left(\mathrm{FN}^{2}-\mathcal{K}_{-}\right) e^{\mathcal{K}_{+}}-\left(\mathrm{FN}^{2}-\mathcal{K}_{+}\right) e^{\mathcal{K}_{-}}}
$$

$$
\mathcal{L}_{2}=\frac{\left(\mathrm{FN}^{2}-\mathcal{K}_{-}\right) \frac{1-e^{-\mathcal{K}_{-}}}{\mathcal{K}_{-}}-\left(\mathrm{FN}^{2}-\mathcal{K}_{+}\right) \frac{1-e^{-\mathcal{K}_{+}}}{\mathcal{K}_{+}}}{\left(\mathrm{FN}^{2}-\mathcal{K}_{-}\right) e^{\mathcal{K}_{+}}-\left(\mathrm{FN}^{2}-\mathcal{K}_{+}\right) e^{\mathcal{K}_{-}}}
$$

Further, $\mathcal{K}_{ \pm}$in (A.5.3) and (A.5.4) is given by
sion for $\mathrm{V}_{\mathrm{v} \gamma}$ in terms of $\mathcal{L}_{3}^{(\mathrm{g})}, \mathcal{L}_{4}^{(\mathrm{g})}$ and $\mathcal{L}_{5}^{(\mathrm{g})}$. We define $\mathcal{L}_{3}^{(\mathrm{g})}, \mathcal{L}_{4}^{(\mathrm{g})}$ and $\mathcal{L}_{5}^{(\mathrm{g})}$ as follows:

$$
\begin{align*}
\mathcal{L}_{3}^{(\mathrm{g})}= & \frac{\left(\mathrm{FN}^{2}-\mathcal{K}_{-}\right) \mathcal{H}_{\mathrm{g}}\left(\mathcal{K}_{-}\right)-\left(\mathrm{FN}^{2}-\mathcal{K}_{+}\right) \mathcal{H}_{\mathrm{g}}\left(\mathcal{K}_{-}\right)}{\left(\mathrm{FN}^{2}-\mathcal{K}_{-}\right) e^{\mathcal{K}_{+}}-\left(\mathrm{FN}^{2}-\mathcal{K}_{+}\right) e^{\mathcal{K}_{-}}}  \tag{A.5.3}\\
\mathcal{L}_{4}^{(\mathrm{g})}= & \frac{\left(\mathrm{FN}^{2}-\mathcal{K}_{-}\right) \frac{\mathcal{H}_{\mathrm{g}}\left(\mathcal{K}_{-}\right)}{\mathcal{K}_{-}^{-1}}-\left(\mathrm{FN}^{2}-\mathcal{K}_{+}\right) \frac{\mathcal{H}_{\mathrm{g}}\left(\mathcal{K}_{+}\right)}{\mathcal{K}_{+}^{-1}}}{\left(\mathrm{FN}^{2}-\mathcal{K}_{-}\right) e^{\mathcal{K}_{+}}-\left(\mathrm{FN}^{2}-\mathcal{K}_{+}\right) e^{\mathcal{K}_{-}}} \tag{A.5.4}
\end{align*}
$$

$$
\begin{equation*}
\mathcal{K}_{ \pm}=\frac{1}{2}\left[\mathrm{~K}_{\mathrm{s}} \pm\left(\mathrm{K}_{\mathrm{s}}^{2}+\eta_{\mathrm{o}}^{-1}\left[\mathrm{~N}^{2} \lambda_{v \gamma}^{2}+\partial_{z} \eta-\partial_{z}^{2} \eta\right]\right)^{\frac{1}{2}}\right] \tag{A.5.7}
\end{equation*}
$$

where, $\eta_{\mathrm{o}}=\left(v_{\mathrm{c}}^{\mathrm{o}} / c\right)^{2}, \partial_{z} \eta \sim 2 v_{\mathrm{c}}^{\mathrm{o}} \partial_{z} v_{\mathrm{c}}$ and $\partial_{z}^{2} \eta \sim$ $2\left(\partial_{z} v_{\mathrm{c}}\right)^{2}$. Similarly, we calculate the reduced expres-

$$
\begin{equation*}
\mathcal{L}_{5}^{(\mathrm{g})}=\frac{\left(\mathrm{FN}^{2}-\mathcal{K}_{-}\right) \frac{\mathcal{H}_{\mathrm{g}}\left(\mathcal{K}_{-}\right)}{\mathcal{K}_{-}^{-2}}-\left(\mathrm{FN}^{2}-\mathcal{K}_{+}\right) \frac{\mathcal{H}_{\mathrm{g}}\left(\mathcal{K}_{+}\right)}{\mathcal{K}_{+}^{-2}}}{\left(\mathrm{FN}^{2}-\mathcal{K}_{-}\right) e^{\mathcal{K}_{+}}-\left(\mathrm{FN}^{2}-\mathcal{K}_{+}\right) e^{\mathcal{K}_{-}}}, \tag{A.5.5}
\end{equation*}
$$

[^18]where, $\mathcal{H}_{\mathrm{g}}\left(\mathcal{K}_{-}\right)$is defined by the integral given below ${ }^{33}$
\[

$$
\begin{gathered}
\mathcal{H}_{\mathrm{g}}\left(\mathcal{K}_{ \pm}\right)=\int_{0}^{1} \mathrm{~d} z z^{\mathrm{g}} e^{-\mathcal{K}_{ \pm} z} . \quad \begin{array}{l}
\text { panded and written in terms of } \mathcal{L}_{3}^{(\mathrm{g})}, \mathcal{L}_{4}^{(\mathrm{g})} \text { and } \mathcal{L}_{5}^{(\mathrm{g})} \text { as } \\
\text { follows: }
\end{array} \\
\mathrm{V}_{v \gamma}=2 \mathrm{~A}_{v \gamma} \omega_{v \gamma}^{-1}\left[\mathcal{L}_{3}^{(3-v)} \int_{0}^{1} \mathrm{~d} r r^{v-1}\left[r^{2} \partial_{r}^{2}\left[\mathrm{~J}_{v}\left(\lambda_{v \gamma} r\right)\right]+r \partial_{r}\left[\mathrm{~J}_{v}\left(\lambda_{v \gamma} r\right)\right]-v^{2} \mathrm{~J}_{v}\left(\lambda_{v \gamma} r\right)\right]+\mathcal{L}_{4}^{(2-v)} \times\right. \\
\left.\int_{0}^{1} \mathrm{~d} r r^{v+2} \partial_{r}\left[\mathrm{~J}_{v}\left(\lambda_{v \gamma} r\right)\right]+2 \mathrm{~F}\left[\mathcal{L}_{5}^{(2-v)} \int_{0}^{1} \mathrm{~d} r r^{v+3} \mathrm{~J}_{\mathrm{v}}\left(\lambda_{v \gamma} r\right)+\mathcal{L}_{4}^{(3-v)} \int_{0}^{1} \mathrm{~d} r r^{v+1}\left[r \partial_{r}\left[\mathrm{~J}_{v}\left(\lambda_{v \gamma} r\right)\right]+2 \mathrm{~J}_{v}\left(\lambda_{v \gamma} r\right)\right]\right]\right] .
\end{gathered}
$$
\]

The resulting complete expression for $\mathrm{V}_{v \gamma}$ is then ex-

Moreover, the approximated expression of $t_{v \gamma}$ can also be calculated following (81), and is given by

$$
\begin{equation*}
t_{v \gamma}=\frac{4 \mathrm{E}^{-\frac{1}{2}} \Omega^{-1} \mathrm{~F}^{2} \mathrm{~N}^{2}\left[\left(\mathrm{FN}^{2}-\mathcal{K}_{-}\right) e^{\mathcal{K}_{+}}-\left(\mathrm{FN}^{2}-\mathcal{K}_{+}\right) e^{\mathcal{K}_{-}}\right]}{\lambda_{v \gamma}^{2}\left[\left(\eta_{1} \mathcal{K}_{+}-\left.\partial_{z} \eta\right|_{z=1}-\mathrm{FN}^{2}\right)\left(\mathrm{FN}^{2}-\mathcal{K}_{-}\right) e^{\mathcal{K}_{+}}-\left(\eta_{1} \mathcal{K}_{-}-\left.\partial_{z} \eta\right|_{z=1}-\mathrm{FN}^{2}\right)\left(\mathrm{FN}^{2}-\mathcal{K}_{+}\right) e^{\mathcal{K}_{-}}\right]}, \tag{A.5.11}
\end{equation*}
$$

where,
given,

$$
\eta_{1} \sim \eta_{\mathrm{o}}+\partial_{z} \eta+\frac{1}{2} \partial_{z}^{2} \eta ;\left.\partial_{z} \eta\right|_{z=1} \sim \partial_{z} \eta+\partial_{z}^{2} \eta
$$

$$
\eta_{\mathrm{o}}=\left(v_{\mathrm{c}}^{\mathrm{o}} / c\right)^{2}, \partial_{z} \eta \sim 2 v_{\mathrm{c}}^{\mathrm{o}} \partial_{z} v_{\mathrm{c}} \text { and } \partial_{z}^{2} \eta \sim 2\left(\partial_{z} v_{\mathrm{c}}\right)^{2}
$$

## A. 6 Error characterization



Figure 9: Error characteristics: 3 different sets of data are plotted for the $t_{21}$ mode at a rotational frequency of 100 Hz , and for a set of values of $\partial_{z} v_{\mathrm{c}}$ of $0,10^{-3} c \mathrm{~L}^{-1}$ and $-10^{-4} c \mathrm{~L}^{-1}$ from left to right. Other relevant physical parameters are chosen from astrophysical priors, as in all previous figures. The top panel represents $\mathrm{R}_{\kappa}$ while the bottom panel represents $\mathrm{R}_{\mathrm{V}}$. Note that larger values of $R_{\kappa}$ and $R_{V}$ signify large mismatch between approximated analytic and numerical results.

[^19]In this section, we show the comparison between analytically approximated and numerically computed results for $\kappa_{v \gamma}$ and $\mathrm{V}_{v \gamma}$. We have explored the results for the $t_{21}$ mode since this is sufficient for our purposes. We define the differences between analytically approximated ( $\kappa_{v \gamma}^{\mathrm{t}}, \mathrm{V}_{v \gamma}^{\mathrm{t}}$ ) and numerical ( $\kappa_{v \gamma}^{\mathrm{n}}, \mathrm{V}_{v \gamma}^{\mathrm{n}}$ ) results as follows,

$$
\begin{align*}
& \mathrm{R}_{\kappa}=\left|\frac{\kappa_{v \gamma}^{\mathrm{t}}-\kappa_{v \gamma}^{\mathrm{n}}}{\kappa_{v \gamma}^{\mathrm{t}}+\kappa_{v \gamma}^{\mathrm{n}}}\right|,  \tag{A.6.1}\\
& \mathrm{R}_{\mathrm{V}}=\left|\frac{\mathrm{V}_{v \gamma}^{\mathrm{t}}-\mathrm{V}_{v \gamma}^{\mathrm{n}}}{\mathrm{~V}_{v \gamma}^{\mathrm{t}}+\mathrm{V}_{v \gamma}^{\mathrm{n}}}\right| . \tag{A.6.2}
\end{align*}
$$

In figure 9, we plot the characteristics of $\mathrm{R}_{\kappa}$ and $\mathrm{R}_{V}$ for three cases, i.e when $\partial_{z} v_{\mathrm{c}} \in\left\{0,10^{-3} c \mathrm{~L}^{-1},-10^{-4} c \mathrm{~L}^{-1}\right\}$. The leftmost panels show a baseline mismatch between approximated analytic values and numerically calculated values of $\kappa_{v \gamma}$ and $\mathrm{V}_{v \gamma}$. Note that since $\partial_{z} \nu_{\mathrm{c}}=0$ for these two panels, the numerical and approximated analytic results should not have a high mismatch. However, the results deviate from accuracy for certain regions in parameter space, especially for lower values of $v_{\mathrm{c}}^{\mathrm{o}}$. The center and rightmost panels show similar characteristics. Note that the mismatch in $\kappa_{v \gamma}$ and $\mathrm{V}_{v \gamma}$ follows somewhat similar characteristics to the timescales plotted in figure 4. The underlying reason is fairly straightforward: larger time-scales occur when $\mathrm{K}_{\mathrm{s}}$ becomes large in magnitude, and this large magnitude of $\mathrm{K}_{\mathrm{s}}$ tends to throw off the numerical results from accuracy while the approximated analytic results continue to follow an accurate description. Note that the factor $\rho_{e}(z)$ in the expressions of $\kappa_{v \gamma}$ and $\mathrm{V}_{v \gamma}$ tends to fall very rapidly with $z$ from a large value $\rho_{\mathrm{o}}$ at $z=0$ for large magnitudes of $\mathrm{K}_{\mathrm{s}}{ }^{34}$. We also find that the numerical values of $\mathrm{Z}_{v \gamma}(z)$ tend to wander inaccurately into negative domain from tolerance-induced numerical errors nearing $z=0$. This small discrepancy between the values calculated by numerical methods and approximate analytic expressions is amplified by the larger value of $\rho_{e}(z)$ nearing $z=0$, especially when $\mathrm{K}_{\mathrm{s}}$ is large, leading to a large mismatch. This affect also contributes to figure 9 for the case of $\partial_{z} \nu_{c}=0$, i.e. leftmost panels.

## A. $7 \quad t_{v \gamma}$ vs $f$

In this section, we elaborate on the characteristics of emitted signals as a function of neutron star's rotational frequency $f$. In figure 10 , we plot the time-scales for $\{2,1\}$ and $\{1,1\}$ modes, i.e. $t_{21}$ and $t_{11}$, as a function of $f$. These time-scales have been calculated and implicitly included in the results via (84) in figure 7. We can conclude from figure 10 that these time-scales may span orders of magnitudes. For (84) to be a valid measure of minimum detectable strain for such signals, the observation time for the coherent search must be larger than these time-scales, i.e. $\mathrm{T}_{\mathrm{obs}} \geq t_{\mathrm{v} \gamma}$.


Figure 10: $t_{\mathrm{v} \gamma}$ characteristics: $t_{21}$ and $t_{11}$ are plotted as a function of neutron star's rotational frequency $f$. We have set $v_{\mathrm{c}}^{\mathrm{o}}=0.1 c, \mathrm{~N}^{2}=10^{-4}, \mathrm{E}=10^{-10}, \epsilon=10^{-4}, d_{\mathrm{s}}=1 \mathrm{kpc}$, $\mathrm{L}=10^{4} \mathrm{~m}, g=10^{12} \mathrm{~m} / \mathrm{sec}^{2}, \rho_{\mathrm{o}}=10^{17} \mathrm{~kg} / \mathrm{m}^{3}, \partial_{z} v_{\mathrm{c}}=0$.


Figure 11: Emission characteristics: We have set $\mathrm{E}=10^{-10}$, $\epsilon=10^{-4}, d_{\mathrm{s}}=1 \mathrm{kpc}, \mathrm{L}=10^{4} \mathrm{~m}, g=10^{12} \mathrm{~m} / \mathrm{sec}^{2}$, $\rho_{\mathrm{o}}=10^{17} \mathrm{~kg} / \mathrm{m}^{3}, \partial_{z} v_{\mathrm{c}}=0$, and 3 different sets of values of $v_{\mathrm{c}}^{\mathrm{o}}$ and $\mathrm{N}^{2}$ are explored. Note the appearance of dips in one or both the contributions in frequency space i.e. massquadrupole and current-quadrupole emissions, due to variation in $v_{\mathrm{c}}^{\mathrm{o}}$ and $\mathrm{N}^{2}$.

Moreover, there is a noticeable dip in emission from current-quadrupole contribution in the mid-frequency range in figure 7. This dip is caused by $\mathrm{V}_{\mathrm{v} \gamma}$ becoming negative with increasing frequency. The sharp dip occurs due to the inclusion of $\mathrm{V}_{v \gamma}$ in (72)-(75) via its absolute magnitude. This affect is not limited to $\mathrm{V}_{\mathrm{v} \mathrm{\gamma}}$ and current-quadrupole contribution only. In fact, the presence of this dip in current-quadrupole or massquadrupole emission depends upon the values of $v_{\mathrm{c}}^{\mathrm{o}}$ and $\mathrm{N}^{2}$. Like $\mathrm{V}_{v \gamma}, \kappa_{v \gamma}$ may also show similar effect for alternative values of $v_{\mathrm{c}}^{\mathrm{o}}$ and $\mathrm{N}^{2}$. Furthermore, the location of this dip in frequency space is found to vary with $v_{\mathrm{c}}^{\mathrm{o}}$ as well as $\mathrm{N}^{2}$. We also find that the location of this dip is less sensitive to variation in $\mathrm{N}^{2}$ as compared to $v_{\mathrm{c}}^{\mathrm{o}}$.

[^20]In figure 11 above, we plot a part of figure 7 (top-right panel) to demonstrate the aforementioned effect.

## A. 8 Dependence of emission properties on $\partial_{z} v_{c}$

The significant and critical affect of $\partial_{z} v_{c}$ on the properties of the gravitational wave emission discussed in section 5 and section 6 is best estimated by looking at (42) and the discussion in section A.1. For instance, (A.1.2) equates the rate of flow into the viscous boundary layer at the top and bottom faces of the cylinder with the rate of flow out of this boundary layer back into the bulk; this is a direct consequence of the conservation of mass across the viscous boundary layer [17, 73, 76, 26]. This rate of exchange of fluid determines the dissipation time-scale of a certain perturbed $\{\alpha, \gamma\}$ mode - faster exchange of fluid leads to faster dissipation of the perturbation. The value of $\partial_{z} v_{\mathrm{c}}$ bears a direct consequence on this process at the boundary layer. For example, from (A.1.8) and (46), we see that $\partial_{z} v_{\mathrm{c}}$ contributes via the "slope term" $\partial \mathrm{Z}_{\alpha \gamma} / \partial z$, and $\partial_{z} \eta$ term in the denominator in (A.1.8). In fact, the $\partial \mathrm{Z}_{\alpha \gamma} / \partial z$ term is the dominant determinant in deciding the speed of exchange since $\left|\partial_{z} \eta\right| \ll 1$. When the slope term is large and positive, the exchange of fluid is slow, as clearly seen in (A.1.8). This is simply because the fluid flowing out of the boundary layer and back into the bulk has to work against high pressure gradient at
$z= \pm 1$, which is set by the positive value of the slope term. Note that positive slope of $\mathrm{Z}_{\alpha \gamma}$ implies decreasing pressure in $z$-direction, as seen in (41). Similarly, when the slope term is positive but small, the exchange of fluid is faster since the pressure gradient decreases in value. Note that when the slope term becomes negative, we may see growing modes although this is neither a sufficient nor a necessary condition; the growing modes could also occur when $\mathrm{N}^{2}<0$ despite the slope being positive. This effect is seen in figure 4 , where the value $\partial_{z} v_{c}=-10^{-4} c \mathrm{~L}^{-1}$ increases the characteristic timescales as well as the corresponding gravitational wave amplitudes in some regions of the parameter space. It is important to remember here that this increase in gravitational wave amplitude occurs at the resonance frequency only, and the amplitudes decay in the sidebands. Hence, while increasing time-scales increase the gravitational wave amplitude at the resonance frequency, they also decrease the effective bandwidth of the signal frequency.

## Acknowledgments

I would like to extend my hearty thanks to Maria Alessandra Papa at the Max-Planck-Institut für Gravitationphysik for her support throughout, and to Andrew Melatos for his input through the course of this work.

# III Results of an all-sky high-frequency Einstein@Home search for continuous gravitational waves in LIGO's fifth Science Run 

Avneet Singh ${ }^{1,2,3, \dagger}$, Maria Alessandra Papa ${ }^{1,2,4, \ddagger}$, Heinz-Bernd Eggenstein ${ }^{2,3}$, Sylvia Zhu ${ }^{1,2}$, Holger Pletsch ${ }^{2,3}$, Bruce Allen ${ }^{2,4,3}$, Oliver Bock ${ }^{2,3}$, Bernd Maschenchalk ${ }^{2,3}$, Reinhard Prix ${ }^{2,3}$, Xavier Siemens ${ }^{4}$<br>${ }^{1}$ Max-Planck-Institut für Gravitationsphysik, am Mühlenberg 1, 14476, Potsdam-Golm<br>${ }^{2}$ Max-Planck-Institut für Gravitationsphysik, Callinstraße 38, 30167, Hannover<br>${ }^{3}$ Leibniz Universität Hannover, Welfengarten 1, 30167, Hannover<br>${ }^{4}$ University of Wisconsin-Milwaukee, Milwaukee, Wisconsin 53201, USA


#### Abstract

We present results of a high-frequency all-sky search for continuous gravitational waves from isolated compact objects in LIGO's 5th Science Run (S5) data, using the computing power of the Einstein@Home volunteer computing project. This is the only dedicated continuous gravitational wave search that probes this high frequency range on S 5 data. We find no significant candidate signal, so we set $90 \%$-confidence level upperlimits on continuous gravitational wave strain amplitudes. At the lower end of the search frequency range, around 1250 Hz , the most constraining upper-limit is $5.0 \times 10^{-24}$, while at the higher end, around 1500 Hz , it is $6.2 \times 10^{-24}$. Based on these upper-limits, and assuming a fiducial value of the principal moment of inertia of $10^{38} \mathrm{~kg} \mathrm{~m}^{2}$, we can exclude objects with ellipticities higher than roughly $2.8 \times 10^{-7}$ within 100 pc of Earth with rotation periods between 1.3 and 1.6 milliseconds.


## 1 Introduction

Ground-based gravitational wave (GW) detectors will be able to detect a continuous gravitational wave signal from a spinning deformed compact object provided that it is spinning with a rotational period between roughly 1 and 100 milliseconds, that it is sufficiently close to Earth and it is sufficiently "bumpy". Blind searches for continuous gravitational waves probe the whole sky and broad frequency ranges, looking for this type of objects.

In this paper, we present the results of an allsky Einstein@Home search for continuous, nearly monochromatic, high-frequency gravitational waves in data from LIGO's 5th Science Run (S5). A number of searches have been carried out on LIGO data [11, 10, 5, 4, 8, 7] targeting lower frequency ranges. The only other search covering frequencies up to 1500 Hz was conducted on S6 data [12] taken at least 3 years apart from the data used here. Our search results are only $33 \%$ less sensitive than those of Abbot et al [12], even though the S5 data is less sensitive than the S6 data by more than a factor of 2 . The search method presented here anticipates the procedure that will be used on the advanced detector (aLIGO) data.

This search can be considered an extension of the S5 Einstein@Home search [4] although it employs a different search technique: this search uses the Global Correlation Transform (GCT) method to combine results from coherent $\mathcal{F}$-statistic searches [57, 58], as opposed to the previous Einstein@Home search [4] that employed the Hough-transform method to perform this combination. In the end, at fixed computing resources, these two search methods are comparable in sensitivity. However a semi-coherent $\mathcal{F}$-statistic search is more ef-
ficient when considering a broad spin-down range so for the Einstein@Home searches we have decided to adopt it as our "work horse".

We do not find any significant signal(s) among the set of searched waveforms. Thus, we set $90 \%$ confidence upper-limits on continuous gravitational wave strain amplitudes; near the lower end of the search frequency range between $1253.217-1255.217 \mathrm{~Hz}$, the most constraining upper-limit is $5.0 \times 10^{-24}$, while toward the higher end of the search frequency range nearing 1500 Hz , the upper-limit value is roughly $6.2 \times$ $10^{-24}$. Based on these upper-limits, we can exclude certain combinations of signal frequency, star deformation (ellipticity) and distance values. We show with this search that even with S5 data from the first generation of GW detectors, such constraints do probe interesting regions of source parameter space.

## 2 The data

The LIGO gravitational wave network consists of two detectors, H1 in Hanford (Washington) and L1 in Livingston (Louisiana), separated by a $3000-\mathrm{km}$ baseline. The S5 run lasted roughly two years between GPS time 815155213 sec (Fri, Nov 04, 16:00:00 UTC 2005) and 875145614 sec (Sun, Sep 30, 00:00:00 UTC 2007). This search uses data spanning this observation period, and during this time, H1 and L1 had duty-factors of $78 \%$ and $66 \%$ respectively $[9,6]$. The gaps in this data-set are due to environmental or instrumental disturbances, or scheduled maintenance periods.

We follow [4, 7], where the calibrated and high-pass filtered data from each detector is partitioned in 30minute chunks and each chunk is Fourier-transformed

[^21]after the application of a steep Tukey window. The set of Short (time-baseline) Fourier Transforms (abbrev. SFT) that ensues, is the input data for our search.

We further follow [4], where frequency bands known to contain spectral disturbances have been removed from the analysis. In fact, such data has been substituted with fake Gaussian noise at the same level as the neighboring undisturbed data; in table 3, we list these bands.

## 3 The search

The search presented here is similar to the search on S6 data, reported in [11]. Our reference target signal is given by (1)-(4) in [10]; at emission, the signal is nearly monochromatic, typically with a small 'spindown'. The signal waveform in the detector data is modulated in frequency because of the relative motion between the compact object and the detector; a modulation in amplitude also occurs because of the variation of the sensitivity of the detector with time across the sky.

The most sensitive search technique that one could use is a fully-coherent combination of the detectors' data, matched to the waveform that one is looking for. The (amplitude) sensitivity of such a method increases with the square-root of the time-span of the data used. However, the computational cost to resolve different waveforms increases very rapidly with increasing timespan of the data, and this makes a fully-coherent search over a large frequency range computationally unfeasible when using months of data. This is the main reason why semi-coherent search methods have been developed. These methods perform coherent searches over shorter stretches of data, called segments, and then combine the results with incoherent techniques.

This search covers waveforms from the entire sky, with frequencies in a 250 Hz range from 1249.717 Hz to 1499.717 Hz , and with a first-order spin-down between $-2.93 \times 10^{-9} \mathrm{~Hz} / \mathrm{s}$ and $5.53 \times 10^{-10} \mathrm{~Hz} / \mathrm{s}$, similar to previous Einstein@Home searches. We use a "stack-slide" semi-coherent search procedure implemented with the GCT method [57, 58].


Figure 1: Tilling of sky-grid for the frequency band $1240-1250 \mathrm{~Hz} ; d_{\text {sky }}=6.6 \times 10^{-4}$ for this band. In the left panel, we show the sky-grid points on the celestial sphere; the color-code traces the number of sky-grid points, $\mathrm{N}_{\delta}$, as a function of equatorial latitude $\delta$. The right panel is a polar plot of the northern equatorial hemisphere of the same sky-grid but with density scaled down by a factor of 4 to allow for better viewing. In the polar plot, $\theta=\alpha$ and $r=\cos (\delta)$.

The data is divided into $\mathrm{N}_{\text {seg }}$ segments, each spanning $\mathrm{T}_{\text {coh }}$ in time. The coherent multi-detector $\mathcal{F}$-statistic [34] is computed on each segment for all the points on a coarse $\lambda_{\mathrm{c}} \equiv\left\{f_{\mathrm{c}}, \dot{f_{\mathrm{c}}}, \alpha_{\mathrm{c}}, \delta_{\mathrm{c}}\right\}$ signal waveform parameter grid, and then results from the individual segments are summed, one per segment, to yield the final core detection-statistic $\overline{\mathcal{F}}$, as shown in (1); $\alpha, \delta$ are the equatorial sky coordinates of the source position, while $f$ and $\dot{f}$ are the frequency and first-order spin-down of the signal respectively. Depending on which $\lambda_{c}$ parameter points are taken on the coarse grid for each segment in this sum, the result will approximate the detectionstatistic computed on a $\lambda_{f}$ parameter point on a finer
grid:

$$
\begin{equation*}
\overline{\mathcal{F}}\left(\lambda_{f}\right):=\frac{1}{\mathrm{~N}_{\mathrm{seg}}} \sum_{i=1}^{\mathrm{N}_{\mathrm{seg}}} \mathcal{F}\left(\lambda_{\mathrm{c}}^{i}\right) \tag{1}
\end{equation*}
$$

In a "stack-slide" search in Gaussian noise, $\mathrm{N}_{\text {seg }} \times 2 \overline{\mathcal{F}}$ follows a $\chi_{4 \mathrm{~N}_{\text {seg }}}^{2}$ chi-squared distribution with $4 \mathrm{~N}_{\text {seg }}$ degrees of freedom.

The most important search parameters are then: $\mathrm{N}_{\mathrm{seg}}, \mathrm{T}_{\mathrm{coh}}$, the signal parameter search grids $\lambda_{\mathrm{c}}, \lambda_{f}$, the total spanned observation time $\mathrm{T}_{\mathrm{obs}}$, and finally the ranking statistic used to rank parameter space cells i.e. $2 \overline{\mathcal{F}}$.

The grid-spacing in frequency $\delta f$ and spin-down $\delta \dot{f}$
are constant over the search range. The same frequency spacing and sky grid is used for the coherent analysis and in the incoherent summing. The spin-down spacing of the incoherent analysis is finer by a factor of $\gamma$ with respect to that of the coherent analysis. In table 1 , we summarize the search parameters.

The sky-grid for the search is constructed by tiling the projected equatorial plane uniformly with squares of edge length $d_{\text {sky }}$. The length of the edge of the squares is a function of the frequency $f$ of the signal, and parameterized in terms of a so-called sky-mismatch parameter ( $\mathrm{m}_{\text {sky }}$ ) as

$$
\begin{equation*}
d_{\mathrm{sky}}=\frac{1}{f} \frac{\sqrt{\mathrm{~m}_{\mathrm{sky}}}}{\pi \tau_{\mathrm{E}}} \tag{2}
\end{equation*}
$$

where, $\tau_{\mathrm{E}}=0.021$ seconds and $\mathrm{m}_{\text {sky }}=0.3$, also given in table 1 . The sky-grids are constant over 10 Hz -wide frequency bands, and are calculated for the highest frequency in the band. In figure 1, we illustrate an example of the sky-grid. The total number of templates in 50 mHz bands as a function of frequency is shown in figure 2. This search explores a total of $5.6 \times 10^{16}$ waveform templates across the $\lambda_{f} \equiv\left\{f_{f}, \dot{f}_{f}, \alpha_{f}, \delta_{f}\right\}$ parameter space.

The search is divided into work-units (abbrev. WU), each searching a very small sub-set of template waveforms. The WU are sent to Einstein@Home volunteers and each WU occupies the volunteer/host computer for roughly 6 hours. One such WU covers a 50 mHz band, the entire spin-down range, and 139-140 points in the sky. 6.4 million different WU are necessary to cover the whole parameter space. Each WU returns a ranked list of the most significant $10^{4}$ candidates found in the parameter space that it searched.

## 4 Identification of undisturbed bands

In table 3, we list the central frequencies and bandwidths of SFT data known to contain spectral lines from instrumental artefacts. These frequency regions were identified before the Einstein@Home run, and we were able to replace the corresponding data with Gaussian noise matching the noise level of neighbouring quiet bands. Consequently, some search results have contributions from this 'fake data'. The intervals in signalfrequency where the search results come entirely from fake data are indicated as All Fake Data in table 4. In these intervals of signal-frequency, we effectively do not have search results. The other three columns in table 4 provide signal-frequency intervals where results might have contributions from fake data. In these regions, depending on the signal parameters, the detection efficiency might be affected.

Despite the removal of known disturbances from the data, it still contains unknown noise artefacts producing $2 \overline{\mathcal{F}}$ values that do not follow the expected distribution for Gaussian noise. These artifacts usually have narrow-band characteristics; we identify such 'dis-
turbed' signal-frequency intervals in the search results and exclude them from further post-processing analysis.

| Quantity | Value |
| :--- | :--- |
| $\mathrm{T}_{\text {coh }}$ (hours) | 30.0 |
| $\mathrm{~T}_{\text {obs }}$ (days) | 653.18 |
| $t_{\text {ref }}($ GPS seconds $)$ | 847063082.5 |
| $\mathrm{~N}_{\text {seg }}$ | 205 |
| $\delta f_{\mathrm{c}}(\mathrm{Hz})$ | $6.71 \times 10^{-6}$ |
| $\delta \dot{f}_{\mathrm{c}}(\mathrm{Hz} / \mathrm{s})$ | $5.78 \times 10^{-10}$ |
| $\gamma$ | 1399 |
| $\mathrm{~m}_{\text {sky }}$ | 0.30 |

Table 1: Search parameters for the search. $t_{\text {ref }}$ is the reference time that defines the frequency and spin-down values.


Figure 2: Number of templates searched in 50 mHz bands. The variation in template count arises from the variation is number of sky-grid points every 10 Hz in frequency. Each 50 mHz band contributes roughly $6.3 \times 10^{7}$ templates in frequency and spin-down (on the finer grid refined by refinement factor $\gamma$.)
The benefit of such exclusions is that, in the remaining 'undisturbed' bands, we can rely on semi-analytic predictions for the significance of the observed $2 \overline{\mathcal{F}}$ values, and we can set a uniform detection criterion across the entire parameter space. It is true that we forego the possibility of detecting a target signal in the 'disturbed' frequency intervals. However, to perform reliable analysis in these intervals, ad-hoc studies and tuning of the procedures would need to be set up. These additional procedures would require as much, if not longer, than the time spent on the 'undisturbed' data set. Moreover, since the 'undisturbed' intervals in data comprise over $95 \%$ of the total data, we believe this is a reasonable choice. In the future, a focused effort on the analysis of 'disturbed bands' could attempt to recover some sensitivity in those regions.

The identification of undisturbed bands is carried out via a visual inspection method. This visual inspection of the data is performed by two scientists who look at various distributions of the $2 \overline{\mathcal{F}}$ values in the $\{f, \dot{f}\}$ parameter space in 50 mHz bands. They rank these 50 mHz bands with 4 numbers: $0,1,2,3$; a ' 0 ' ranking


Figure 3: We plot the color-coded $2 \overline{\mathcal{F}}$ values on the $z$-axis in three 50 mHz bands. The top-most band is marked as "disturbed"; the middle band is an example of an "undisturbed" band; the bottom-most band is an example of an "undisturbed" band but containing a simulated continuous gravitational wave signal.


Figure 4: Highest values of $2 \overline{\mathcal{F}}$ in every 0.5 Hz band as a function of starting frequency of the band.
marks the band as "undisturbed", a ' 3 ' ranks the band as 'disturbed', and rankings of ' 1 ' or ' 2 ' mark the band as "marginally disturbed". A 50 mHz band is eventually considered to be undisturbed if it is marked as '0' by both scientists. The criteria used for this inspection are based on training-sets of real data containing simulated signals. These criteria are designed to exclude disturbed set of results while retaining data sets with signal-like properties, and to err on the side of being conservative in terms of not falsely dismissing signals. A significant part of this visual inspection work can be automated [81], but at the time of this search, the procedure had not been fully tested and tuned. In figure 3, we empirically illustrate these criteria using three examples. Following this procedure, $3 \%$ of the total 500050 mHz bands are marked as "disturbed" by visual inspection. These excluded bands are listed in table 5 (Type D), together with the 50 mHz bands excluded as a result of the cleaning of known disturbances above (Type C), i.e. marked as "All Fake Data" in table 4. In consequence to these exclusions, there exist 0.5 Hz bands comprising results from less than ten 50 mHz bands. We define 'filllevel' as the percentage of 50 mHz bands that contribute to the results in 0.5 Hz intervals, where $100 \%$ fill-level signifies contribution by all ten 50 mHz bands. In figure 7 , we show the distribution of fill-levels for the 0.5 Hz bands searched.

In figure 4, we plot the loudest observed candidate i.e. the candidate with the highest $2 \overline{\mathcal{F}}$ value in each 0.5 Hz band in the search frequency range. The loudest candidate in our search has a detection-statistic value of $2 \overline{\mathcal{F}}=5.846$ at a frequency of roughly 1391.667 Hz . In order to determine the significance of this loudest candidate, we compare it to the expected value for the highest detection-statistic in our search. In order to determine this expected value, we have to estimate the number of independent trials performed in the search i.e. total number of independent realizations of our detectionstatistic $2 \overline{\mathcal{F}}$.

The number of independent realizations of the detection-statistic, $\mathrm{N}_{\text {trials }}$, in a search through a bank of signal templates is smaller than the total number of searched templates, $\mathrm{N}_{\text {templates }}$. We estimate $\mathrm{N}_{\text {trials }}$ as a function of frequency in 10 Hz frequency intervals. In each of these 10 Hz intervals, we fit the distribution of loudest candidates from 50 mHz bands to the expected distribution [3], and obtain the best-fitted value of $\mathrm{N}_{\text {trials }}$. We perform this calculation in 10 Hz intervals since the sky-grids, along with $\mathrm{N}_{\text {templates }}$, are constant over 10 Hz frequency intervals. In figure 5, we plot the ratio $\mathcal{R}=\mathrm{N}_{\text {trials }} / \mathrm{N}_{\text {templates }}$, as a function of frequency.

With $\mathcal{R}(f)$ in hand, we evaluate the expected value for the loudest detection-statistic ( $2 \overline{\mathcal{F}}_{\exp }$ ) in 0.5 Hz bands, and the standard deviation $\left(\sigma_{\exp }\right)$ of the associated distribution using (5)-(6) of [3], with $\mathrm{N}_{\text {seg }}=205$ and $\mathrm{N}_{\text {trials }}=\mathcal{R} \mathrm{N}_{\text {templates }}$. Based on these values, we can estimate the significance of the observed loudest candi-
dates (denoted by $2 \overline{\mathcal{F}}_{\text {Loud }}$ ) as the 'Critical Ratio' (CR),

$$
\begin{equation*}
\mathrm{CR}:=\frac{2 \overline{\mathcal{F}}_{\text {Loud }}-2 \overline{\mathcal{F}}_{\mathrm{exp}}}{\sigma_{\mathrm{exp}}} \tag{3}
\end{equation*}
$$



Figure 5: Plotted ratio $\mathcal{R}=\mathrm{N}_{\text {trials }} / \mathrm{N}_{\text {templates }}$ as a function of frequency in 10 Hz intervals. The error bars represent the $1-$ $\sigma$ statistical errors from the fitting procedure described in the text.


Figure 6: In the top panel, we plot the significance of the loudest observed candidate in every 0.5 Hz band as a function of starting frequency of the band. In the bottom panel, we show the distribution of $C R$ values (top brown histogram bars), and the expected distribution of CR values for pure noise for reference (bottom blue histogram bars with markers). The significance folds in the expected value for the loudest $2 \overline{\mathcal{F}}$ and its standard deviation.

In figure 6, we plot the CR values of the observed loudest candidates in 0.5 Hz bands as a function of frequency (top panel) and their distribution (bottom panel).

In this search, the overall loudest candidate with $2 \overline{\mathcal{F}}=5.846$ is also the most significant candidate, with $\mathrm{CR}=3.05$. A deviation of $3.05 \sigma$ from the expected $2 \overline{\mathcal{F}}$ value would not be significant enough to claim a detection if we had only searched a single 0.5 Hz band; in
fact, it is even less significant considering the fact that a total of 4850.5 Hz bands were searched.


Figure 7: Distribution of fill-levels of 0.5 Hz bands.

We define the $p$-value associated with a CR as the probability of observing that particular value of CR or higher by random chance in a search over one 0.5 Hz band, performed over $\mathrm{N}_{\text {trials }}$ independent trials using $\mathrm{N}_{\text {seg }}$ segments. In figure 8, we see that the distribution of $p$-values associated with the loudest observed candidates in 0.5 Hz bands is consistent with what we expect from the noise-only scenario across the explored parameter space. In particular, we see in figure 8 that across 4850.5 Hz bands searched by our set up, we expect $2.3 \pm 1.5$ candidates at least as significant as $\mathrm{CR}=3.05$ ( $p$-value bin $10^{-2}$ for that band) by random chance, which makes our observed loudest candidate completely consistent with expectations from the noise-only case.


Figure 8: $p$-values for the loudest observed candidates in 0.5 Hz bands in the data (top brown histogram bars), and the expected distribution of $p$-values for pure noise for reference (bottom blue histogram bars with markers).

## 5 Upper-limits

Our search results do not deviate from the expectations from noise-only data. Hence, we set frequentist upper-limits on the maximum gravitational wave amplitude, $h_{\mathrm{o}}^{90 \%}$, from the target source population consistent with this null result at $90 \%$-confidence in 0.5 Hz bands. Here, $h_{\mathrm{o}}^{90 \%}$ is the gravitational wave amplitude for which $90 \%$ of the target population of signals would
have produced a value of the detection statistic higher than the observed value.

Hence, we set frequentist upper-limits on the maximum detectable gravitational wave amplitude, $h_{\mathrm{o}}^{90 \%}$, at $90 \%$-confidence in 0.5 Hz bands. Here, $h_{0}^{90 \%}$ is the gravitational wave amplitude for which $90 \%$ of a population of signals with parameter values in our search range would have been produced a value of the detection statistic higher than the observed one in that search range.

Ideally, in order to estimate the $h_{\mathrm{o}}^{90 \%}$ values in each 0.5 Hz band across the 250 Hz signal-frequency search range, we would perform Monte-Carlo injection-andrecovery simulations in each of those bands. However, this is computationally very intensive. Therefore, we perform Monte-Carlo simulations in six 0.5 Hz bands spread evenly across the 250 Hz -wide frequency range, and in each of these six bands labeled by the index $k$, we estimate the $h_{\mathrm{o}, \mathrm{CR}}^{i}$, upperlimit value corresponding to eight different $\mathrm{CR}_{i}$ 'significance bins' for the putative observed loudest candidate: ( $0.0,0.5,1.0,1.5,2.0,2.5,3.0,3.5$ ). In each of these six bands and for each of the eight detection criteria, we calculate the so-called 'sensitivity-depth', defined in [3]: $\mathcal{D}_{\mathrm{CR}_{i}}^{90 \%}$. Lastly, we average these sensitivity-depths over the six bands and derive the average sensitivity-depth $\mathcal{D}_{\mathrm{CR}_{i}}^{90 \%}$ for each detection criterion. The values of the sensitivity-depths range between $\mathcal{D}_{\mathrm{CR}_{0.0}}^{90 \%}=30.6 \mathrm{~Hz}^{-1 / 2}$ and $\mathcal{D}_{\mathrm{CR}_{3.5}}^{90 \%}=28.8 \mathrm{~Hz}^{-1 / 2}$. We use these $\mathcal{D}_{\mathrm{CR}_{i}}^{90 \%}$ values to set upper-limits in the bands (labeled by $l$ ) where we have not performed any MonteCarlo simulations as follows:

$$
\begin{equation*}
h_{\mathrm{o}}^{90 \%}\left(f_{l}\right)=\frac{\sqrt{\mathrm{S}_{\mathrm{h}}\left(f_{l}\right)}}{\mathcal{D}_{\mathrm{CR}_{i(l)}}^{90 \%}} \tag{4}
\end{equation*}
$$

where, $\mathrm{CR}_{i}(l)$ is the 'significance bin' $i$ corresponding to the loudest observed candidate in the $l$-th frequency band, and $\mathrm{S}_{\mathrm{h}}\left(f_{l}\right)$ is the average power spectral density of the data in that band, measured in $\mathrm{Hz}^{-1 / 2}$. The uncertainties on the $h_{\mathrm{o}}^{90 \%}$ upper-limit values introduced by this procedure amount to roughly $10 \%$ of the nominal $h_{0}^{90 \%}$ upper-limit value. The final $h_{0}^{90 \%}$ upper-limit values for this search, including an additional $10 \%$ calibration uncertainty, are given in table 2, and shown in figure 9.

Note that we do not set upper limits in 0.5 Hz bands where the results are entirely produced with fake Gaussian data inserted by the cleaning procedure described in section 4; $h_{0}^{90 \%}$ upper-limit values for such bands do not appear either in table 2 , or in figure 9 .

Moreover, there also exist 50 mHz bands that contain results contributed by entirely fake data as a result of the cleaning procedure, or that have been excluded from the analysis because they are marked as
'disturbed' by the visual inspection method described in section 4 . We mark the 0.5 Hz bands which host these particular 50 mHz bands with empty circles in figure 9 . In table 5, we provide a complete list of such 50 mHz bands, highlighting that the upper-limit values do not apply to these bands. Finally, we note that, because of the cleaning procedure, there exist signal-frequency bands where the search results may have contributions from some fake data. We list these signal-frequency ranges in table 4. In line with the remarks in section 4 , and for the sake of completeness, table 4 also contains the cleaned bands that featured under Type C in table 5, under the column header "All Fake Data".

## 6 Conclusions

This search did not yield any evidence of continuous gravitational waves in the LIGO 5th Science Run data in the high-frequency range of $1250-1500 \mathrm{~Hz}$. The lowest value for the upper-limit is $5.0 \times 10^{-24}$ for signal frequencies between $1253.217-1255.217 \mathrm{~Hz}$. We show in figure 9 that these $h_{0}^{90 \%}$ upper-limits are about $33 \%$ higher than the upper-limits ${ }^{1}$ [12] set in the same frequency range but using S 6 data. In this frequency range, the S6 run data is about a factor 2.4 more sensitive compared to the S5 data used in this search.

We can express the $h_{0}^{90 \%}$ upper-limits as bounds on the maximum distance from Earth within which we can exclude a rotating compact object emitting continuous gravitational waves at a given frequency $f$ due to a fixed and non-axisymmetric mass quadrupole moment, characterised by $\epsilon \mathcal{I}$, with $I$ being the principal moment of inertia, and $\epsilon$ the ellipticity of the object. The 'GWspindown' is the fraction of spin-down, $x|\dot{f}|$, responsible for continuous gravitational wave emission [53]. The ellipticity ( $\epsilon$ ) of the compact object necessary to sustain such emission is given by

$$
\begin{equation*}
\epsilon(f, x|\dot{f}|)=\sqrt{\frac{5 c^{5}}{32 \pi^{4} \mathrm{G}} \frac{x|\dot{f}|}{I f^{5}}} \tag{5}
\end{equation*}
$$

where, $c$ is the speed of light, G is the Gravitational constant. Moreover, since the gravitational wave amplitude for an object at a distance $d_{\text {source }}$, with an ellipticity $\epsilon$ given by (5), is expressed as

$$
\begin{equation*}
h_{\mathrm{o}}\left(f, x|\dot{f}|, d_{\text {source }}\right)=\frac{1}{d_{\text {source }}} \sqrt{\frac{5 I \mathrm{G}}{2 c^{3}} \frac{x|\dot{f}|}{f}} \tag{6}
\end{equation*}
$$

we can recast the $h_{0}^{90 \%}$ upper-limit curves as $(f, x|\dot{f}|)$ curves, or as $(f, \epsilon)$ curves, both parametrised by different values of the distance $d_{\text {source }}$, as shown in figure 10 . We find that within 100 pc of Earth, our upper-limits exclude objects with ellipticities higher than roughly

[^22]

Figure 9: 90\%-confidence upper-limits on the gravitational wave amplitude for signals with frequency within 0.5 Hz bands, over the entire sky, and within the spin-down range of the search described in section 3. The empty circular markers denote 0.5 Hz bands where the upper-limit value does not hold for all frequencies in that interval; the list of corresponding excluded frequencies is given in table 4. For reference, we also plot the upper-limit results (with non-circular markers) from the only other high-frequency search, on significantly more sensitive S6 data. It should be noted that the upper-limits from the PowerFlux search [12] are set at $95 \%$-confidence rather than $90 \%$-confidence level as in this search, but refer to 0.25 Hz bands rather than 0.5 Hz bands.


Figure 10: Gravitational wave amplitude upper-limits recast as curves in the $\{f, x|\dot{f}|\}$-plane (left panel) for sources at given distances, where $f$ is the signal-frequency and $x|\dot{f}|$ is the gravitational wave spin-down i.e. the fraction of the actual spin-down $|\dot{f}|$ that accounts for the rotational energy loss due to gravitational wave emission. We have superimposed curves of constant ellipticity $\epsilon$. The dotted line at $\left|\dot{f}_{\text {max }}\right|$ indicates the maximum magnitude of searched spin-down, namely $2.93 \times 10^{-9} \mathrm{~Hz} / \mathrm{s}$. The right panel shows the corresponding $\{f, \epsilon\}$ upper-limit curves for sources at various distances. The $\epsilon_{\max }=41.3 \times f^{-5 / 2}$ curve is the ellipticity corresponding to the highest $|\dot{f}|$ searched.
$2.8 \times 10^{-7}\left[\frac{10^{38} \mathrm{~kg} \mathrm{~m}^{2}}{I}\right], \quad$ corresponding to GW spindown values between roughly $4.0 \times 10^{-10}$ and $1.0 \times 10^{-9} \mathrm{~Hz} / \mathrm{s}$. This value is well below the maximum elastic deformation that a relativistic star could sustain, see [39] and references therein.

The search presented here is probably the last allsky search on S5 data, and by inspecting the higher frequency range for continuous gravitational wave emis-
sion, it concludes the Einstein@Home observing campaign on this data. Consistent with the recent results on S6 data [12], we also find no continuous GW signal in the S5 data. However, mechanisms for transient or intermittent GW emission have been proposed [65, 60, 41] which would not a priori exclude a signal that is "ON" during the S5 run and "OFF" during the S6 run. The estimates for the time-scales, frequencies, and spin-downs of continuous gravitational wave sig-
nals from isolated neutron stars lasting weeks to months span a very broad range of values - orders of magnitude. There are several different mechanisms that could sustain such emission at a level that this search could have detected, and with spin-down values consistent with the total energy emitted in the process, and with the spindown range spanned by this search.
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## Appendix: Tabular data

## A. 1 Upper-limit $\boldsymbol{h}_{\mathbf{0}}^{\mathbf{9 0 \%} \%}$ values

| $f($ in Hz) | $h_{0}^{90 \%} \times 10^{24}$ | $f($ in Hz) | $h_{0}^{90 \%} \times 10^{24}$ | $f$ (in Hz) | $h_{0}^{90 \%} \times 10^{24}$ | $f($ in Hz) | $h_{0}^{90 \%} \times 10^{24}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1249.717 | $5.1 \pm 1.0$ | 1250.217 | $5.0 \pm 1.0$ | 1250.717 | $5.1 \pm 1.0$ | 1251.217 | $5.1 \pm 1.0$ |
| 1251.717 | $5.0 \pm 1.0$ | 1252.217 | $5.2 \pm 1.1$ | 1252.717 | $5.0 \pm 1.0$ | 1253.217 | $5.0 \pm 0.9$ |
| 1253.717 | $5.0 \pm 0.9$ | 1254.217 | $5.0 \pm 0.9$ | 1254.717 | $5.2 \pm 1.0$ | 1255.217 | $5.0 \pm 0.9$ |
| 1255.717 | $5.0 \pm 0.9$ | 1256.217 | $5.0 \pm 0.9$ | 1256.717 | $5.0 \pm 0.9$ | 1257.217 | $5.0 \pm 0.9$ |
| 1257.717 | $5.0 \pm 0.9$ | 1258.217 | $5.2 \pm 1.1$ | 1258.717 | $5.1 \pm 1.0$ | 1260.717 | $5.1 \pm 1.0$ |
| 1261.217 | $5.1 \pm 1.0$ | 1261.717 | $5.0 \pm 0.9$ | 1262.217 | $5.2 \pm 1.0$ | 1262.717 | $5.0 \pm 0.9$ |
| 1263.217 | $5.0 \pm 0.9$ | 1263.717 | $5.1 \pm 1.0$ | 1264.217 | $5.0 \pm 0.9$ | 1264.717 | $5.0 \pm 0.9$ |
| 1265.217 | $5.0 \pm 0.9$ | 1265.717 | $5.0 \pm 0.9$ | 1266.217 | $5.0 \pm 0.9$ | 1266.717 | $5.0 \pm 0.9$ |
| 1267.217 | $5.1 \pm 1.0$ | 1267.717 | $5.2 \pm 1.0$ | 1268.217 | $5.2 \pm 1.0$ | 1268.717 | $5.0 \pm 0.9$ |
| 1269.217 | $5.1 \pm 0.9$ | 1269.717 | $5.1 \pm 0.9$ | 1270.217 | $5.1 \pm 1.0$ | 1270.717 | $5.1 \pm 0.9$ |
| 1271.217 | $5.1 \pm 0.9$ | 1271.717 | $5.1 \pm 0.9$ | 1272.217 | $5.2 \pm 1.0$ | 1272.717 | $5.1 \pm 0.9$ |
| 1273.217 | $5.2 \pm 1.0$ | 1273.717 | $5.1 \pm 0.9$ | 1274.217 | $5.1 \pm 0.9$ | 1274.717 | $5.1 \pm 0.9$ |
| 1275.217 | $5.1 \pm 0.9$ | 1275.717 | $5.4 \pm 1.1$ | 1276.217 | $5.1 \pm 0.9$ | 1276.717 | $5.2 \pm 1.0$ |
| 1277.217 | $5.2 \pm 1.0$ | 1277.717 | $5.1 \pm 0.9$ | 1278.217 | $5.1 \pm 1.0$ | 1278.717 | $5.1 \pm 0.9$ |
| 1279.217 | $5.1 \pm 0.9$ | 1279.717 | $5.0 \pm 0.9$ | 1280.217 | $5.2 \pm 1.0$ | 1280.717 | $5.0 \pm 0.9$ |
| 1281.217 | $5.0 \pm 0.9$ | 1281.717 | $5.2 \pm 1.0$ | 1282.217 | $5.3 \pm 1.1$ | 1282.717 | $5.1 \pm 0.9$ |
| 1283.217 | $5.1 \pm 0.9$ | 1283.717 | $5.1 \pm 0.9$ | 1284.217 | $5.3 \pm 1.0$ | 1284.717 | $5.1 \pm 0.9$ |
| 1285.217 | $5.1 \pm 0.9$ | 1285.717 | $5.2 \pm 1.0$ | 1286.217 | $5.4 \pm 1.1$ | 1286.717 | $5.2 \pm 1.0$ |
| 1287.217 | $5.1 \pm 0.9$ | 1287.717 | $5.1 \pm 0.9$ | 1288.217 | $5.1 \pm 0.9$ | 1288.717 | $5.1 \pm 0.9$ |
| 1289.217 | $5.2 \pm 1.0$ | 1289.717 | $5.4 \pm 1.1$ | 1290.217 | $5.1 \pm 0.9$ | 1290.717 | $5.1 \pm 0.9$ |
| 1291.217 | $5.1 \pm 0.9$ | 1291.717 | $5.4 \pm 1.1$ | 1292.217 | $5.1 \pm 0.9$ | 1292.717 | $5.1 \pm 0.9$ |
| 1293.217 | $5.1 \pm 0.9$ | 1293.717 | $5.3 \pm 1.0$ | 1294.217 | $5.2 \pm 1.0$ | 1294.717 | $5.1 \pm 0.9$ |
| 1295.217 | $5.2 \pm 1.0$ | 1295.717 | $5.1 \pm 0.9$ | 1296.217 | $5.2 \pm 1.0$ | 1296.717 | $5.3 \pm 1.0$ |
| 1297.217 | $5.1 \pm 0.9$ | 1297.717 | $5.3 \pm 1.0$ | 1298.217 | $5.4 \pm 1.1$ | 1298.717 | $5.2 \pm 1.0$ |
| 1299.217 | $5.1 \pm 0.9$ | 1299.717 | $5.4 \pm 1.1$ | 1300.217 | $5.2 \pm 1.0$ | 1300.717 | $5.1 \pm 0.9$ |
| 1301.217 | $5.3 \pm 1.0$ | 1301.717 | $5.2 \pm 0.9$ | 1302.217 | $5.2 \pm 1.0$ | 1302.717 | $5.2 \pm 0.9$ |
| 1303.217 | $5.2 \pm 0.9$ | 1303.717 | $5.3 \pm 1.0$ | 1304.217 | $5.3 \pm 1.0$ | 1304.717 | $5.2 \pm 0.9$ |
| 1305.217 | $5.2 \pm 0.9$ | 1305.717 | $5.2 \pm 0.9$ | 1306.217 | $5.2 \pm 0.9$ | 1306.717 | $5.3 \pm 1.0$ |
| 1307.217 | $5.3 \pm 1.0$ | 1307.717 | $5.5 \pm 1.1$ | 1308.217 | $5.2 \pm 0.9$ | 1308.717 | $5.4 \pm 1.1$ |
| 1309.217 | $5.2 \pm 0.9$ | 1309.717 | $5.3 \pm 1.0$ | 1310.217 | $5.5 \pm 1.1$ | 1310.717 | $5.4 \pm 1.0$ |
| 1311.217 | $5.2 \pm 1.0$ | 1311.717 | $5.3 \pm 1.0$ | 1312.217 | $5.2 \pm 0.9$ | 1312.717 | $5.3 \pm 1.0$ |
| 1313.217 | $5.4 \pm 1.0$ | 1313.717 | $5.2 \pm 0.9$ | 1314.217 | $5.2 \pm 0.9$ | 1314.717 | $5.4 \pm 1.0$ |
| 1315.217 | $5.5 \pm 1.1$ | 1315.717 | $5.5 \pm 1.1$ | 1316.217 | $5.2 \pm 0.9$ | 1316.717 | $5.2 \pm 0.9$ |
| 1317.217 | $5.4 \pm 1.0$ | 1317.717 | $5.5 \pm 1.1$ | 1318.217 | $5.2 \pm 0.9$ | 1318.717 | $5.3 \pm 0.9$ |
| 1320.717 | $5.3 \pm 0.9$ | 1321.217 | $5.3 \pm 0.9$ | 1321.717 | $5.2 \pm 0.9$ | 1322.217 | $5.4 \pm 1.0$ |
| 1322.717 | $5.2 \pm 0.9$ | 1323.217 | $5.2 \pm 0.9$ | 1323.717 | $5.3 \pm 1.0$ | 1324.217 | $5.4 \pm 1.0$ |
| 1324.717 | $5.2 \pm 0.9$ | 1325.217 | $5.5 \pm 1.1$ | 1325.717 | $5.4 \pm 1.0$ | 1326.217 | $5.2 \pm 0.9$ |
| 1326.717 | $5.5 \pm 1.1$ | 1327.217 | $5.2 \pm 0.9$ | 1327.717 | $5.2 \pm 0.9$ | 1328.217 | $5.2 \pm 0.9$ |
| 1328.717 | $5.4 \pm 1.0$ | 1329.217 | $5.2 \pm 0.9$ | 1329.717 | $5.4 \pm 1.0$ | 1330.217 | $5.2 \pm 0.9$ |


| $f($ in Hz) | $\left\|h_{0}^{90 \%} \times 10^{\mathbf{2 4}}\right\|$ | $f($ in Hz) | $\left\|h_{0}^{90 \%} \times 10^{24}\right\|$ | $f($ in Hz) | $\mid h_{0}^{90 \%} \times 10^{\mathbf{2 4}}$ | $f($ in Hz) | $\mathrm{ha}^{\mathbf{9 0 \%}} \times 10^{\mathbf{2 4}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1330.717 | $5.4 \pm 1.0$ | 1331.217 | $5.3 \pm 1.0$ | 1331.717 | $5.2 \pm 0.9$ | 1332.217 | $5.2 \pm 0.9$ |
| 1332.717 | $5.2 \pm 0.9$ | 1333.217 | $5.2 \pm 0.9$ | 1333.717 | $5.2 \pm 0.9$ | 1334.217 | $5.4 \pm 1.0$ |
| 1334.717 | $5.2 \pm 0.9$ | 1335.217 | $5.2 \pm 0.9$ | 1335.717 | $5.4 \pm 1.0$ | 1336.217 | $5.3 \pm 0.9$ |
| 1336.717 | $5.3 \pm 1.0$ | 1337.217 | $5.3 \pm 1.0$ | 1337.717 | $5.3 \pm 0.9$ | 1338.217 | $5.6 \pm 1.1$ |
| 1338.717 | $5.3 \pm 0.9$ | 1339.217 | $5.3 \pm 1.0$ | 1339.717 | $5.4 \pm 1.0$ | 1340.217 | $5.3 \pm 0.9$ |
| 1340.717 | $5.4 \pm 1.0$ | 1341.217 | $5.3 \pm 0.9$ | 1341.717 | $5.3 \pm 0.9$ | 1342.217 | $5.3 \pm 0.9$ |
| 1342.717 | $5.4 \pm 1.0$ | 1343.217 | $5.6 \pm 1.1$ | 1343.717 | $5.3 \pm 0.9$ | 1344.217 | $5.3 \pm 0.9$ |
| 1344.717 | $5.4 \pm 1.0$ | 1345.217 | $5.4 \pm 1.0$ | 1345.717 | $5.3 \pm 0.9$ | 1346.217 | $5.3 \pm 0.9$ |
| 1346.717 | $5.3 \pm 0.9$ | 1347.217 | $5.3 \pm 0.9$ | 1347.717 | $5.6 \pm 1.2$ | 1348.217 | $5.3 \pm 0.9$ |
| 1348.717 | $5.3 \pm 0.9$ | 1349.217 | $5.4 \pm 1.0$ | 1349.717 | $5.4 \pm 1.0$ | 1350.217 | $5.3 \pm 0.9$ |
| 1350.717 | $5.3 \pm 0.9$ | 1351.217 | $5.4 \pm 1.0$ | 1351.717 | $5.4 \pm 1.0$ | 1352.217 | $5.3 \pm 0.9$ |
| 1352.717 | $5.3 \pm 0.9$ | 1353.217 | $5.3 \pm 0.9$ | 1353.717 | $5.3 \pm 0.9$ | 1354.217 | $5.3 \pm 0.9$ |
| 1354.717 | $5.6 \pm 1.2$ | 1355.217 | $5.4 \pm 1.0$ | 1355.717 | $5.3 \pm 0.9$ | 1356.217 | $5.3 \pm 0.9$ |
| 1356.717 | $5.5 \pm 1.1$ | 1357.217 | $5.6 \pm 1.1$ | 1357.717 | $5.3 \pm 0.9$ | 1358.217 | $5.3 \pm 0.9$ |
| 1358.717 | $5.3 \pm 0.9$ | 1359.217 | $5.3 \pm 0.9$ | 1359.717 | $5.5 \pm 1.1$ | 1360.217 | $5.3 \pm 0.9$ |
| 1360.717 | $5.4 \pm 1.0$ | 1361.217 | $5.5 \pm 1.1$ | 1361.717 | $5.3 \pm 0.9$ | 1362.217 | $5.3 \pm 0.9$ |
| 1362.717 | $5.7 \pm 1.2$ | 1363.217 | $5.4 \pm 0.9$ | 1363.717 | $5.4 \pm 0.9$ | 1364.217 | $5.4 \pm 0.9$ |
| 1364.717 | $5.5 \pm 1.1$ | 1365.217 | $5.4 \pm 0.9$ | 1365.717 | $5.4 \pm 0.9$ | 1366.217 | $5.4 \pm 1.1$ |
| 1366.717 | $5.4 \pm 0.9$ | 1367.217 | $5.4 \pm 0.9$ | 1367.717 | $5.5 \pm 1.1$ | 1368.217 | $5.5 \pm 1.1$ |
| 1368.717 | $5.5 \pm 1.1$ | 1369.217 | $5.7 \pm 1.1$ | 1369.717 | $5.4 \pm 0.9$ | 1370.217 | $5.5 \pm 1.1$ |
| 1370.717 | $5.4 \pm 0.9$ | 1371.217 | $5.4 \pm 0.9$ | 1371.717 | $5.5 \pm 1.1$ | 1372.217 | $5.4 \pm 0.9$ |
| 1372.717 | $5.9 \pm 1.1$ | 1373.217 | $5.7 \pm 1.2$ | 1373.717 | $5.5 \pm 1.0$ | 1374.217 | $6.1 \pm 1.2$ |
| 1374.717 | $5.7 \pm 1.1$ | 1375.217 | $5.5 \pm 1.0$ | 1375.717 | $5.5 \pm 1.1$ | 1376.217 | $5.4 \pm 0.9$ |
| 1376.717 | $5.7 \pm 1.1$ | 1377.217 | $5.5 \pm 1.0$ | 1377.717 | $5.6 \pm 1.1$ | 1378.217 | $5.7 \pm 1.0$ |
| 1378.717 | $5.5 \pm 1.0$ | 1380.717 | $5.5 \pm 1.1$ | 1381.217 | $5.4 \pm 0.9$ | 1381.717 | $5.7 \pm 1.2$ |
| 1382.217 | $5.4 \pm 0.9$ | 1382.717 | $5.5 \pm 1.1$ | 1383.217 | $5.4 \pm 0.9$ | 1383.717 | $5.5 \pm 1.1$ |
| 1384.217 | $5.4 \pm 0.9$ | 1384.717 | $5.4 \pm 0.9$ | 1385.217 | $5.5 \pm 1.1$ | 1385.717 | $5.4 \pm 0.9$ |
| 1386.217 | $5.6 \pm 1.1$ | 1386.717 | $5.7 \pm 1.1$ | 1387.217 | $5.6 \pm 1.0$ | 1387.717 | $5.5 \pm 1.0$ |
| 1388.717 | $5.7 \pm 1.1$ | 1389.217 | $5.8 \pm 1.2$ | 1389.717 | $5.5 \pm 1.0$ | 1390.217 | $5.6 \pm 1.1$ |
| 1390.717 | $5.9 \pm 1.2$ | 1391.217 | $6.1 \pm 1.1$ | 1391.717 | $5.6 \pm 1.0$ | 1392.217 | $5.8 \pm 1.2$ |
| 1392.717 | $5.6 \pm 1.1$ | 1393.217 | $5.8 \pm 1.2$ | 1393.717 | $5.5 \pm 1.0$ | 1394.217 | $5.6 \pm 1.1$ |
| 1394.717 | $5.5 \pm 1.0$ | 1395.217 | $5.5 \pm 1.0$ | 1395.717 | $5.5 \pm 1.0$ | 1396.217 | $5.5 \pm 1.0$ |
| 1396.717 | $5.5 \pm 1.0$ | 1397.217 | $5.6 \pm 1.1$ | 1397.717 | $5.6 \pm 1.1$ | 1398.217 | $5.6 \pm 1.1$ |
| 1398.717 | $5.5 \pm 1.0$ | 1399.217 | $5.5 \pm 1.0$ | 1399.717 | $5.8 \pm 1.2$ | 1400.717 | $5.8 \pm 1.2$ |
| 1401.217 | $5.8 \pm 1.2$ | 1401.717 | $5.8 \pm 1.1$ | 1402.217 | $5.5 \pm 1.0$ | 1402.717 | $5.5 \pm 1.0$ |
| 1403.217 | $5.5 \pm 1.0$ | 1403.717 | $5.5 \pm 1.0$ | 1404.217 | $5.5 \pm 1.0$ | 1404.717 | $5.8 \pm 1.2$ |
| 1405.217 | $5.7 \pm 1.1$ | 1405.717 | $5.5 \pm 1.0$ | 1406.217 | $5.5 \pm 1.0$ | 1406.717 | $5.6 \pm 1.1$ |
| 1407.217 | $5.5 \pm 1.0$ | 1407.717 | $5.7 \pm 1.1$ | 1408.217 | $5.5 \pm 1.0$ | 1408.717 | $5.6 \pm 1.1$ |
| 1409.217 | $5.5 \pm 1.0$ | 1409.717 | $5.5 \pm 1.0$ | 1410.217 | $5.5 \pm 1.0$ | 1410.717 | $5.5 \pm 1.0$ |
| 1411.217 | $5.5 \pm 1.0$ | 1411.717 | $5.6 \pm 1.1$ | 1412.217 | $5.5 \pm 1.0$ | 1412.717 | $5.6 \pm 1.1$ |
| 1413.217 | $5.5 \pm 1.0$ | 1413.717 | $5.5 \pm 1.0$ | 1414.217 | $5.5 \pm 1.0$ | 1414.717 | $5.6 \pm 1.1$ |
| 1415.217 | $5.5 \pm 1.0$ | 1415.717 | $5.6 \pm 1.0$ | 1416.217 | $5.7 \pm 1.1$ | 1416.717 | $5.6 \pm 1.1$ |
| 1417.217 | $5.7 \pm 1.1$ | 1417.717 | $5.6 \pm 1.0$ | 1418.217 | $5.6 \pm 1.0$ | 1418.717 | $5.7 \pm 1.1$ |
| 1419.217 | $5.6 \pm 1.0$ | 1419.717 | $5.6 \pm 1.0$ | 1420.217 | $5.6 \pm 1.0$ | 1420.717 | $5.6 \pm 1.0$ |
| 1421.217 | $5.8 \pm 1.1$ | 1421.717 | $5.6 \pm 1.0$ | 1422.217 | $5.6 \pm 1.0$ | 1422.717 | $5.6 \pm 1.0$ |
| 1423.217 | $5.6 \pm 1.0$ | 1423.717 | $5.6 \pm 1.0$ | 1424.217 | $5.7 \pm 1.1$ | 1424.717 | $5.6 \pm 1.0$ |
| 1425.217 | $5.6 \pm 1.0$ | 1425.717 | $5.6 \pm 1.0$ | 1426.217 | $5.7 \pm 1.1$ | 1426.717 | $5.8 \pm 1.1$ |
| 1427.217 | $5.8 \pm 1.1$ | 1427.717 | $5.6 \pm 1.0$ | 1428.217 | $5.8 \pm 1.1$ | 1428.717 | $5.8 \pm 1.1$ |
| 1429.217 | $5.8 \pm 1.1$ | 1429.717 | $5.8 \pm 1.1$ | 1430.217 | $5.6 \pm 1.0$ | 1430.717 | $5.6 \pm 1.0$ |
| 1431.217 | $5.6 \pm 1.0$ | 1431.717 | $5.6 \pm 1.0$ | 1432.217 | $5.6 \pm 1.0$ | 1432.717 | $5.6 \pm 1.0$ |
| 1433.217 | $5.6 \pm 1.0$ | 1433.717 | $6.0 \pm 1.2$ | 1434.217 | $5.8 \pm 1.1$ | 1434.717 | $5.8 \pm 1.1$ |
| 1435.217 | $5.6 \pm 1.0$ | 1435.717 | $5.6 \pm 1.0$ | 1436.217 | $5.8 \pm 1.1$ | 1436.717 | $5.8 \pm 1.1$ |
| 1437.217 | $5.6 \pm 1.0$ | 1437.717 | $5.8 \pm 1.1$ | 1438.217 | $5.9 \pm 1.1$ | 1438.717 | $5.8 \pm 1.1$ |
| 1440.717 | $5.7 \pm 1.0$ | 1441.217 | $5.7 \pm 1.0$ | 1441.717 | $5.7 \pm 1.0$ | 1442.217 | $5.7 \pm 1.1$ |
| 1442.717 | $5.9 \pm 1.2$ | 1443.217 | $5.7 \pm 1.0$ | 1443.717 | $5.7 \pm 1.0$ | 1444.217 | $5.7 \pm 1.1$ |
| 1444.717 | $5.7 \pm 1.0$ | 1445.217 | $5.7 \pm 1.0$ | 1445.717 | $5.7 \pm 1.0$ | 1446.217 | $5.7 \pm 1.0$ |
| 1446.717 | $5.8 \pm 1.1$ | 1447.217 | $5.7 \pm 1.0$ | 1447.717 | $5.7 \pm 1.0$ | 1448.217 | $5.7 \pm 1.0$ |
| 1448.717 | $5.9 \pm 1.1$ | 1449.217 | $5.8 \pm 1.1$ | 1449.717 | $5.7 \pm 1.0$ | 1450.217 | $5.7 \pm 1.0$ |
| 1450.717 | $5.8 \pm 1.1$ | 1451.217 | $5.7 \pm 1.0$ | 1451.717 | $6.0 \pm 1.2$ | 1452.217 | $5.7 \pm 1.0$ |


| $f($ in Hz) | $\left\|h_{0}^{90 \%} \times 10^{\mathbf{2 4}}\right\|$ | $f($ in Hz) | $h_{0}^{90 \%} \times 10^{24}$ | $f$ (in Hz) | $h_{0}^{\mathbf{9 0 \%}} \times 10^{\mathbf{2 4}}$ | $f($ in Hz) | $\mathrm{h}^{\mathbf{9 0 \%}} \times 1 \mathbf{1 0}^{\mathbf{2 4}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1452.717 | $5.7 \pm 1.0$ | 1453.217 | $5.9 \pm 1.1$ | 1453.717 | $5.8 \pm 1.1$ | 1454.217 | $5.8 \pm 1.1$ |
| 1454.717 | $5.7 \pm 1.0$ | 1455.217 | $5.8 \pm 1.1$ | 1455.717 | $5.7 \pm 1.0$ | 1456.217 | $6.0 \pm 1.2$ |
| 1456.717 | $5.9 \pm 1.1$ | 1457.217 | $5.7 \pm 1.0$ | 1457.717 | $5.7 \pm 1.0$ | 1458.217 | $6.0 \pm 1.2$ |
| 1458.717 | $5.7 \pm 1.0$ | 1459.217 | $5.8 \pm 1.1$ | 1459.717 | $5.7 \pm 1.0$ | 1460.217 | $5.8 \pm 1.1$ |
| 1460.717 | $5.7 \pm 1.0$ | 1461.217 | $5.7 \pm 1.0$ | 1461.717 | $5.7 \pm 1.0$ | 1462.217 | $5.7 \pm 1.0$ |
| 1462.717 | $5.7 \pm 1.0$ | 1463.217 | $5.7 \pm 1.0$ | 1463.717 | $5.7 \pm 1.0$ | 1464.217 | $5.7 \pm 1.0$ |
| 1464.717 | $5.7 \pm 1.0$ | 1465.217 | $5.8 \pm 1.1$ | 1465.717 | $5.9 \pm 1.1$ | 1466.217 | $5.7 \pm 1.0$ |
| 1466.717 | $5.8 \pm 1.1$ | 1467.217 | $5.7 \pm 1.0$ | 1467.717 | $5.8 \pm 1.1$ | 1468.217 | $5.8 \pm 1.1$ |
| 1468.717 | $5.9 \pm 1.1$ | 1469.217 | $5.8 \pm 1.0$ | 1469.717 | $5.8 \pm 1.0$ | 1470.217 | $6.0 \pm 1.2$ |
| 1470.717 | $5.8 \pm 1.0$ | 1471.217 | $5.8 \pm 1.0$ | 1471.717 | $5.8 \pm 1.0$ | 1472.217 | $5.8 \pm 1.0$ |
| 1472.717 | $5.8 \pm 1.0$ | 1473.217 | $6.1 \pm 1.3$ | 1473.717 | $5.9 \pm 1.1$ | 1474.217 | $5.9 \pm 1.1$ |
| 1474.717 | $6.1 \pm 1.2$ | 1475.217 | $5.8 \pm 1.0$ | 1475.717 | $6.1 \pm 1.3$ | 1476.217 | $6.0 \pm 1.2$ |
| 1476.717 | $5.8 \pm 1.0$ | 1477.217 | $5.8 \pm 1.0$ | 1477.717 | $6.1 \pm 1.2$ | 1478.217 | $5.9 \pm 1.1$ |
| 1478.717 | $5.8 \pm 1.0$ | 1479.217 | $5.9 \pm 1.1$ | 1479.717 | $6.0 \pm 1.2$ | 1480.217 | $5.8 \pm 1.0$ |
| 1480.717 | $5.9 \pm 1.1$ | 1481.217 | $5.8 \pm 1.0$ | 1481.717 | $5.8 \pm 1.0$ | 1482.217 | $5.8 \pm 1.0$ |
| 1482.717 | $5.8 \pm 1.0$ | 1483.217 | $5.8 \pm 1.0$ | 1483.717 | $5.8 \pm 1.0$ | 1484.217 | $5.9 \pm 1.1$ |
| 1484.717 | $5.8 \pm 1.0$ | 1485.217 | $6.1 \pm 1.2$ | 1485.717 | $6.0 \pm 1.2$ | 1486.217 | $5.8 \pm 1.0$ |
| 1486.717 | $5.9 \pm 1.1$ | 1487.217 | $5.8 \pm 1.0$ | 1487.717 | $5.9 \pm 1.1$ | 1488.217 | $5.8 \pm 1.0$ |
| 1488.717 | $5.8 \pm 1.0$ | 1489.217 | $6.1 \pm 1.2$ | 1489.717 | $5.8 \pm 1.0$ | 1490.217 | $5.9 \pm 1.1$ |
| 1490.717 | $5.8 \pm 1.0$ | 1491.217 | $5.8 \pm 1.0$ | 1491.717 | $5.8 \pm 1.0$ | 1492.217 | $5.8 \pm 1.0$ |
| 1492.717 | $5.8 \pm 1.0$ | 1493.217 | $5.8 \pm 1.0$ | 1493.717 | $5.9 \pm 1.1$ | 1494.217 | $5.8 \pm 1.0$ |
| 1494.717 | $5.9 \pm 1.1$ | 1495.217 | $5.8 \pm 1.0$ | 1495.717 | $6.1 \pm 1.2$ | 1496.217 | $5.9 \pm 1.0$ |
| 1496.717 | $5.9 \pm 1.0$ | 1497.217 | $5.9 \pm 1.0$ | 1497.717 | $6.0 \pm 1.2$ | 1498.217 | $6.0 \pm 1.2$ |
| 1498.717 | $6.2 \pm 1.3$ | - | - | - | - | - | - |

Table 2: Left column denotes the starting frequency of each 0.5 Hz signal-frequency band in which we set upper-limits; right column states the upper-limit value i.e. $h_{\mathrm{o}}^{90 \%}$, for that 0.5 Hz band. Note: the $h_{0}^{90 \%}$ values quoted here include additional $10 \%$ uncertainty introduced by data calibration procedure.

## A. 2 Detector Lines

| Source | $\boldsymbol{f}(\mathbf{H z})$ | Harmonics | LFS (Hz) | HFS (Hz) | IFO |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Power Mains | 60.0 | 5 | 1.0 | 1.0 | L,H |
| Violin Mode | 1373.75 | 1 | 0.1 | 0.1 | H |
| Violin Mode | 1374.44 | 1 | 0.1 | 0.1 | H |
| Violin Mode | 1377.14 | 1 | 0.1 | 0.1 | H |
| Violin Mode | 1378.75 | 1 | 0.1 | 0.1 | H |
| Violin Mode | 1379.52 | 1 | 0.1 | 0.1 | H |
| Violin Mode | 1389.06 | 1 | 0.06 | 0.06 | H |
| Violin Mode | 1389.82 | 1 | 0.07 | 0.07 | H |
| Violin Mode | 1391.5 | 1 | 0.2 | 0.2 | H |
| Violin Mode | 1372.925 | 1 | 0.075 | 0.075 | L |
| Violin Mode | 1374.7 | 1 | 0.1 | 0.1 | L |
| Violin Mode | 1375.2 | 1 | 0.1 | 0.1 | L |
| Violin Mode | 1378.39 | 1 | 0.1 | 0.1 | L |
| Violin Mode | 1387.4 | 1 | 0.05 | 0.05 | L |
| Violin Mode | 1388.5 | 1 | 0.3 | 0.3 | L |

Table 3: Instrumental lines identified and cleaned before the Einstein@Home analysis. The different columns represent: (I) the source of the line; (II) the central frequency of the instrumental line; (III) the number of harmonics in the signal-frequency range, i.e. 1249.7 Hz and 1499.7 Hz ; (IV) Low-Frequency-Side (LFS) of the knockout band; (V) High-Frequency-Side (HFS) of the knockout band; (VI) the interferometer where the instrumental lines were identified. Note that when there are higher harmonics present, the knockout bandwidth remains constant.

## A. 3 Signal-frequency ranges and Data Quality

| Source | Mixed (Isolated) | Mixed (Left) | All Fake Data | Mixed (Right) | IFO |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Power Mains | -- | 1258.7976-1259.2024 | 1259.2024-1260.7974 | 1260.7974-1261.2026 | H,L |
| Power Mains | -- | 1318.7915-1319.2085 | 1319.2085-1320.7913 | 1320.7913-1321.2087 | H,L |
| Violin Mode | 1372.6360-1373.2140 | -- | -- | -- | L |
| Violin Mode | 1373.4359-1374.0641 | -- | -- | -- | H |
| Violin Mode | 1374.1259-1375.5142 | -- | -- | -- | H,L |
| Violin Mode | 1376.8256-1377.4554 | -- | -- | -- | H |
| Violin Mode | 1378.0755-1379.0646 | -- | -- | -- | H,L |
| Violin Mode | 1379.2054-1379.8347 | -- | -- | -- | H |
| Power Mains | -- | 1378.7854-1379.2146 | 1379.2146-1380.7852 | 1380.7852-1381.2148 | H,L |
| Violin Mode | 1387.1346-1387.6655 | - - | - - | - - | L |
| Violin Mode | -- | 1387.9845-1388.4155 | 1388.4155-1388.5844 | 1388.5844-1389.0156 | H,L |
| Violin Mode | 1388.7844-1389.3356 | - - | - - | - - | H,L |
| Violin Mode | 1389.5343-1390.1057 | -- | -- | -- | H |
| Violin Mode | 1391.0842-1391.9159 | -- | -- | -- | H,L |
| Power Mains | -- | 1438.7793-1439.2207 | 1439.2207-1440.7791 | 1440.7791-1441.2209 | H,L |
| Power Mains | - | 1498.7732-1499.2268 | 1499.2268-1499.7170 | - | H,L |

Table 4: Signal-frequency ranges where the results might have contributions from fake data. When the results are entirely due to artificial data, the band is listed in the "All Fake Data" column; bands where the results comprise of contributions from both fake and real data are listed in the other three columns. The "Mixed (Left)" and "Mixed (Right)" columns are populated only when there is a matching "All Fake Data" entry, which highlights the same physical cause for the fake data, i.e. the cleaning. The "Mixed (Isolated)" column lists isolated ranges of mixed data. The list of input data frequencies where the data was substituted with artificial noise are given in table 3.

## A. 4 Omitted 50 mHz bands from Signal-frequency

| $\boldsymbol{f}_{\text {start }}($ in Hz) | $\boldsymbol{f}_{\text {end }}($ in Hz) | Type | $\boldsymbol{f}_{\text {start }}($ in Hz) | $\boldsymbol{f}_{\text {end }}($ in Hz) | Type |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1258.617 | 1258.717 | D | 1259.217 | 1260.717 | C |
| 1291.017 | 1291.067 | D | 1292.567 | 1292.867 | D |
| 1293.267 | 1293.567 | D | 1293.917 | 1294.217 | D |
| 1296.367 | 1296.817 | D | 1297.517 | 1297.717 | D |
| 1298.667 | 1298.967 | D | 1313.467 | 1313.517 | D |
| 1318.567 | 1318.667 | D | 1319.217 | 1320.717 | C |
| 1372.867 | 1373.167 | D | 1376.417 | 1376.817 | D |
| 1378.517 | 1378.617 | D | 1379.217 | 1380.717 | C |
| 1382.567 | - | D | 1387.317 | - | D |
| 1387.767 | 1388.217 | D | 1388.417 | 1388.517 | C |
| 1389.467 | - | D | 1389.767 | 1390.217 | D |
| 1390.467 | 1390.867 | D | 1390.967 | 1391.117 | D |
| 1395.217 | 1395.467 | D | 1398.417 | 1398.667 | D |
| 1399.967 | 1400.867 | D | 1400.967 | 1401.267 | D |
| 1438.417 | 1438.517 | D | 1439.267 | 1440.717 | C |
| 1453.467 | 1453.517 | D | 1454.967 | 1455.067 | D |
| 1498.317 | 1498.467 | D | 1499.267 | 1499.667 | C |

Table 5: 50 mHz search-frequency bands that were identified as "disturbed" based on Visual Inspection (Type D), or where the results were produced from "All Fake Data", as detailed in table 4 (Type C). Both sets of bands (Type D and C) were excluded from the analysis. The first two columns list the starting frequency of the first and last 50 mHz band in the contiguous range of excluded bands.
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#### Abstract

In hierarchical searches for continuous gravitational waves, clustering of candidates is an important postprocessing step because it reduces the number of noise candidates that are followed-up at successive stages [3][25][55]. Previous clustering procedures bundled together nearby candidates ascribing them to the same root cause (be it a signal or a disturbance), based on a predefined cluster volume. In this paper, we present a procedure that adapts the cluster volume to the data itself and checks for consistency of such volume with what is expected from a signal. This significantly improves the noise rejection capabilities at fixed detection threshold, and at fixed computing resources for the follow-up stages, this results in an overall more sensitive search. This new procedure was employed in the first Einstein@Home search on data from the first science run of the advanced LIGO detectors (O1) [45].


## 1 Introduction

In searches for continuous gravitational wave ( CW ) signals (e.g. [11, 55, 68, 81, 16, 14, 4, 2, 3]), like in many other gravitational wave searches, the detection statistic can be triggered both by signals and by noise disturbances. Furthermore, when the signal or disturbance is strong, it typically does not trigger only a single template waveform but also many nearby ones.
'Clustering' is the procedure through which we assess elevated detection statistic template points close enough to each other in parameter space that might arise from the same root cause, i.e. signal or noise disturbance. The reason for doing this is that the clustering properties help discriminate candidates due to signals from the candidates due to disturbances, and in certain cases (e.g. loud disturbances), bundle together large numbers of candidates together which one does not need to assess separately. In case of hierarchical sub-threshold searches (e.g. [25, 55]), clustering is performed on the candidates from the first stage. This significantly reduces the number of candidates for subsequent follow-up at fixed threshold on the detection statistic. Hence, at fixed computing budget for the follow-up stages, clustering allows to lower the threshold and increase the sensitivity of the search.

In previous searches using a clustering procedure, the cluster volume was defined once and for all, based on the average clustering properties of signals [25,55]. In this paper, we present a clustering method that is adaptive, i.e. it adapts the clustering size in each dimension to the local distribution of candidates in parameter space, and then it requires consistency in clustering among the different dimensions. We have named it AdCl procedure (Adaptive Clustering Procedure).

As the name suggests, the AdCl procedure adapts its parameters to the data. If the data were pure Gaus-
sian noise, all this sophistication would not be necessary. Hence, in order to illustrate the AdCl under realistic and relevant conditions, throughout this paper we use small ( 50 mHz ) frequency-domain snippets of data from the first Advanced LIGO observing run (O1).

The paper is organised as follows. In section 2, we introduce the fundamental idea behind the adaptive clustering procedure; in section 3 , we detail how it functions and introduce the various parameters that characterise it. In section 4, we present and compare the performance of this procedure against the clustering procedure used in previous searches. The last section summarises the main findings and discusses prospects.

## 2 Clustering of candidates

A typical all-sky CW search covers the entire sky, a large frequency range and a certain range of spin-down values. In this parameter space, grids are set up and a detection statistic is computed at each grid point.

We indicate a generic grid point with $\lambda_{i} \equiv$ ( $f_{i}, \dot{f_{i}}, \alpha_{i}, \delta_{i}$ ), with $i=1 \ldots \mathrm{~N}$, and the detection statistic calculated at that grid point with $\Gamma_{i}$ Here, $\alpha_{i}, \delta_{i}$ are the equatorial sky coordinates of the signal template, while $f_{i}$ and $\dot{f}_{i}$ denote the frequency and the first-order spin-down respectively. The result of the search are the ensemble of $\kappa_{i} \equiv\left(\lambda_{i}, \Gamma_{i}\right)$. We concentrate on the subset of these results that are interesting, i.e. where the detection statistic values are elevated above some predefined threshold ( $\Gamma_{\mathrm{L}}$ ). Let's assume that there are M such results. We will refer to these as the candidates.

Operationally, the clustering procedure is an iterative process and it was first introduced in [25]: we begin with the highest detection statistic value in our results, corresponding to, say, candidate $\kappa_{i(1)}$, where " 1 " identifies the first iteration of the clustering procedure (i.e.

[^23]the first cluster). The candidate $\kappa_{i(1)}$ is also called the seed for the first cluster. We then find elevated detection statistic values "nearby" $\lambda_{i}$, and we associate them with $\kappa_{i(1)}$. These set of points will form the first cluster, and they - along with the seed $\kappa_{i(1)}-$ will be referred to as the occupants of the cluster. We proceed to remove these occupants associated with $\kappa_{i(1)}$ from the original set of candidates. In the next iteration, we consider the highest detection statistic value among the remaining
set of candidates, now $\kappa_{i(2)}$, i.e. the seed for the second cluster. We again find elevated detection statistic values nearby $\kappa_{i(2)}$ and associate them with it. The occupants of the second cluster are again removed from the set of remaining candidates. This process is repeated with $\kappa_{i(3)}, \kappa_{i(4)}, \kappa_{i(5)}$ and so on. The process ends when we have no more seeds left above a certain predefined detection statistic threshold $\left(\Gamma_{\mathrm{S}}\right)$.


Figure 1: (top panel) Distribution of $\mathcal{F}$-statistic values $(2 \overline{\mathcal{F}})$ in the parameter space near a fake signal in noise (from LIGO O1 data). Note the elevated $2 \overline{\mathcal{F}}$ values in the neighborhood of the injection. The elevated $2 \overline{\mathcal{F}}$ values are clearly coincident in frequency-spindown and the sky. The location of the injection is marked with ' + '.


Figure 1: (bottom panel) Distribution of $\mathcal{F}$-statistic values $(2 \overline{\mathcal{F}})$ in the parameter space in the vicinity of a typical noise disturbance in LIGO O1 data. In contrast with the top panel, the elevated $2 \overline{\mathcal{F}}$ values due to the disturbance are not coincident between frequency-spindown and sky.

The core of the AdCl procedure procedure lies in identifying an over-density of candidates in frequency and spin-down around each seed, in determining its extension, and in checking whether that set of candidates
also presents an over-density in sky around its seed. These features are trademark signatures of signals (e.g. see figure 1 top panel), and they are not shared by most noise fluctuations/disturbances (e.g. see figure 1 bot-
tom panel). We note that previous clustering algorithms did not require such coincident over-densities between frequency-spindown and the sky, and hence, lead to a higher number of false alarms.

Furthermore, the AdCl procedure dynamically defines the clustering neighbourhood based on the data itself. In contrast, previous procedures derived a static clustering neighbourhood around the seed based on average clustering properties of the signals independently of the data. Thus, the AdCl procedure enables us to bundle together any over-density that extends over large volumes of parameter space as a single follow-up candidate, and hence, the number of candidates to followup from highly populated parameter space regions decreases significantly.

## 3 The cluster size

### 3.1 A measure of distance in frequency and spin-down space ( $F$-space)

The clustering is applied to a set of candidates $\chi_{1}$ whose detection statistic value is above a certain threshold $\Gamma_{\mathrm{L}}$; Let's assume that there are M such candidates:

$$
\begin{equation*}
\chi_{1}:=\left\{\kappa_{\ell}\right\} \quad \mid \quad \Gamma_{\ell} \geq \Gamma_{\mathrm{L}}, \tag{1}
\end{equation*}
$$

where $1 \leq \ell \leq \mathrm{M}$.
In general, at each iteration $i$, the clustering procedure defines a new cluster, and it does this by operating on a set of candidates $\chi_{i}$. We indicate the seed for the $i$-th cluster with $\kappa_{\ell(i)}$, with $\ell(i)$ being the index that corresponds to the candidate with the loudest detection statistic value among the candidates in $\chi_{i}$. We constrain the cluster seed to exceed a fixed threshold $\Gamma_{\mathrm{S}}$, which in general is larger than $\Gamma_{\mathrm{L}}$. The clustering procedure stops at iteration $\mathrm{N}_{\mathrm{c}}+1$ when there are no more candidates with detection statistic values above $\Gamma_{\mathrm{S}}$ in $\chi_{\mathrm{N}_{\mathrm{c}}+1}$, i.e. when $\Gamma_{\ell\left(\mathrm{N}_{\mathrm{c}}+1\right)}<\Gamma_{\mathrm{S}}$.

At each iteration $i$, we define as Euclidean distance $\mathcal{R}_{i, k}^{\mathrm{F}}$ in frequency and spin-down space ( F -space) between the cluster seed $\kappa_{\ell(i)}$ and every other candidate $\kappa_{k}$ in $\chi_{i}$ :

$$
\begin{equation*}
\mathcal{R}_{i, k}^{F}:=\sqrt{\left[\frac{f_{k}-f_{\ell(i)}}{\delta f}\right]^{2}+\left[\frac{\dot{f}_{k}-\dot{f}_{\ell(i)}}{\delta \dot{f}}\right]^{2}} \forall \kappa_{k} \in \chi_{i}, \tag{2}
\end{equation*}
$$

where, $\delta f$ and $\delta \dot{f}$ are the frequency and spin-down grid spacings used in the search. Note that at fixed $\mathcal{R}_{i, k}^{\mathrm{F}}$, (2) is an ellipse in F-space centered at $\left(f_{\ell(i)}, \dot{f}_{\ell(i)}\right)$ and with axes of half-length $\delta f \times \mathcal{R}_{i, k}^{\mathrm{F}}$ and $\delta \dot{f} \times \mathcal{R}_{i, k}^{\mathrm{F}}$.

### 3.2 Distribution of distances in F-space

We define the cluster radius for the $i$-th cluster based on the distribution of the distances $\mathcal{R}_{i, k}^{\mathrm{F}}$ in F -space. In order to derive such a distribution, we must bin the distances $\mathcal{R}_{i, k}^{\mathrm{F}}$ appropriately.

The binning in F -space naturally takes the form of concentric elliptical annuli $\left(f^{r}, f^{r}\right)$ at distances $\mathcal{B}_{i, r}^{\mathrm{F}}$ from the seed. The index $r$ denotes the different bins. The edges $\left(f^{1}, \dot{f}^{1}\right)$ of the first bin are defined by the equation

$$
\begin{equation*}
\sqrt{\left[\frac{f^{1}-f_{\ell(i)}}{\mathcal{B}_{i, 1}^{\mathrm{F}} \delta f}\right]^{2}+\left[\frac{\dot{f}^{1}-\dot{f}_{\ell(i)}}{\mathcal{B}_{i, 1}^{\mathrm{F}} \delta \dot{f}}\right]^{2}}=1 . \tag{3}
\end{equation*}
$$

The successive bins are defined by the recursive relation $\left[\mathcal{B}_{i, r+1}^{\mathrm{F}}\right]^{2}-\left[\mathcal{B}_{i, r}^{\mathrm{F}}\right]^{2}=\left[\mathcal{B}_{i, 1}^{\mathrm{F}}\right]^{2}$ for all bins $r=1,2,3 \ldots$,
which requires that the area of the annuli is constant and equal to $\pi\left[\mathcal{B}_{i, 1}^{\mathrm{F}}\right]^{2}$ (see figure 2 ). Note that each annulus encloses an equal number of parameter space points. The relation (4) can be explicitly solved to yield

$$
\begin{equation*}
\mathcal{B}_{i, r}^{\mathrm{F}}=\sqrt{r} \mathcal{B}_{i, 1}^{\mathrm{F}} \quad \text { for all bins } r=1,2,3 \ldots, \tag{5}
\end{equation*}
$$



Figure 2: Example of annular binning in F -space, defined by (3)-(5). The values of the parameters are: $\delta f=8.3 \times 10^{-7} \mathrm{~Hz}$, $\delta \dot{f}=1.3 \times 10^{-13} \mathrm{~Hz} / \mathrm{s}$. An ad-hoc value for $\mathcal{B}_{i, 1}^{\mathrm{F}}$ of $1.2 \times 10^{3}$ $\left(\mathrm{N}_{\mathrm{F}}=50\right)$ is taken. The area within each annuli is constant, hence the annuli get thinner with distance from the center. Note that the figure shows only the first 5 annuli for clarity; in total, there are $\mathrm{N}_{\mathrm{F}}^{2}=2500$ such annuli.

The value of $\mathcal{B}_{i, 1}^{F}$ is chosen as

$$
\begin{equation*}
\mathcal{B}_{i, 1}^{\mathrm{F}}=\frac{1}{\mathrm{~N}_{\mathrm{F}}} \mathcal{R}_{i, \max }^{\mathrm{F}} \quad \text { with } \quad \mathcal{R}_{i, \max }^{\mathrm{F}}=\max _{k}\left\{\mathcal{R}_{i, k}^{\mathrm{F}}\right\} . \tag{6}
\end{equation*}
$$

Comparing (6) with (5) and setting $\mathcal{R}_{i, \max }^{\mathrm{F}}=\mathcal{B}_{i, r}^{\mathrm{F}}$, we find that $\mathrm{N}_{\mathrm{F}}^{2}$ is equal to the total number of $r$ bins. $\mathrm{N}_{\mathrm{F}}$ is the determined as follows: the candidate count $\mathrm{n}_{i, r}^{\mathrm{F}}$ in the various $r$ bins is determined for a test value of $\mathrm{N}_{\mathrm{F}}$, say $\mathrm{N}_{\mathrm{F}}$. If the condition,
$\mathrm{n}_{i, 1}^{\mathrm{F}}\left(\mathrm{N}_{\mathrm{F}_{t}}\right) \geq \mathrm{C}_{\mathrm{F}}\left\langle\mathrm{n}_{i, r}^{\mathrm{F}}\left(\mathrm{N}_{\mathrm{F} t}\right)\right\rangle$ where $r=1,2,3 \ldots$,
is not satisfied, we iteratively decrease $\mathrm{N}_{\mathrm{F} t}$ by one $\left(\mathrm{N}_{\mathrm{F}_{t}} \rightarrow \mathrm{~N}_{\mathrm{F}_{t}}-1\right)$ until (7) is verified, and set $\mathrm{N}_{\mathrm{F}}=\mathrm{N}_{\mathrm{F} t}$. In (7), the angled brackets indicate the average over the
$r$ bins, and $\mathrm{C}_{\mathrm{F}}>1$. Note that $\mathrm{N}_{\mathrm{F}_{t}}$ should be large enough such that $\mathcal{B}_{i, 1}^{\mathrm{F}}$ is comparable with the signal containment region in $F$-space [55]. Further, $C_{F}$ encodes the over-density requirement, and for low amplitude signals, this requirement is very lax: $\mathrm{C}_{\mathrm{F}} \gtrsim 1$, which means that the procedure picks the finest binning for which we at least do not have an under-density around the seed.

We note that in a sub-threshold search, the clustering procedures are in principle sensitive to the parameter $\Gamma_{\mathrm{L}}$ : the over-densities of signal candidates due to a weak signal will only be observable down to certain detection statistic values, below which the density of noise candidates will be high enough that the over-density due to the signal candidates will not be appreciable. The threshold $\Gamma_{\mathrm{L}}$ could, in principle, be optimally placed at the level just above when this effect begins to take place. However, this is difficult to determine. By setting $C_{F} \gtrsim 1$, we appreciate the smallest over-density possible, and hence, ease the dependency of the procedure on $\Gamma_{\mathrm{L}}$.

If for some $i$-th cluster, no resolution (no $\mathrm{N}_{\mathrm{F}}$ value) can be found that meets the requirement of (7), then only the seed $\kappa_{\ell(i)}$ is removed from $\chi_{i}$ and the resulting set of candidates defines $\chi_{i+1}$. The $i$-th cluster, $\phi_{i}$, is classified as a single-occupant-cluster.

In figure 3, we compare the distribution of $\mathcal{R}_{i, k}^{\mathrm{F}}$ values from searches ran on noise data (blue curve), and on fake noise plus a CW signal (red curve). The red distribution presents a clear maximum near the seed $\kappa_{\ell(i)}$, i.e. there is an evident over-density of candidates near the seed. We want to estimate the extent of this overdensity, and cluster the candidates that form this overdensity together.


Figure 3: Distribution of $\mathcal{R}_{i, k}^{\mathrm{F}}$ for a noise-only data-set (red) and for a data-set also containing a fake signal (blue). The grid spacing $\mathcal{B}_{i, 1}^{\mathrm{F}}$ in F -space is defined by $\mathrm{N}_{\mathrm{F}}=50$.

### 3.3 Cluster size in F-space

For every $i$-th cluster, we use the distribution of distances $\mathcal{R}_{i, k}^{F}$ in order to determine the cluster radius in F space: the cluster radius $\mathcal{R}_{i}^{\mathrm{F} *}$ is the value of the distance defined in (2) at which we have the first local minimum of $\mathrm{n}_{i, r}^{\mathrm{F}}$. Since the $\mathcal{R}_{i, k}^{\mathrm{F}}$ histogram has typically many fluctuations, in order to estimate more accurately the
position of the first minimum of the underlying distribution, we determine its shape with a fitting procedure which smoothens out the random fluctuations.

We fit the data $\mathrm{n}_{i, r}^{\mathrm{F}}$ in two stages. In the first stage, the data is separately fitted with two functions $G$ (a superposition of Gaussians) and S (a superposition of sinusoids):

$$
\begin{equation*}
\mathrm{G}(x)=\sum_{l=1}^{\mathrm{m}_{1}} \mathrm{G}_{l}(x) ; \quad \mathrm{S}(x)=\sum_{l=1}^{\mathrm{m}_{2}} \mathrm{~S}_{l}(x) \tag{8}
\end{equation*}
$$

This step is implemented using a compiled MATLAB executable (using the package fit), which provides support for $\mathrm{m}_{1}, \mathrm{~m}_{2} \in[1,8]$. For each fit, we choose the highest value of $m_{1}$ and $m_{2}$ that is able to fit the data within the standard tolerances defined by the program. The fitted curves $G$ and $S$ are summed and re-normalised, and the output is then fit again with a Gaussian function, yielding $g_{i}^{\mathrm{F}}$. This second fit smoothens out the small scale fluctuations and leaves us with a clear view of the overdensities in F-space.


Figure 4: Fit to the distribution of $\mathcal{R}_{i, k}^{F}$ for a noise-only dataset (top panel) and for a data-set also containing a fake signal (bottom panel). The grid spacing $\mathcal{B}_{i, 1}^{\mathrm{F}}$ is defined by $\mathrm{N}_{\mathrm{F}}=50$. We can see that the fitting procedure contours the shape of the distribution while ignoring small scale fluctuations, and returns a good measure of the over-density.

Finally, we can identify the local minimum of $g_{i}^{F}$ closest to the origin and take that as the radius $\mathcal{R}_{i}^{\mathrm{F} *}$ in F -space of the $i$-th cluster. In figure 4 , we show an example of the fitting procedure on purely noise data (top panel) and in data containing a fake signal (bottom panel).

### 3.4 Hill parameters in F-space and further constraints

The distribution of candidates in parameter space is very diverse, depending on the nature of the noise in the data. Because of this, even an adaptive procedure, such as the one described above, may still generate clusters that spuriously assemble together candidates that are actually independent. In order to counter this, instead of setting more stringent criteria, for example a higher threshold $C_{F}$, it is more effective to produce a first estimate of the cluster based on liberal parameters, and then scrutinize its topological properties in detail, and further accept, discard or modify the cluster based on these.. The topological properties that we consider for a cluster $i$ are the so-called "hill parameters" ${ }^{1}$ prominence $\mathrm{P}_{i}$, dominance $\mathrm{D}_{i}$ and goodness $\mathrm{G}_{i}$ :

$$
\begin{gather*}
\mathrm{P}_{i}:=\frac{\mathcal{R}_{i}^{\mathrm{F} *}}{\max _{k}\left\{\mathcal{R}_{i, k}^{\mathrm{F}}\right\}},  \tag{9}\\
\mathrm{D}_{i}:=\frac{g_{i}^{\mathrm{F}}\left(\mathcal{B}_{i, 1}^{\mathrm{F}}\right)-g_{i}^{\mathrm{F}}\left(\mathcal{R}_{i}^{\mathrm{F} *}\right)}{g_{i}^{\mathrm{F}}\left(\mathcal{B}_{i, 1}^{\mathrm{F}}\right)},  \tag{10}\\
\mathrm{G}_{i}:=\frac{\left|\mathrm{n}_{i, 1}^{\mathrm{F}}-g_{i}^{\mathrm{F}}\left(\mathcal{B}_{i, 1}^{\mathrm{F}}\right)\right|}{\mathrm{n}_{i, 1}^{\mathrm{F}}+g_{i}^{\mathrm{F}}\left(\mathcal{B}_{i, 1}^{\mathrm{F}}\right)} . \tag{11}
\end{gather*}
$$

The cluster candidates from the set $\chi_{i}$ are further inspected to check if:

$$
\begin{equation*}
\mathrm{P}_{i} \leq \mathrm{P}_{\mathrm{th}}, \quad \mathrm{D}_{i} \geq \mathrm{D}_{\mathrm{th}}, \quad \mathrm{G}_{i} \leq \mathrm{G}_{\mathrm{th}} \tag{12}
\end{equation*}
$$

These thresholds ( $P_{t h}, D_{t h}, G_{t h}$ ) on the hill parameters restrict the topology of clusters: $\mathrm{P}_{\mathrm{th}}$ restricts the fraction of the available parameter space that the cluster occupies; $D_{t h}$ bounds the contrast between the density of candidates near the seed and at the cluster edge; $\mathrm{G}_{\mathrm{th}}$ specifies the minimum agreement between the fitted curve and the observed density near the seed. The nature and the values of the constraints in (12) is such that they exclude clusters that extend too far in the F-space, and at the same time, show very little contrast with respect to the local noise background; thus we shortlist the kind of clusters that we typically expect from signals.

When a cluster in F-space fails to meet any of the criteria given by (12), we shortlist candidates $\mathrm{n}_{i, 1}^{\mathrm{F}}$ from the distribution that fall within the first bin $\mathcal{B}_{i, 1}^{\mathrm{F}}$ around the seed and discard all other candidates from the iteration. This is equivalent to resetting $\mathcal{R}_{i}^{\mathrm{F} *}=\mathcal{B}_{i, 1}^{\mathrm{F}}$. This choice is justified because the failing of the hill parameters means that the shortlisted cluster is not topologically consistent with what we require from a cluster of that extent. However, the initial over-density still remains near the seed and it might be due to a low amplitude signal. In this regard, we do not discard the whole
cluster. On the other hand, if the criteria in (12) are met, we shortlist all the candidates, including the seed, that fall within our estimated cluster radius $\mathcal{R}_{i}^{\mathrm{F} *}$, and discard all other candidates outside the cluster radius.

The candidates clustered in F -space will constitute the $\chi_{i}^{\text {sky }}$ set and their clustering properties in the sky will be considered further.

### 3.5 A measure of distance in the sky (Sspace)

We now want to determine whether the shortlisted candidates in $\chi_{i}^{\text {sky }}$ show any over-density in sky around the seed. If any over-density is found, the candidates constituting this over-density will form the final $i$-th cluster.

As in F-space, for each candidate $\kappa_{k} \in \chi_{i}^{\text {sky }}$, we introduce a distance in the sky, $\mathcal{R}_{i, k}^{\mathrm{S}}$, to the seed of the $i$-th cluster under consideration:

$$
\begin{equation*}
\mathcal{R}_{i, k}^{\mathrm{S}}:=\sqrt{\left[x_{k}-x_{\ell(i)}\right]^{2}+\left[y_{k}-y_{\ell(i)}\right]^{2}} \forall \kappa_{k} \in \chi_{i}^{\text {sky }} . \tag{13}
\end{equation*}
$$

This definition is justified when the search grids are uniform on some plane $(x, y)$, for example the ecliptic plane (e.g. see [55]) or the equatorial plane (e.g. see [11]). The transformation equations between the sky coordinates $(\alpha, \delta)$ and $(x, y)$ for a uniform grid on ecliptic plane, are:

$$
\left\{\begin{array}{l}
x=\cos \lambda \cos \beta  \tag{14}\\
y=\sin \lambda \cos \beta
\end{array}\right.
$$

with

$$
\left\{\begin{array}{l}
\lambda=\tan ^{-1}\left[\frac{\sin \alpha \cos \varphi+\tan \delta \sin \varphi}{\cos \alpha}\right]  \tag{15}\\
\beta=\sin ^{-1}[\sin \delta \cos \varphi-\sin \alpha \cos \delta \sin \varphi] .
\end{array}\right.
$$

In the expressions above, $\varphi=23.4^{\circ}$ is the angle of obliquity of the ecliptic with respect to the celestial equatorial plane ${ }^{2}$. The ecliptic plane represents the Sspace after this transformation.

### 3.6 Distribution of distances in S-space

The binning of the $\mathcal{R}_{i, k}^{\mathrm{S}}$ values is performed in a similar fashion as previously done in F -space. The edges of the bins, labeled by $r$, of the $i$-th cluster, satisfy the following relation:
$\left[\mathcal{B}_{i, r+1}^{\mathrm{S}}\right]^{2}-\left[\mathcal{B}_{i, r}^{\mathrm{S}}\right]^{2}=\left[\mathcal{B}_{i, 1}^{\mathrm{S}}\right]^{2}$ for all bins $r=1,2,3 \ldots$.
This recursive relation describes concentric circular annuli in the $(x, y)$ plane enclosing equal areas; the annuli naturally get thinner as we move away from the seed, as shown in figure 2. The first bin is a circle and its area is proportional to $\left[\mathcal{B}_{i, 1}^{\mathrm{S}}\right]^{2}$.

[^24]$\mathcal{B}_{i, 1}^{\mathrm{S}}$ is chosen based on the clustering properties of signals. Precisely, it will depend on the $99 \%$ containment region of the search [55]. This region defines a neighbourhood around a cluster seed originating from a signal, within which the true signal parameters are contained with $99 \%$ confidence. If we indicate with $\mathrm{d}_{\text {sky }}$ the width of the search pixels in the $(x, y)$ plane [11,55], and with $\mathrm{N}^{99 \%}$ the diameter of the $99 \%$ containment region expressed in number of pixels, then we can express $\mathcal{B}_{i, 1}$ as
\[

$$
\begin{equation*}
\mathcal{B}_{i, 1}^{\mathrm{S}}:=\frac{\mathrm{N}^{99 \%}+\mathrm{N}_{\mathrm{S}}}{2} \mathrm{~d}_{\mathrm{sky}}, \tag{17}
\end{equation*}
$$

\]

where, $\mathrm{N}_{\mathrm{S}}$ is a parameter that has to be tuned as shown in section 4. Further, (17) says that the first bin in the sky, i.e. the circle with radius $\mathcal{B}_{i, 1}^{S}$, contains all sky pixels within the $99 \%$ containment region, plus (or minus) a tuning term $\mathrm{N}_{\mathrm{S}}$. We continue binning recursively according to (16) until the width of the bin becomes smaller than a sky-grid pixel; all candidates lying more distant than that point are ignored.


Figure 5: Distribution of $\mathcal{R}_{i, k}^{S}$ values for signal versus noise: $\mathcal{B}_{i, 1}^{S}$ for the noise-only case is defined by $\mathrm{N}_{S}=0$, while for signal it is set to $\mathrm{N}_{\mathrm{S}}=6$.

We find that in disturbed data that contains a large number of noise outliers, a single value of $\mathrm{N}_{\mathrm{S}}$ independent of the loudness $\Gamma_{i}$ of the cluster seed under consideration, makes this clustering procedure very slow. The reason is that very large values of $\Gamma_{i}$ are often associated with many candidates clustered in F -space(highly populated $\chi_{i}^{\mathrm{F}}$ ) that are distributed almost isotropically in the sky. In this situation, if the resolution in the sky ( $\mathcal{B}_{i, 1}^{\mathrm{S}}$ ) is high, the sky-clustering step eliminates one candidate at the time as a single-occupant-cluster, and this is very inefficient. The solution is to decrease the resolution (increase $\mathcal{B}_{i, 1}^{\mathrm{S}}$ by increasing $\mathrm{N}_{\mathrm{S}}$ ) with $\Gamma_{i}$.

In figure 5, we show the re-normalised distribution of $\mathcal{R}_{i, k}^{\mathrm{S}}$ for a fake signal and LIGO O1 noise.

### 3.7 Cluster in S-space

In order to estimate the cluster radius in S-space, we check for over-densities by analysing the distribution of $\mathcal{R}_{i, k}^{\mathrm{S}}$.

If the first bin is the most highly populated (i.e. $\left.\mathrm{n}_{i, 1}^{\mathrm{S}}=\max _{r}\left\{\mathrm{n}_{i, r}^{\mathrm{S}}\right\}\right)$, all the candidates contained within
a distance $\mathcal{R}_{i}^{S *}$ are clustered together:

$$
\begin{equation*}
\mathcal{R}_{i}^{\mathrm{S} *}=\min _{r}\left\{\mathcal{B}_{i, r}^{\mathrm{S}}: \frac{\mathrm{n}_{i, r}^{\mathrm{S}}-\mathrm{n}_{i, r+1}^{\mathrm{S}}}{\mathrm{n}_{i, r}^{\mathrm{S}}}>\mathrm{C}_{\mathrm{S}}\right\} . \tag{18}
\end{equation*}
$$

$\mathcal{R}_{i}^{S_{*}^{*}}$ is the smallest distance at which we have a relative drop in the density of candidates above a certain threshold Cs. All candidates within $\mathcal{R}_{i}^{S *}$ constitute, together with the seed, the final $i$-th cluster, $\phi_{i}$. The set of candidates considered for the next clustering iteration is $\chi_{i+1}=\chi_{i}-\phi_{i}$.


Figure 6: Clustering properties in the sky for a data-set containing a signal (lower panel) and a noise data-set (upper panel). The values of $\mathrm{N}_{\mathrm{S}}$ are 6 and 0 , respectively for the lower and upper panels. Note that the first bin in the pure noise case (top panel) is not the most highly populated, and hence failed the clustering criteria ( $\mathrm{n}_{i, 1}^{\mathrm{S}} \neq \max _{r}\left\{\mathrm{n}_{i, r}^{\mathrm{S}}\right\}$ ), irrespective of the value of $\mathrm{C}_{\mathrm{s}}$.

The value of $\mathrm{C}_{\mathrm{S}}$ is chosen based on the localisation properties of signals and leaning on the conservative side, i.e. toward lower values of $\mathrm{C}_{\mathrm{S}}$. For instance, in the bottom panel of figure 6, we see that $\mathcal{R}_{i}^{S_{*}^{*}}(1.2)>\mathcal{R}_{i}^{S_{*}^{*}}(0.6)>\mathcal{R}_{i}^{S^{*}}(0.3)$. Indeed, the lower value of $\mathrm{C}_{\mathrm{S}}$ clusters less candidates, but the candidates excluded at this iteration will likely form their own separate cluster at the next iteration. If this second set of points were due a signal, with a lower $\mathrm{C}_{\mathrm{S}}$, they would be associated to the correct seed.

If the first bin is not the most highly populated, the final cluster $\phi_{i}$ will contain only the seed $\kappa_{\ell(i)}$. All the other candidates remain un-clustered, and available for association with another cluster in the set $\chi_{i+1}=$ $\chi_{i}-\kappa_{\ell(i)}$.

This recursive procedure continues until there are no more candidate seeds, i.e. no more candidates with de-
tection statistic value above the threshold $\Gamma_{\mathrm{s}}$. In figure 8 , 9 in appendix $A$, we show a snapshot of the procedure for the first iteration on data $\chi_{1}$ for a fake signal and near-Gaussian noise.

## 4 Performance

| Quantity | Value |
| :--- | :--- |
| $\mathrm{T}_{\text {obs }}$ | 4 months |
| $\mathrm{T}_{\text {coh }}$ | 210 hours |
| $\mathrm{N}_{\text {seg }}$ | 12 |
| $\delta f$ | $8.3 \times 10^{-7} \mathrm{~Hz}$ |
| $\delta \dot{f}$ | $1.3 \times 10^{-13} \mathrm{~Hz} / \mathrm{s}$ |
| $\mathrm{d}_{\text {sky }}(f=100 \mathrm{~Hz})$ | $20 \operatorname{arcmin}$ |

Table 6: The clustering procedure is applied to the output from this all-sky search.

We characterise the performance of the AdCl procedure and compare it with the old clustering procedure, used in Papa et al [55]. We show how the tuning parameters were chosen in an actual search [45], with parameters given in table 6 .

The two clustering procedures are compared at the same value of seed threshold $\Gamma_{\mathrm{S}}$, and with the other parameters optimally tuned.

### 4.1 Clustering parameters

We will consider two different data inputs to the clustering procedure, one suitable for a high-significance search (loud signals), and the other for a sub-threshold search (weak signals). In the former search, the detection statistic is $2 \overline{\mathcal{F}}$, the corresponding $\Gamma_{\mathrm{S}}$ and $\Gamma_{\mathrm{L}}$ thresholds are 12.0 and 10.5 respectively, and the value of $\mathrm{N}_{S}$ for the $i$-th cluster is:

$$
\mathrm{N}_{\mathrm{S}}\left(2 \overline{\mathcal{F}}_{i}\right)= \begin{cases}0 & \text { if } 2 \overline{\mathcal{F}}_{i}<18  \tag{19}\\ 2 \overline{\mathcal{F}}_{i}-18 & \text { if } 18 \leq 2 \overline{\mathcal{F}}_{i} \leq 48 \\ 30 & \text { if } 2 \overline{\mathcal{F}}_{i}>48\end{cases}
$$

Alternatively, for the second search, the detection statistic is the line- and the transient line-robust statistic $\hat{\beta}_{\mathrm{S} / \mathrm{GLtL}}[41,45]$, the corresponding $\Gamma_{\mathrm{S}}$ and $\Gamma_{\mathrm{L}}$ thresholds are 5.5 and 4 , respectively, and $\mathrm{N}_{\mathrm{S}}$ for the $i$-th cluster is:

$$
\mathrm{N}_{\mathrm{S}}\left(\hat{\beta}_{\mathrm{S} / \mathrm{GLLL}}^{i}\right)= \begin{cases}0 & \text { if } \hat{\beta}_{\mathrm{S} / \mathrm{GLtL}}^{i}<15  \tag{20}\\ \hat{\beta}_{\mathrm{S} / \mathrm{GLLL}}^{i}-15 & \text { if } 15 \leq \hat{\beta}_{\mathrm{S} / \mathrm{GLtL}}^{i} \leq 35 \\ 31 & \text { if } \hat{\beta}_{\mathrm{S} / \mathrm{GLIL}}^{i}>35\end{cases}
$$

This is the set-up appropriate for a search like [45].
The reason why we consider searches with different detection statistics is historical: at the time when we started characterising the AdCl procedure, we were
planning to use it for a high-significance search on quiet bands, as done in [11]. In this case, the simplest detection statistic to use is $2 \overline{\mathcal{F}}$, and all the false alarm and detection efficiency studies were performed with this statistic. It was only later that we realised that the quality of the data in the low-frequency range was such that a high-significance search was not possible: we would have many candidates above threshold, and we would have to carry out a large scale follow-up. Due to these complications, for this search, the use of the $\hat{\beta}_{\mathrm{S} / \mathrm{GLtL}}$ was necessary. In the absence of large disturbances, the empirical relationship between the two detection statistics is $2 \overline{\mathcal{F}} \equiv 0.419 \hat{\beta}_{\mathrm{S} / \mathrm{GLtL}}+10.855$.

The other parameters are chosen as described in the previous sections and they are equal for both types of searches, and their values are:

$$
\left\{\begin{array}{l}
\mathrm{N}_{\mathrm{F}} \in[25,50], \mathrm{C}_{\mathrm{F}}=1.2  \tag{21}\\
\mathrm{C}_{\mathrm{S}}=0.25 \\
\mathrm{P}_{\mathrm{th}}=0.25, \mathrm{D}_{\mathrm{th}}=0.05, \mathrm{G}_{\mathrm{th}}=0.1
\end{array}\right.
$$

On the other hand, the old clustering uses a fixed cluster size corresponding to the $99 \%$ containment regions in the various dimensions. In case of the highthreshold $2 \overline{\mathcal{F}}$ search:

$$
2 \overline{\mathcal{F}} \equiv\left\{\begin{array}{l}
\Delta f=1.15 \times 10^{-4} \mathrm{~Hz}  \tag{22}\\
\Delta \dot{f}=5.6 \times 10^{-11} \mathrm{~Hz} / \mathrm{s} \\
\Delta^{\text {sky }}=6 \times 6 \text { sky-pixels }
\end{array}\right.
$$

while for the sub-threshold $\hat{\beta}_{\mathrm{S} / \mathrm{GLtL}}$ search:

$$
\hat{\beta}_{\mathrm{S} / \mathrm{GLtL}} \equiv\left\{\begin{array}{l}
\Delta f=1.85 \times 10^{-4} \mathrm{~Hz}  \tag{23}\\
\Delta \dot{f}=8.5 \times 10^{-11} \mathrm{~Hz} / \mathrm{s} \\
\Delta^{\text {sky }}=9 \times 9 \text { sky-pixels }
\end{array}\right.
$$

### 4.2 Safety

Naturally, the clustering procedure needs to be safe, i.e. it should not discard real signals. Thus, we choose the clustering parameters to yield the lowest false alarm rate for a very low false dismissal rate. We now show the detection efficiencies for the clustering parameters outlined in (19), (20), (21).

We estimate the detection efficiency by performing Monte-Carlo simulations of gravitational wave signals in real data taken from the LIGO O1 run. By using the real LIGO data instead of fake Gaussian noise, we derive a realistic benchmark of the performance. In a nutshell, the fake signals are added to the real data, the search is run, and the clustering procedure is applied.

The population of signals have parameters reasonably uniformly distributed in frequency, spin-down and sky-position, and with amplitudes that yield the detection statistic values shown in figure 7 .


Figure 7: Distribution of the values of the detection statistics of the sub-threshold and high-significance signals added to the data to characterize the performance of the clustering procedure. Note that the high-significance signal population is not purely high-significance; it also contains a few signals at low values of the detection statistic (less than $10 \%$ below $2 \overline{\mathcal{F}}=14.0 \equiv \hat{\beta}_{\mathrm{S} / \mathrm{GLtL}}=7.5$ ). Meanwhile, the sub-threshold search may be considered as purely sub-threshold (none above $\hat{\beta}_{\mathrm{S} / \mathrm{GLtL}}=10.5 \equiv 2 \overline{\mathcal{F}}=15.3$ ).

The detection efficiency $\mathcal{E}$ is defined as the ratio of the number of candidates from signals recovered by the clustering procedure with the total number of signals with detection statistic value above $\Gamma_{\mathrm{s}}$. For a signal to be recovered by the clustering procedure, we require that the signal parameters lie within the $99 \%$ containment region of the seed parameters (we remind the reader that the detection statistic value of the seed must also exceed $\Gamma_{\mathrm{S}}$ ). This means that if there were a followup stage on the cluster seeds, the true signal parameters would lie within the searched region, and if there were no follow-ups, the signal parameters would lie within the quoted parameter uncertainties.

### 4.3 Noise Rejection

We estimate the false alarm rate by applying the clustering procedure to the same search output data as described in the previous section, just without fake signals.

The input to the clustering procedure are $\mathcal{N}_{\text {in }}$ candidates, with detection statistic values greater than $\Gamma_{\mathrm{s}}$. At the output of the clustering procedure, we have $\mathcal{N}_{\text {out }}$ candidates. We define the noise reduction factor NR as:

$$
\begin{equation*}
\mathrm{NR}:=1-\frac{\mathcal{N}_{\text {out }}}{\mathcal{N}_{\text {in }}} \quad \text { on noise. } \tag{24}
\end{equation*}
$$

Naturally, $0 \leq$ NR $\leq 1$, and higher values of NR denote lower number of noise candidates after the clustering procedure.

|  |  | AdCl Procedure | Old Procedure |
| :---: | :---: | :---: | :---: |
| High-significance | NR | $65.9 \%$ | $\leq 40.0 \%$ |
| $\mathbf{2} \overline{\mathcal{F}}$ <br> search | $\mathcal{E}$ | $97.6 \%$ | $95.1 \%$ |
| Sub-threshold | NR | $90.5 \%$ | $\leq 74.1 \%$ |
| $\hat{\boldsymbol{\beta}}_{\text {S/GLtL }}$ search | $\mathcal{E}$ | $95.5 \%$ | $>95.0 \%$ |

Table 7: Comparison of the noise rejection (NR) and the detection efficiences ( $\mathcal{E}$ ) of high-significance and sub-threshold searches between the new and old clusturing procedures.

### 4.4 Results

The performance results for the AdCl and the old clustering procedures are shown in table 7. For a highsignificance search, the detection efficiency, exceeding $95 \%$, is high for both the procedures, but the new clustering has a noise rejection (NR) which is significantly higher (nearly $66 \%$ versus $40 \%$ ) than the one achieved by the previous method.

In a sub-threshold search, we set a low enough threshold on the detection statistic of the seed $\left(\Gamma_{\mathrm{S}}\right)$ such that we expect a large number of candidates to exceed this limit, just due to random noise. The underlying idea behind this is that with successive follow-up stages, one is able to weed out the noise and identify a signal
that, at the first stage of the hierarchy, was hidden by a multitude of false alarms. In this regime, the clustering procedure operates in an environment of the most uniformly and densely populated candidates. The signal signature used by the clustering procedure are local over-densities around the cluster seed, coincident in F space and S-space. But the cluster seed is, at every iteration $i$, the loudest candidate in the set $\chi_{i}$, and when the signal is weak, i.e. its amplitude is comparable to the amplitude of many of the candidates, it might not be picked as a seed. For this reason, the detection efficiency is lower for a sub-threshold search with respect to a high-threshold search. In order to compare the performance of AdCl procedure with the old procedure, we
fix the detection efficiency at $>95 \%$ by lowering $\Gamma_{\mathrm{L}}$ to 3.4 for the old procedure (keeping $\Gamma_{\mathrm{L}}=4.0$ for AdCl procedure). In this case, the AdCl procedure improves the noise rejection (NR) by $22 \%$ over the old procedure.

The results of table 7 refer to signal-frequency bands where the data is fairly uniformly distributed in parameter space, i.e. there are no extended regions of the parameter space that host enhanced values of the detection statistic, as in the case of the top panel of figure 1. Moreover, the AdCl procedure performs very well in disturbed conditions, and this is important because the disturbed regions typically yield a lot of spurious candidates.

In noisy regions, the new clustering procedure has a NR of $98.9 \%$, compared to $\leq 91.1 \%$ for the old procedure in a $2 \overline{\mathcal{F}}$ search. We expect similar results for noisy data in a $\hat{\beta}_{\mathrm{S} / \mathrm{GLtL}}$ search. The NR values in the disturbed bands are higher than those in quiet bands because each cluster comprises more candidates above $\Gamma_{\mathrm{S}}$ in noisy bands than in the quiet bands. This is expected merely due to higher density of disturbances. The new clustering procedure has a higher NR than the old method because it adapts the cluster size to the local over-density and can get as big (or small) as it needs, in order to accommodate the features in the data.

A rigorous quantitative assessment of the detection efficiency in disturbed bands is hard to make because the results would depend not only on the location of the fake signals in parameter space but also their numbers with respect to the disturbances. In such scenarios, there is no unbiased way to pick the fake signal population. However, based on the fact that for a cluster to be identified, we only require a seed above threshold and concurrent clustering around that seed in both $F$-space and in S-space, we do not expect the presence of more candidates due to disturbances (which generally do not cluster in the parameter space) to interfere too much with the identification of the signal clusters. On the contrary, the old procedure does not require a local over-density around the seed and it might happen that a signal candidate gets associated with a higher random fluctuation; this cluster may not satisfy the over-density criteria in the AdCl procedure which may have led to a wrong estimation of the follow-up region. Thus, by requiring the seed to be centered at a local over-density, the new procedure avoids this type of occurrence. This might slightly favour the detection efficiency of the AdCl procedure with respect to the old one.

## 5 Conclusions

The clustering procedure that we propose in this paper is more effective at reducing the number of candidates to be considered in follow-up stages while achieving comparable, if not better, detection efficiency with respect to the procedure used in previous searches. Since we operate at fixed computing budget, the number of candidates that a given follow-up stage can search, is
fixed. Hence, a higher noise rejection means a lower detection threshold. In a search like the Einstein@Home O1 low-frequency search [45], the new clustering has allowed us to lower the $\hat{\beta}_{\mathrm{S} / \mathrm{GLtL}}$ threshold. In disturbed bands, the noise rejection is even higher.

There are two main reasons for the observed improvements. The first reason is that the AdCl procedure is more demanding than the old one, i.e. a cluster has to display a more pronounced over-density of candidates compared to nearby noise. The second reason is that, since the cluster size is estimated on the data itself, the clustering algorithm adapts itself to it and is capable of bundling together a large number of candidates arising from extended regions of parameter space.

Another advantage of the AdCl procedure compared to the old one is that, by relying on local over-densities of candidates, the false alarm rate does not increase with a decreasing value of the threshold $\Gamma_{\mathrm{L}}$, which is significantly necessary for low-significance searches.

However, the AdCl procedure may well go through many iterations before discarding a single candidate as a single occupancy cluster and restoring the rest of the candidates for future consideration. This, especially in noisy bands, can make it rather slow. The variable sky-binning depending on the seed amplitude is a way to ease this issue, and quite certainly, further use will inspire other ways to make the procedure faster in all noise conditions.

Currently, the tuning parameters ( $\left.\mathrm{N}_{\mathrm{F}}, \mathrm{C}_{\mathrm{F}}, \mathrm{N}_{\mathrm{S}}, \mathrm{C}_{\mathrm{S}}\right)$ and the hill parameters $\left(\mathrm{P}_{\mathrm{th}}, \mathrm{D}_{\mathrm{th}}, \mathrm{G}_{\mathrm{th}}\right)$ are chosen to represent the approximate topology of the clusters that we expect from signals. These approximate values are chosen upon visual inspection of the fake signals injected in LIGO data at many values of the signal amplitude $h_{o}$. To improve the estimates on these parameters, one would require to perform a much larger number of Monte-Carlo simulations (in $\lambda$ and $h_{o}$ ), and then estimate the cluster properties. This remains a difficult task due to limited computational resources and very large parameter space of the tuning and hill parameters. The modeling of clusters arising from nonGaussian noise (such as instrumental artifacts) is even more difficult, especially for unknown sources of disturbances. In principle, this modeling could however help better discern between signals and noise.

There are certainly other possible ways to perform adaptive clustering. One of the methods is to employ machine learning. Besides that, one could also perform more complex parameter space correlation studies of the detection statistic values, similar to the studies done for cosmic microwave background (CMB) surveys [71] and large scale structure (LSS) surveys [44]. However, such complex analysis methods require much cleaner data, and they are certainly an overkill for the current data-sets.

## Appendix

## A. 1 The first cluster

We now illustrate the different phases of the first iteration of the clustering procedure on two small snippets
of data from the LIGO O1 run with and without a fake signal (figure 8, figure 9).


Figure 8: (Signal case) The orange points are the candidates in $\chi_{1}^{\text {sky }}$; the blue points are the subset of these that form the final cluster $\phi_{1}$. The corresponding distributions for $\mathcal{R}_{i, k}^{\mathrm{F}}$ and $\mathcal{R}_{i, k}^{\mathrm{S}}$ are shown in the second row of plots. The shaded regions extend up to $\mathcal{R}_{i}^{\mathrm{F} *}$ (left plot) and $\mathcal{R}_{i}^{\mathrm{S*}}$ (right plot). The seed is marked with a ' + '. The numbers in the brackets by the ' + ' denote: $\left\langle f, \dot{f}, i, \Gamma_{i}\right\rangle$ in F-space and $\left\langle\alpha, \delta, i, \Gamma_{i}\right\rangle$ in S-space , where $\Gamma \equiv 2 \overline{\mathcal{F}}$.




Figure 9 (previous page): (Noise only) The orange points are the candidates in $\chi_{1}^{\text {sky }}$. The corresponding distributions for $\mathcal{R}_{i, k}^{\mathrm{F}}$ and $\mathcal{R}_{i, k}^{\mathrm{S}}$ are shown in the second row of plots. The shaded regions extend up to $\mathcal{R}_{i}^{\mathrm{F} *}$ (left plot) and $\mathcal{R}_{i}^{\mathrm{S*}}$ (right plot). Note that $\mathcal{R}_{i}^{\mathrm{F} *}$ fails the hill parameters test and is reset to $\mathcal{B}_{i, 1}^{\mathrm{F}}$. The distribution in S -space satisfies $\mathrm{n}_{i, 1}^{\mathrm{S}} \neq \max _{r}\left\{\mathrm{n}_{i, r}^{\mathrm{S}}\right\}$ (i.e. no over-density is sky near the seed), so $\phi_{1}$ is a single-occupant-cluster. The seed is marked with a ' + '. The numbers in the brackets by the ' + ' denote: $\left\langle f, \dot{f}, i, \Gamma_{i}\right\rangle$ in F-space and $\left\langle\alpha, \delta, i, \Gamma_{i}\right\rangle$ in S-space, where $\Gamma \equiv 2 \overline{\mathcal{F}}$.
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#### Abstract

Several searches for continuous gravitational waves (CW) are underway targeting known and unknown isolated neutron stars in LIGO data [45, 15, 11, 55, 68, 81]. However, no direct detection of continuous gravitational waves have yet been made. Generally, in the absence of a signal, stringent upper-limits are placed on the continuous gravitational wave amplitudes attributable to a population of nearby spinning and slightly non-axisymmetric neutron stars. In this short document, we detail the procedure used to calculate these upper-limits on the CW amplitudes in the most recent Einstein@Home searches on LIGO S5 [68], S6 [11, 55] and O1 data [45].


## 1 Introduction

In searches for continuous gravitational wave (CW) signals, upper-limits on the CW amplitudes are an informative measure of the performance of a search as well as an astrophysical statement on the population of isolated neutron stars in our "neighborhood". Generally, when no successful CW candidate is detected in a frequency range, an estimate can be made on the amplitude of the CW above which a source would have been detected (with a certain high statistical confidence), if it had been present. This estimate on the CW amplitude $\left(h_{\mathrm{o}}\right)$ is called the upper-limit, usually denoted by $h_{\mathrm{o}}^{x \%}$, where $x$ is the associated level of confidence in percentage. The value of $x$ is typically $90 \%$ or higher.

No direct CW detections have yet been made in the LIGO data. Thus, the upper-limits are the most important quantitative measure that separate several search pipelines based on their sensitivity [77]. Typically, the Einstein@Home searches incorporate the most sensitive investigations of the LIGO data for CW signals [77, 45, 15], and these searches quote the most stringent upper-limits on the CW amplitudes for a nearby population of neutron stars $[45,11,55,77,68,81]$.

In this report, we provide the details of the upperlimit procedure used in the most recent Einstein@Home CW searches ${ }^{1}[45,11,55,68,81]$. Note that this document is drafted solely keeping in mind the recent and the upcoming Einstein@Home searches, and the terminology used herein must be interpreted accordingly.

### 1.1 A typical Einstein@Home search

Consider a typical Einstein@Home search spanning a broad search frequency range, such as $[45,11,68]$ etc. In [45], [11], [68] and [81], the overall search frequency spanned $20-100 \mathrm{~Hz}, 50-550 \mathrm{~Hz}, 1.25-1.5 \mathrm{kHz}$ and $50 \mathrm{~Hz}-1 \mathrm{kHz}$ respectively. These searches employ
matched-filtering such that each parameter space point $\lambda$ is denoted by four quantities characterising a template, i.e. $\lambda \equiv(f, \dot{f}, \alpha, \delta)$, and a ranking- and/or detection-statistic $\Gamma$ is assigned to each parameter space point as a measure of its relative significance of being a CW signal $[68,66]$. The fundamental aim in the post-processing stages of these searches is to compare the observed values of $\Gamma$ (corresponding to the signal templates) against the expected background noise level. While the fundamental principle appears straightforward, the complexities that occur in the process of making such comparisons are numerous and analytically intractable. One can thus expect the post-processing of templates in typical Einstein@Home searches to be a highly statistics-oriented science.

## 2 The upper-limit procedure

Typically, the results of the Einstein@Home searches are reported in 0.5 Hz frequency bands. When no signal is found in a 0.5 Hz band, upper-limits are calculated on the amplitude $h_{0}$ of the CW signals using Monte-Carlo simulations [45, 11, 55, 68, 81].

### 2.1 Monte-Carlo simulations

Currently, no analytical method is available to estimate the upper-limit on the CW amplitudes from the observations made by the aforementioned Einstein@Home searches, such as by converting the observed loudest $\Gamma$ value to a $h_{\mathrm{o}}$ value. Due to this reason, Monte-Carlo simulations are employed to statistically determine the upper-limit values. However, it is nearly impossible to perform Monte-Carlo simulation for each of the 0.5 Hz bands due to the excessive computational requirements. Therefore, a subset of $\mathrm{N}_{\mathrm{B}} 0.5 \mathrm{~Hz}$ bands are chosen as representatives and they are spread evenly across the total search frequency range. In these $\mathrm{N}_{\mathrm{B}}$ bands, software

[^25]injections are simulated in the real LIGO data at several values of the $h_{\mathrm{o}}$ (say, $\mathrm{N}_{\mathrm{h}}$ ) using the standard injection-and-recovery technique [1, 11]. Thus, in each 0.5 Hz band, $\mathrm{N}_{\mathrm{I}}$ software injections are simulated at each of the $\mathrm{N}_{\mathrm{h}}$ values of $h_{\mathrm{o}}$, totaling $\mathrm{N}_{\mathrm{I}} \times \mathrm{N}_{\mathrm{h}} \times \mathrm{N}_{\mathrm{B}}$ injections. The parameters of the software injections are chosen such that they are uniformly distributed in frequency (within the 0.5 Hz range of the band), in spin-down range, in sky and in the nuisance parameters; this leaves the amplitude $h_{0}$ as the only argument affecting the SNR of a candidate in the upper-limit procedure at this stage. Lastly, the loudest candidate corresponding to each of the simulated software injection is recovered at this stage.

### 2.2 Detection criteria

Once the loudest candidates from the software injections are recovered, a 'detection criteria' must be established. The said detection criteria is a qualifying test for determining whether the observed loudest candidate corresponding to the injection has been recovered as a signal and not a noise artifact. In the recent Einstein@Home searches, different detection criteria have been used depending partially on the quality of the data and partially on the nature of the searches.

In searches where the data is relatively well-behaved [11, 68], the detection criteria takes the form involving the 'Critical Ratio' (CR). The CR is defined as

$$
\begin{equation*}
\mathrm{CR}:=\frac{\Gamma_{\text {Loud }}-\Gamma_{\mathrm{exp}}}{\sigma_{\exp }}, \tag{1}
\end{equation*}
$$

where, $\Gamma_{\text {Loud }}$ is the observed loudest candidate, $\Gamma_{\text {exp }}$ is the expected value of the loudest candidate from pure Gaussian noise [78], and $\sigma_{\text {exp }}$ is the standard deviation of the expected distribution. The range of CR values are then binned in $k$ reasonably spaced bins such that the detection criteria is defined as a function of $\mathrm{CR}_{k}$. Under this definition, for each $\mathrm{CR}_{k}$ bin, an injected signal is considered detected if its recovered $\Gamma$ value exceeds $\Gamma_{\text {exp }}+\mathrm{CR}_{k} \sigma_{\text {exp }}$. In nutshell, the detection criteria is defined differently for each $\mathrm{CR}_{k}$ bin.

In searches where the data is somewhat disturbed [45, 55], the expectation of noise deviates significantly from Gaussianity. In such cases, $\Gamma_{\text {exp }}$ cannot be calculated for unmodeled non-Gaussian noise. Consequently, all Monte-Carlo injections are subjected to the entire hierarchical post-processing pipeline and an injection is considered detected if it passes through all the follow-up stages [45].

### 2.3 Confidence level

Considering a given detection criteria, at each value of the injection $h_{\mathrm{o}}$, we calculate the detection rate $\mathcal{R}\left(h_{0}\right)$ as simply the fraction of injections detected $\left(\mathrm{N}_{\mathrm{I}}{ }^{\text {det }}\right)$, i.e.
$\mathcal{R}\left(h_{\mathrm{o}}\right)=\mathrm{N}_{\mathrm{I}}{ }^{\text {det }} / \mathrm{N}_{\mathrm{I}}$. In total, there are $\mathrm{N}_{\mathrm{h}}$ such values of $\mathcal{R}$ for each 0.5 Hz band. At this stage, a threshold $x$ is set on the detection rate, and this threshold corresponds to the level of confidence in our upper-limit statements; for Einstein@Home searches, typical value of $x \geq 90 \%$ has been used. For example, a $90 \%$-confidence upperlimit value of $h_{\mathrm{o}}$ means that at least $90 \%$ of the CW signals would be detected by the search if their amplitudes were $h_{\mathrm{o}}^{90 \%}$ or higher.

In order to calculate the $h_{0}^{x \%}$ for any arbitrary value of $x$ in each 0.5 Hz band, we must fit the $\mathcal{R}-h_{0}$ curve with a smooth analytical function and interpolate at the value $x \%$. The values of $\mathcal{R}$ versus $h_{\mathrm{o}}$ are expected to resemble a sigmoid function in their trend of variation of the form:

$$
\begin{equation*}
\mathcal{R}:=\frac{1}{1+e^{-(x-\mu) / v}} . \tag{2}
\end{equation*}
$$

The $\mathcal{R}$ versus $h_{0}$ values are fitted to (2) using the nonlinear regression algorithm nlinfit provided by MatLab. In figure 1, we show a typical example of such a fit from the O1AS ${ }^{2}$ search [45].


Figure 1: A typical sigmoid fit for 3 data points $(+)$ at 21 Hz . The interpolated $h_{0}^{90 \%}$ value is marked by $\times$. The red error bars on the data points represent the $2 \sigma$ standard binomial error, and the thin blue shaded region around the fitted curve is the $2 \sigma$ variance of the fit calculated according to (4) (see section 2.3.1 for more details).

### 2.3.1 Error characterisation

The observed detection rate at any value of $h_{0}$ is calculated on a random population of signals. The detection rate thus follows a binomial distribution and the standard $1 \sigma$ error $\left(\sigma_{\mathrm{B}}\right)$ is given by

$$
\begin{equation*}
\sigma_{\mathrm{B}}^{2}=\frac{1}{\mathrm{~N}_{\mathrm{I}}} \mathcal{R}(1-\mathcal{R}) . \tag{3}
\end{equation*}
$$

The nlinfit routine weighs each data point by its corresponding $\sigma_{\mathrm{B}}$ before performing the non-linear regression. The outcome of the routine is an estimate on the parameters $\mu$ and $v$, along with the covariance matrix C. The routine assumes that all deviations from the fit are random variables and follow the normal distribution.

[^26]The symmetric $1 \sigma$ envelope $\left(\sigma_{\mathrm{F}}\right)$ on the fit (shown in figure 1 and 2) are then given by

$$
\begin{equation*}
\sigma_{\mathrm{F}}= \pm \sqrt{\left[\partial_{\mu} \mathcal{R}\right]^{2} \mathrm{C}_{\mu \mu}+2\left[\partial_{\mu \nu} \mathcal{R}\right] \mathrm{C}_{\mu \nu}+\left[\partial_{\nu} \mathcal{R}\right]^{2} \mathrm{C}_{v v}} \tag{4}
\end{equation*}
$$

The error in the estimation of $h_{\mathrm{o}}^{x \%}$ is then simply calculated analytically using (4) as shown below in figure 2.


Figure 2: A badly fitted sigmoid for 3 data points (+) at 94.5 Hz . The interpolated $h_{\mathrm{o}}^{90 \%}$ point is marked by $\times$. The red error bars on the data points represent the $2 \sigma_{\mathrm{B}}$ standard binomial error, and the thin blue shaded envelopes around the fitted curve are the $1-3 \sigma_{\mathrm{F}}$ variances to the fit calculated according to (4). The value of $h_{\mathrm{o}}^{90 \%}$ is found to be $1.89_{-0.16}^{+0.34} \times 10^{-25}$, where the errors are simply the thickness of the $2 \sigma_{\mathrm{F}}$ envelope at $\mathcal{R}=90 \%$.

### 2.4 Sensitivity-depth

The $h_{\mathrm{o}}^{x \%}$ values in every 0.5 Hz band (denoted by $h_{\mathrm{o}, i}^{x \%}$ ) are then converted to the sensitivity-depth defined as

$$
\begin{equation*}
\mathcal{D}_{i}^{x \%}=\frac{\sqrt{\mathrm{S}_{\mathrm{h}, i}}}{h_{\mathrm{o}, i}^{x \%}} \quad \text { where, } i=1,2,3 \ldots \mathrm{~N}_{\mathrm{I}}, \tag{5}
\end{equation*}
$$

where, $\mathrm{S}_{\mathrm{h}, i}$ is the average power spectral density of the data in the $i$ th 0.5 Hz band. Further, an average value of the sensitivity-depth $\mathcal{D}^{x \%}$ may now be calculated which is representative of the entire search frequency range, i.e.

$$
\begin{equation*}
\mathcal{D}^{x \%}=\frac{1}{\mathrm{~N}_{\mathrm{I}}} \sum_{i=1}^{\mathrm{N}_{\mathrm{I}}} \mathcal{D}_{i}^{x \%} . \tag{6}
\end{equation*}
$$

With this average value $\mathcal{D}^{x \%}$ of the sensitivity-depth, we can invert the relation (5) to get the $h_{0}^{90 \%}$ at any value $f$ of the search frequency:

$$
\begin{equation*}
h_{\mathrm{o}}^{x \%}(f)=\frac{\sqrt{\mathrm{S}_{\mathrm{h}}(f)}}{\mathcal{D}^{x \%}} . \tag{7}
\end{equation*}
$$

Note that for searches $[68,11]$ where the detection criteria features the CR (as discussed before in section 2.2), the average value of $\mathcal{D}^{x \%}$ corresponds to the CR of the
loudest candidate observed in the 0.5 Hz band where the upper-limit is being calculated, i.e. $\mathcal{D}^{x \%} \rightarrow \mathcal{D}_{\mathrm{CR}}^{x \%}$.

Lastly, $h_{\mathrm{o}}^{x \%}(f)$ is the final upper-limit result quoted in the respective observational results $[45,15,11,55$, 68, 81].

### 2.5 Uncertainty in the upper-limits

In order to estimate the uncertainty in the upper-limits, we note that the intrinsic uncertainty in $\mathcal{D}_{i}^{x \%}\left(\delta \mathcal{D}_{i}^{x \%}\right)$ is related to the uncertainty in $h_{\mathrm{o}, i}^{x \%}\left(\delta h_{\mathrm{o}, i}^{x \%}\right)$, according to (5). Remember that $\delta h_{\mathrm{o}, i}^{x \%}$ are calculated analytically using (4), as shown in figure 2 . In figure 3 below, we show the calculated values of $\mathcal{D}_{i}^{90 \%} \pm \delta \mathcal{D}_{i}^{90 \%}$ for the O1AS search [45].


Figure 3: Calculated values of the sensitivity-depths $(\times)$ in 20 0.5 Hz bands in the O1AS search, along with the $2 \sigma$ uncertainties $\delta \mathcal{D}_{i}^{90 \%}=2 \sigma_{\mathrm{F}}$ in red markers. The envelopes represent the $1-4 \sigma_{\mathrm{D}}$ regions around $\left\langle\mathcal{D}_{i}^{90 \%}\right\rangle$.

The standard deviation of the distribution of $\mathcal{D}_{i}^{x \%}$ values is denoted by $\sigma_{\mathrm{D}}$, excluding the contribution from $\delta \mathcal{D}_{i}^{x \%}$. Note that while the deviation of $\mathcal{D}_{i}^{x \%}$ from $\mathcal{D}^{x \%}$ may be assumed to be random, the intrinsic uncertainties $\delta \mathcal{D}_{i}^{x \%}$ in the values $\mathcal{D}_{i}^{x \%}$ are clearly asymmetric and not random ${ }^{3}$. Due to this asymmetric nature of $\delta \mathcal{D}_{i}^{x \%}$, incorporating $\delta \mathcal{D}_{i}^{x \%}$ in the average value $\mathcal{D}^{x \%}$ of the sensitivity-depth is not straightforward. One way to make this incorporation is to quote an appropriate uncertainty ( $\delta \mathcal{D}^{x \%}:=\mathrm{N}_{\mathrm{D}} \sigma_{\mathrm{D}}$ ) envelope in $\mathcal{D}^{x \%}$ that covers the individual errors $\delta \mathcal{D}_{i}^{x \%}$. For example, figure 3 also shows the average value $\mathcal{D}^{90 \%}=$ $\left\langle\mathcal{D}_{i}^{90 \%}\right\rangle=48.7 \mathrm{~Hz}^{-1 / 2}$ of the sensitivity-depth and several envelopes corresponding to $\mathrm{N}_{\mathrm{D}}=1,2,3,4$. The uncertainties quoted in the observational paper ( $\delta \mathcal{D}^{x \%}=$ $\pm 5.5 \equiv \pm 11 \%$ ) corresponded to $\mathrm{N}_{\mathrm{D}}=3$ [45].

Lastly, according to (5), the equivalent uncertainty $\delta h_{\mathrm{o}}^{x \%}$ in the $h_{\mathrm{o}}^{x \%}$ value is related to $\delta \mathcal{D}_{i}^{x \%}$ by

$$
\begin{equation*}
\left|\frac{\delta h_{\mathrm{o}}^{x \%}}{h_{\mathrm{o}}^{x \%}}\right|=\left|\frac{\delta \mathcal{D}^{x \%}}{\mathcal{D}^{x \%}}\right| . \tag{8}
\end{equation*}
$$

[^27]
## 3 Conclusions

In conclusion, the final upper-limit values quoted in various Einstein@Home searches are of the form $h_{0}^{x \%} \pm$ $\delta h_{\mathrm{o}}^{x \%}$ calculated according to (7) and (8), where $x=$ $90 \%$ in general [45, 11, 55, 68, 81]. These upperlimits on $h_{\mathrm{o}}$ may also be converted to what is known as the astrophysical reach of the search, which repre-
sents the upper-limits as a function of the distance to the source, the effective GW spin-down $\left(\dot{f}_{G W}\right)$ and the source's ellipticity $\epsilon$; these $\left(\epsilon, \dot{f}_{\mathrm{GW}}\right)$ contours are presented in the appropriate aforementioned references. We quickly quote the values of the $90 \%$-confidence sensitivity-depth estimates of various searches that use this procedure below in table 8 .

| Search | Sensitivity-depth | $\mathbf{N}_{\mathrm{D}} \sigma_{\mathrm{D}}(\%)$ |
| :---: | :---: | :---: |
| O1AS[45] | $\mathcal{D}^{90 \%}=48.7 \pm 5.5 \mathrm{~Hz}^{-1 / 2}$ | $\pm 3 \sigma_{\mathrm{D}}(11 \%)$ |
| S6B0[11] | $\left[\mathcal{D}_{\mathrm{CR}_{0.0}}^{90 \%}, \mathcal{D}_{\mathrm{CR}_{6.0}}^{90 \%}\right]=[37.0 \pm 3.7,33.0 \pm 3.3] \mathrm{Hz}^{-1 / 2}$ | $\pm 2 \sigma_{\mathrm{D}}(10 \%)$ |
| S6FU[55] | $\mathcal{D}^{90 \%}=46.9 \pm 4.7 \mathrm{~Hz}^{-1 / 2}$ | $\pm 2 \sigma_{\mathrm{D}}(10 \%)$ |
| S5HF[68] | $\left[\mathcal{D}_{\mathrm{CR}_{0.0}}^{90 \%}, \mathcal{D}_{\mathrm{CR}_{3.5}}^{90 \%}\right]=[30.6 \pm 3.1,28.8 \pm 2.9] \mathrm{Hz}^{-1 / 2}$ | $\pm 2 \sigma_{\mathrm{D}}(10 \%)$ |
| S6CasA $[81]^{1}$ | $\mathcal{D}^{90 \%}=70.0 \mathrm{~Hz}^{-1 / 2}$ | - |

Table 8: Calculated sensitivity-depths of the various searches using this upper-limit procedure.

### 3.1 Beyond $90 \%$ confidence level

In addition, we may also calculate $95 \%$ or higher confidence level upper-limits as an exercise to make com-
parison between the different percentages. In figure 4 below, we show the upper-limit values for several values of $x \%$ for the O1AS search. The associated values of the sensitivity-depths are quoted in table 9 .


Figure 4: The $90 \%$-, $95 \%$-, $98 \%$ - and $99 \%$-confidence level upper-limits on $h_{0}$ in the O1AS search. The shaded areas around each curve indicate the $2 \sigma_{\mathrm{D}}$ uncertainties. The corresponding values of the sensitivity-depth are given in table 9 .

| Quantity | Sensitivity-depth value | $\mathbf{2} \sigma_{\mathbf{D}}(\%)$ |
| :---: | :---: | :---: |
| $\mathcal{D}^{90 \%}$ | $48.7 \pm 5.5 \mathrm{~Hz}^{-1 / 2}$ | $11 \%$ |
| $\mathcal{D}^{95 \%}$ | $44.0 \pm 6.2 \mathrm{~Hz}^{-1 / 2}$ | $14 \%$ |
| $\mathcal{D}^{98 \%}$ | $39.3 \pm 6.9 \mathrm{~Hz}^{-1 / 2}$ | $18 \%$ |
| $\mathcal{D}^{99 \%}$ | $36.4 \pm 7.2 \mathrm{~Hz}^{-1 / 2}$ | $20 \%$ |

Table 9: Calculated sensitivity-depths at different confidence levels for the O1AS search. Interestingly, the uncertainties on the sensitivity-depth values increase with increasing confidence. This occurs because the injected values of $h_{\mathrm{o}}$ chosen in the Monte-Carlo simulations are tuned to yield optimal results for the $90 \%$-confidence level, i.e. $\mathcal{R}=90 \%$ in (2). Thus, with a better re-tuning of the injected $h_{\mathrm{o}}$ values, more robust estimates can be made for $x>90 \%$.

## Acknowledgements

This procedure was most recently used in [45], and we thank Sergey Klimenko and Evan Goetz for the review of the application of this new clustering procedure to the results of that search. M A Papa and S Walsh gratefully acknowledge the support from NSF PHY Grant 1104902. All computational work for this search was carried out on the ATLAS super-computing cluster at the Max-Planck-Institut für Gravitationsphysik, Hannover and Leibniz Universität Hannover. This document has LIGO DCC number T1700389.

## VI Implementation to CW searches

## PHYSICAL REVIEW D 96, 122004 (2017)

# 1 First low-frequency Einstein@Home all-sky search for continuous gravitational waves in Advanced LIGO data 

B. P. Abbott et al. ${ }^{*}$<br>(LIGO Scientific Collaboration and Virgo Collaboration)

(Received 29 June 2017; revised manuscript received 14 September 2017; published 8 December 2017)


#### Abstract

We report results of a deep all-sky search for periodic gravitational waves from isolated neutron stars in data from the first Advanced LIGO observing run. This search investigates the low frequency range of Advanced LIGO data, between 20 and 100 Hz , much of which was not explored in initial LIGO. The search was made possible by the computing power provided by the volunteers of the Einstein@Home project. We find no significant signal candidate and set the most stringent upper limits to date on the amplitude of gravitational wave signals from the target population, corresponding to a sensitivity depth of $48.7[1 / \sqrt{\mathrm{Hz}}]$. At the frequency of best strain sensitivity, near 100 Hz , we set $90 \%$ confidence upper limits of $1.8 \times 10^{-25}$. At the low end of our frequency range, 20 Hz , we achieve upper limits of $3.9 \times 10^{-24}$. At 55 Hz we can exclude sources with ellipticities greater than $10^{-5}$ within 100 pc of Earth with fiducial value of the principal moment of inertia of $10^{38} \mathrm{~kg} \mathrm{~m}^{2}$.


DOI: 10.1103/PhysRevD.96.122004

## I. INTRODUCTION

In this paper we report the results of a deep all-sky Einstein@Home [1] search for continuous, nearly monochromatic gravitational waves (GWs) in data from the first Advanced LIGO observing run (O1). A number of all-sky searches have been carried out on initial LIGO data, [2-15], of which $[2,3,7,9,14]$ also ran on Einstein@Home. Einstein@Home is a distributed computing project which uses the idle time of computers volunteered by the general public to search for GWs.
The search presented here covers frequencies from 20 Hz through 100 Hz and frequency derivatives from $-2.65 \times$ $10^{-9} \mathrm{~Hz} / \mathrm{s}$ through $2.64 \times 10^{-10} \mathrm{~Hz} / \mathrm{s}$. A large portion of this frequency range was not explored in initial LIGO due to lack of sensitivity. By focusing the available computing power on a subset of the detector frequency range, this search achieves higher sensitivity at these low frequencies than would be possible in a search over the full range of LIGO frequencies. In this low-frequency range we establish the most constraining gravitational wave amplitude upper limits to date for the target signal population.

## II. LIGO INTERFEROMETERS AND THE DATA USED

The LIGO gravitational wave network consists of two observatories, one in Hanford (Washington) and the other
*Full author list given at the end of the Letter.
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in Livingston (Louisiana) separated by a $3000-\mathrm{km}$ baseline [16]. The first observing run (O1) [17] of this network after the upgrade towards the Advanced LIGO configuration [18] took place between September 2015 and January 2016. The Advanced LIGO detectors are significantly more sensitive than the initial LIGO detectors. This increase in sensitivity is especially significant in the low-frequency range of 20 Hz through 100 Hz covered by this search: at 100 Hz the O1 Advanced LIGO detectors are about a factor 5 more sensitive than the Initial LIGO detectors during their last run (S6 [19]), and this factor becomes $\approx 20$ at 50 Hz . For this reason all-sky searches did not include frequencies below 50 Hz on initial LIGO data.

Since interferometers sporadically fall out of operation ("lose lock") due to environmental or instrumental disturbances or for scheduled maintenance periods, the data set is not contiguous and each detector has a duty factor of about $50 \%$. To remove the effects of instrumental and environmental spectral disturbances from the analysis, the data in frequency bins known to contain such disturbances have been substituted with Gaussian noise with the same average power as that in the neighboring and undisturbed bands. This is the same procedure as used in [3]. These bands are identified in the Appendix.

## III. THE SEARCH

The search described in this paper targets nearly monochromatic gravitational wave signals as described for example by Eqs. (1)-(4) of [9]. Various emission mechanisms could generate such a signal, as reviewed in Sec. IIA of [15]. In interpreting our results we will consider a spinning compact object with a fixed, nonaxisymmetric $\ell=m=2$ mass quadrupole, described by an equatorial ellipticity $\varepsilon$.
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We perform a stack-slide type of search using the global correlation transform (GCT) method [20-22]. In a stackslide search the data is partitioned in segments, and each segment is searched with a matched-filter method [23]. The results from these coherent searches are combined by summing the detection statistic values from the different segments, one per segment $\left(\mathcal{F}_{i}\right)$, and this determines the value of the core detection statistic:

$$
\begin{equation*}
\overline{\mathcal{F}}:=\frac{1}{N_{\mathrm{seg}}} \sum_{i=1}^{N_{\mathrm{seg}}} \mathcal{F}_{i} \tag{1}
\end{equation*}
$$

The "stacking" part of the procedure is the summing, and the "sliding" (in parameter space) refers to the fact that the $\mathcal{F}_{i}$ that are summed do not all come from the same template.

Summing the detection statistic values is not the only way to combine the results from the coherent searches; see for instance $[4,24,25]$. Independently of the way that this is done, this type of search is usually referred to as a "semicoherent search." Important variables for this type of search are the coherent time baseline of the segments $T_{\text {coh }}$, the number of segments used $N_{\text {seg }}$, the total time spanned by the data $T_{\text {obs }}$, the grids in parameter space, and the detection statistic used to rank the parameter space cells. For a stack-slide search in Gaussian noise, $N_{\text {seg }} \times 2 \overline{\mathcal{F}}$ follows a chi-squared distribution with $4 N_{\text {seg }}$ degrees of freedom, $\chi_{4 N_{\text {seg }}}^{2}$. These parameters are summarized in Table I. The grids in frequency and spin-down are each described by a single parameter, the grid spacing, which is constant over the search range. The same frequency grid spacings are used for the coherent searches over the segments and for the incoherent summing. The spin-down spacing for the incoherent summing, $\delta \dot{f}$, is finer than that used for the coherent searches, $\delta \dot{f_{c}}$, by a factor $\gamma$. The notation used here is consistent with that used in previous observational papers $[2,3]$.

The sky grid is approximately uniform on the celestial sphere projected on the ecliptic plane. The tiling is a hexagonal covering of the unit circle with hexagons' edge length $d$ :

TABLE I. Search parameters rounded to the first decimal figure. $T_{\text {ref }}$ is the reference time that defines the frequency and frequency derivative values.

| Parameter | Value |
| :--- | :---: |
| $T_{\text {coh }}$ | 210 hr |
| $T_{\text {ref }}$ | 1132729647.5 GPS s |
| $N_{\text {seg }}$ | 12 |
| $\delta f$ | $8.3 \times 10^{-7} \mathrm{~Hz}$ |
| $\delta f_{c}$ | $1.3 \times 10^{-11} \mathrm{~Hz} / \mathrm{s}$ |
| $\gamma$ | 100 |
| $m_{\text {sky }}$ | $1 \times 10^{-3}$ |
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$$
\begin{equation*}
d\left(m_{\mathrm{sky}}\right)=\frac{1}{f} \frac{\sqrt{m_{\mathrm{sky}}}}{\pi \tau_{E}}, \tag{2}
\end{equation*}
$$

with $\tau_{E} \simeq 0.021 \mathrm{~s}$ being half of the light travel time across the Earth and $m_{\text {sky }}$ a constant which controls the resolution of the sky grid. The sky grids are constant over 5 Hz bands and the spacings are the ones associated through Eq. (2) to the highest frequency in each 5 Hz . The resulting number of templates used to search 50 mHz bands as a function of frequency is shown in Fig. 1.

This search leverages the computing power of the Einstein@Home project, which is built upon the BOINC (Berkeley Open Infrastructure for Network Computing) architecture [26-28]: a system that exploits the idle time on volunteer computers to solve scientific problems that require large amounts of computer power. The search is split into work units (WUs) sized to keep the average Einstein@Home volunteer computer busy for about 8 CPU hours. Each WU performs $1.5 \times 10^{11}$ semicoherent searches, one for each of the templates in 50 mHz band, the entire spin-down range and 118 points in the sky. Out of the semicoherent detection statistic values computed for the $1.5 \times 10^{11}$ templates, it returns to the Einstein@Home server only the highest 10000 values. A total of $1.9 \times 10^{6}$ WUs are necessary to cover the entire parameter space. The total number of templates searched is $3 \times 10^{17}$.

## A. The ranking statistic

Two detection statistics are used in the search: $\hat{\beta}_{\text {S/GLLL }}$ and $2 \overline{\mathcal{F}} . \hat{\beta}_{\text {S/GLL }}$ is the ranking statistic which defines the


FIG. 1. Number of searched templates in 50 mHz band as a function of frequency. The sky resolution increases with frequency causing the variation in the number of templates. $N_{f} \times N_{\dot{f}} \sim 1.3 \times 10^{9}$, where $N_{f}$ and $N_{\dot{f}}$ are the number of $f$ and $\dot{f}$ templates searched in 50 mHz bands. The total number of templates searched between 20 and 100 Hz is $3 \times 10^{17}$.
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top-candidate list; it is a line- and transient-robust statistic that tests the signal hypothesis against a noise model which, in addition to Gaussian noise, also includes single-detector continuous or transient spectral lines. Since the distribution of $\hat{\beta}_{\mathrm{S} / \text { GLLL }}$ is not known in closed form even in Gaussian noise, when assessing the significance of a candidate against Gaussian noise, we use the average $2 \mathcal{F}$ statistic over the segments, $2 \overline{\mathcal{F}}$ [23]; see Eq. (1). This is in essence, at every template point, the log-likelihood of having a signal with the shape given by the template versus having Gaussian noise.
Built from the multi- and single-detector $\hat{\mathcal{F}}$ statistics, $\hat{\beta}_{S / \text { GLt }}$ is the $\log _{10}$ of $\hat{B}_{S / G L L}$, the full definition of which is given by Eq. (23) of [29]. This statistic depends on a few tuning parameters that we describe in the remainder of the paragraph for the reader interested in the technical details: A transition-scale parameter $\hat{\mathcal{F}}_{*}^{(0)}$ is used to tune the behavior of the $\hat{\beta}_{\text {S/GLLL }}$ statistic to match the performance of the standard average $2 \overline{\mathcal{F}}$ statistic in Gaussian noise while still statistically outperforming it in the presence of continuous or transient single-detector spectral disturbances. Based on injection studies of fake signals in Gaussian-noise data, we set an average $2 \overline{\mathcal{F}}$ transition scale of $\hat{\mathcal{F}}_{*}^{(0)}=$ 65.826. According to Eq. (67) of [30], with $N_{\text {seg }}=12$ this $2 \overline{\mathcal{F}}$ value corresponds to a Gaussian false-alarm probability of $10^{-9}$. Furthermore, we assume equal-odds priors between the various noise hypotheses ("L" for line, "G" for Gaussian, "tL" for transient line).

## B. Identification of undisturbed bands

Even after the removal of disturbed data caused by spectral artifacts of known origin, the statistical properties of the results are not uniform across the search band. In what follows we concentrate on the subset of the signalfrequency bands having reasonably uniform statistical properties, or containing features that are not immediately identifiable as detector artifacts. This comprises the large majority of the search parameter space.

Our classification of "clean" versus "disturbed" bands has no pretense of being strictly rigorous, because strict rigor here is neither useful nor practical. The classification serves the practical purpose of discarding from the analysis regions in parameter space with evident disturbances and must not dismiss detectable real signals. The classification is carried out in two steps: an automated identification of undisturbed bands and a visual inspection of the remaining bands.

An automatic procedure, described in Sec. II F of [31], identifies as undisturbed the $50-\mathrm{mHz}$ bands whose maximum density of outliers in the $f-\dot{f}$ plane and average $2 \overline{\mathcal{F}}$ are well within the bulk distribution of the values for these quantities in the neighboring frequency bands. This procedure identifies 1233 of the $160050-\mathrm{mHz}$ bands as
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undisturbed. The remaining 367 bands are marked as potentially disturbed, and in need of visual inspection.

A scientist performs the visual inspection by looking at various distributions of the $\hat{\beta}_{\text {S/GLL }}$ statistic over the entire sky and spin-down parameter space in the 367 potentially disturbed $50-\mathrm{mHz}$ bands. She ranks each band with an integer score $0,1,2$ ranging from "undisturbed" (0) to "disturbed" (2). A band is considered "undisturbed" if the distribution of detection statistic values does not show a visible trend affecting a large portion of the $f-\dot{f}$ plane. A band is considered "mildly disturbed" if there are outliers in the band that are localized in a small region of the $f-\dot{f}$ plane. A band is considered "disturbed" if there are outliers that are not well localized in the $f-\dot{f}$ plane.

Figure 2 shows the $\hat{\beta}_{\text {S/GLLL }}$ for each type of band. Figure 3 shows the $\hat{\beta}_{\text {S/GLL }}$ for a band that harbors a fake signal injected in the data to verify the detection pipelines. In the latter case, the detection statistic is elevated in a small region around the signal parameters.

Based on this visual inspection, $1 \%$ of the bands between 20 and 100 Hz are marked as "disturbed" and excluded from the current analysis. A further $6 \%$ of the bands are marked as "mildly disturbed." These bands contain features that cannot be classified as detector disturbances without further study; therefore, these are included in the analysis.

Figure 4 shows the highest values of the detection statistic in half-Hz signal-frequency bands compared to the expectations. The set of candidates from which the highest detection statistic values are picked does not include the $50-\mathrm{mHz}$ signal-frequency bands that stem entirely from fake data, from the cleaning procedure, or that were marked as disturbed. Two $50-\mathrm{mHz}$ bands that contained a hardware injection [32] were also excluded, as the high amplitude of the injected signal caused it to dominate the list of candidates recovered in those bands. In this paper we refer to the candidates with the highest value of the detection statistic as the loudest candidates.

The highest expected value from Gaussian noise over $N_{\text {trials }}$ independent trials of $2 \overline{\mathcal{F}}$ is determined ${ }^{1}$ by numerical integration of the probability density function given, for example, by Eq. (7) of [33]. Fitting to the distribution of the highest $2 \overline{\mathcal{F}}$ values suggests that $N_{\text {trials }} \simeq N_{\text {templ }}$, with $N_{\text {templ }}$ being the number of templates searched.

The $p$ value for the highest $2 \overline{\mathcal{F}}$ measured in any half- Hz band searched with $N_{\text {trials }}$ independent trials is obtained by integrating the expected noise distribution ( $\chi_{4 N_{\text {see }}}^{2}$ given in Sec. III) between the observed value and infinity, as done in Eq. (6) of [33]. The distribution of these $p$ values is shown in Fig. 5 and it is not consistent with what we expect from Gaussian noise across the measured range. Therefore, we cannot exclude the presence of a signal in this data based on this distribution alone, as was done in [3].
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FIG. 2. On the vertical axis and color-coded is the $\hat{\beta}_{\mathrm{S} / \mathrm{GLLL}}$ in three $50-\mathrm{mHz}$ bands. The top band was marked as "undisturbed." The middle band is an example of a "mildly disturbed band." The bottom band is an example of a "disturbed band."
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FIG. 3. This is an example of an "undisturbed band" but containing a fake signal. On the $z$ axis and color coded is the $\hat{\beta}_{\mathrm{S} / \mathrm{GLLL}}$.


FIG. 4. Highest $2 \overline{\mathcal{F}}$ value (also referred to as the $2 \overline{\mathcal{F}}$ of the loudest candidate) in every half- Hz band as a function of band frequency. Since the number of templates increases with frequency, so does the highest $2 \overline{\mathcal{F}}$. The highest expected $2 \overline{\mathcal{F}} \pm$ $1 \sigma(2 \sigma)$ over $N_{\text {trials }}$ independent trials is indicated by the darker (faded) band. Two half- mHz bands have $2 \overline{\mathcal{F}}$ values greater than the axes boundaries. The half- Hz bands beginning at 33.05 Hz and 35.55 Hz have loudest $2 \overline{\mathcal{F}}$ values of 159 and 500 , respectively, due to features in the 33.3 Hz and $35.75 \mathrm{~Hz} 50-\mathrm{mHz}$ bands which were marked "mildly disturbed" in the visual inspection.

## IV. HIERARCHICAL FOLLOW UP

Since the significance of candidates is not consistent with what we expect from Gaussian noise only, we must investigate "significant" candidates to determine if they are
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FIG. 5. Distribution of $p$ values, with binomial uncertainties, for the highest detection statistic values measured in half-Hz bands (circles) and expected from pure Gaussian noise (line). We note that the measured $p$ values for the highest $2 \overline{\mathcal{F}}$ in the 33.05 Hz and 35.55 Hz bands are not shown because they are outside of the $x$ axis boundaries.
produced by a signal or by a detector disturbance. This is done using a hierarchical approach similar to what was used for the hierarchical follow-up of subthreshold candidates from the Einstein@Home S6 all-sky search [2].

At each stage of the hierarchical follow-up a semicoherent search is performed, the top ranking candidates are marked and then searched in the next stage. If the data harbors a real signal, the significance of the recovered candidate will increase with respect to the significance that it had in the previous stage. On the other hand, if the candidate is not produced by a continuous-wave signal, the significance is not expected to increase consistently over the successive stages.

The hierarchical approach used in this search consists of four stages. This is the smallest number of stages within which we could achieve a fully coherent search, given the available computing resources. Directly performing a fully coherent follow-up of all significant candidates from the all-sky search would have been computationally unfeasible.

## A. Stage 0

We bundle together candidates from the all-sky search that can be ascribed to the same root cause. This clustering step is a standard step in a multistage approach [2]: Both a loud signal and a loud disturbance produce high values of the detection statistic at a number of different template grid points, and it is a waste of compute cycles to follow up each of these independently.
We apply a clustering procedure that associates together multiple candidates close to each other in parameter space, and assigns them the parameters of the loudest among them, the seed. We use a new procedure with respect to [2]
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FIG. 6. Candidates that are followed up in stage 1: the distribution of their detection statistic values $\hat{\beta}_{\text {S/GLLL }}$ (left) and their distribution as a function of frequency (right).
that adapts the cluster size to the data and checks for consistency of the cluster volume with what is expected from a signal [34]. A candidate must have a $\hat{\beta}_{\text {S/GLtL }}>5.5$ to be a cluster seed. This threshold is chosen such that only a handful of candidates per 50 mHz would be selected if the data were consistent with Gaussian noise. In this search, there are $15 \times 10^{6}$ candidates with $\hat{\beta}_{\text {S/GLtL }}>5.5$. A lower threshold of $\hat{\beta}_{\mathrm{S} / \mathrm{GLtL}}>4.0$ is applied to candidates that can be included in a cluster. If a cluster has at least two occupants (including the seed), the seed is marked for follow-up. In total, 35963 seeds are marked for follow-up. The $\hat{\beta}_{\mathrm{S} / \mathrm{GLtL}}$ values of these candidates are shown in Fig. 6 as well as their distribution in frequency.

Monte Carlo studies, using simulated signals added into the data, are conducted to determine how far from the signal parameters a signal candidate is recovered. These signals are simulated at a fixed strain amplitude for which most have $\hat{\beta}_{\text {S/GLLL }} \gtrsim 10.0$. We find that 1282 of 1294 signal candidates recovered after clustering ( $99 \%$ ) are recovered within

$$
\left\{\begin{array}{l}
\Delta f= \pm 9.25 \times 10^{-5} \mathrm{~Hz}  \tag{3}\\
\Delta \dot{f}= \pm 4.25 \times 10^{-11} \mathrm{~Hz} / \mathrm{s} \\
\Delta \text { sky } \simeq 4.5 \text { sky grid points }
\end{array}\right.
$$

of the signal parameters. This confidence region ${ }^{2}$ defines the parameter space around each candidate which will be searched in the first stage of the hierarchical follow-up. For weaker signals the confidence associated with this uncertainty region decreases. For signals close to the threshold used here, namely with $\hat{\beta}_{\text {S/GLLL }}$ between 5.5 and 10 , the

[^29]
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TABLE II. Search parameters for each stage. The follow-up stages are stages 1, 2, and 3. Also shown are the parameters for stage 0 , taken from Table I.

|  | $T_{\text {coh }} \mathrm{hr}$ | $N_{\text {seg }}$ | $\delta f \mathrm{~Hz}$ | $\delta \dot{f_{c}} \mathrm{~Hz} / \mathrm{s}$ | $\gamma$ | $m_{\text {sky }}$ |
| :--- | ---: | ---: | :---: | :---: | ---: | :---: |
| Stage 0 | 210 | 12 | $8.3 \times 10^{-7}$ | $1.3 \times 10^{-11}$ | 100 | $1 \times 10^{-3}$ |
| Stage 1 | 500 | 5 | $6.7 \times 10^{-7}$ | $2.9 \times 10^{-12}$ | 80 | $8 \times 10^{-6}$ |
| Stage 2 | 1260 | 2 | $1.9 \times 10^{-7}$ | $9.3 \times 10^{-13}$ | 30 | $1 \times 10^{-6}$ |
| Stage 3 | 2512 | 1 | $6.7 \times 10^{-8}$ | $9.3 \times 10^{-14}$ | 1 | $4 \times 10^{-7}$ |

detection confidence only drops by a few percent (see bottom panel of Fig. 7 and last row of Table II in [34]).

## B. Stage 1

In this stage we search a volume of parameter space [Eqs. (3)] around each cluster seed. We fix the run time per candidate to be 4 hr on an average CPU of the ATLAS computing cluster [35]. This yields an optimal search setup having a coherent baseline of 500 hr , with 5 segments and the grid spacings shown in Table II. We use the same ranking statistic as the original search, $\hat{\beta}_{\text {S/GLL }}$, with tunings updated for $N_{\text {seg }}=5$.
For the population of simulated signals that passed the previous stage, stage 0,1268 of $1282(99 \%)$ are recovered within the uncertainty region

$$
\left\{\begin{array}{l}
\Delta f= \pm 1.76 \times 10^{-5} \mathrm{~Hz}  \tag{4}\\
\Delta \dot{f}= \pm 9.6 \times 10^{-12} \mathrm{~Hz} / \mathrm{s} \\
\Delta \text { sky } \simeq 0.23 \Delta \text { sky }{ }^{\text {stage } 0} .
\end{array}\right.
$$



FIG. 7. Detection statistic of the loudest candidate from each stage 1 search: the distribution of their detection statistic values $\hat{\beta}_{\mathrm{S} / \mathrm{GLLL}}$ (left) and their distribution as a function of frequency (right). 411 candidates have $\hat{\beta}_{\text {S/GLtL }}$ values lower than the axes boundaries on the right plot. The red line marks $\hat{\beta}_{\text {S/GLLL }}=6.0$ which is the threshold at and above which candidates are passed on to stage 2 .
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From each of the 35963 follow-up searches we record the most significant candidate in $\hat{\beta}_{\mathrm{S} / \mathrm{GLtL}}$. The distribution of these is shown in Fig. 7. A threshold at $\hat{\beta}_{\mathrm{S} / \mathrm{GLLL}}=6.0$, derived from Monte Carlo studies, is applied to select the candidates to consider in the next stage. There are 14456 candidates above this threshold.

## C. Stage 2

In this stage we search a volume of parameter space [Eqs. (4)] around each candidate from stage 1. We fix the run time per candidate to be 4 hr on an average CPU of the ATLAS computing cluster [35]. This yields an optimal search setup having a coherent baseline of 1260 hr , with 2 segments and the grid spacings shown in Table II. We use a different ranking statistic from the original search, because with 2 segments the transient line veto is not useful. Instead we use the ranking statistic $\hat{\beta}_{\mathrm{S} / \mathrm{GL}}:=\log _{10} \hat{B}_{\mathrm{S} / \mathrm{GL}}$, introduced in [30] and previously used in [3], with tunings updated for $N_{\text {seg }}=2$.

For the population of signals that passed the previous stage, 1265 of 1268 ( $>99 \%$ ) are recovered within the uncertainty region

$$
\left\{\begin{array}{l}
\Delta f= \pm 8.65 \times 10^{-6} \mathrm{~Hz}  \tag{5}\\
\Delta \dot{f}= \pm 7.8 \times 10^{-12} \mathrm{~Hz} / \mathrm{s} \\
\Delta \mathrm{sky} \simeq 0.81 \Delta \mathrm{sky}^{\text {stage } 1}
\end{array}\right.
$$

From each of the follow-up searches we record the most significant candidate in $\hat{\beta}_{\mathrm{S} / \mathrm{GL}}$. The distribution of these is shown in Fig. 8. A threshold at $\hat{\beta}_{\mathrm{S} / \mathrm{GL}}=6.0$ is applied to determine what candidates to consider in the next stage. There are 8486 candidates above threshold.


FIG. 8. Detection statistic of the loudest candidate from each stage 2 search: the distribution of their detection statistic values $\hat{\beta}_{\mathrm{S} / \mathrm{GL}}$ (left) and their distribution as a function of frequency (right). The red line marks $\hat{\beta}_{\mathrm{S} / \mathrm{GL}}=6.0$ which is the threshold at and above which candidates are passed on to stage 3 .
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## D. Stage 3

In this stage we search a volume of parameter space [Eqs. (5)] around each candidate. We perform a fully coherent search, with a coherent baseline of 2512 hr . The grid spacings are shown in Table II. We use the same ranking statistic as the previous stage, $\hat{\beta}_{\mathrm{S} / \mathrm{GL}}$, with tunings updated for $N_{\text {seg }}=1$.

For the population of signals that passed the previous stage, 1265 of 1265 ( $>99 \%$ ) are recovered within the uncertainty region

$$
\left\{\begin{array}{l}
\Delta f= \pm 7.5 \times 10^{-6} \mathrm{~Hz}  \tag{6}\\
\Delta \dot{f}= \pm 7 \times 10^{-12} \mathrm{~Hz} / \mathrm{s} \\
\Delta \text { sky } \simeq 0.99 \Delta \text { sky }{ }^{\text {stage } 2}
\end{array}\right.
$$

This uncertainty region assumes candidates are within the uncertainty regions shown in Eqs. (3), (4), and (5) for each of the corresponding follow-up stages. It is possible that a strong candidate which is outside these uncertainty regions would be significant enough to pass through all follow-up stages. In this case the uncertainty on the signal parameters would be larger than the uncertainty region defined in Eq. (6).

From each of the follow-up searches we record the most significant candidate in $\hat{\beta}_{\mathrm{S} / \mathrm{GL}}$. The distribution of these is shown in Fig. 9. A threshold at $\hat{\beta}_{\mathrm{S} / \mathrm{GL}}=6.0$ is applied to determine what candidates require further study. There are 6349 candidates above threshold. Many candidates appear to be from the same feature at a specific frequency. There are 57 distinct narrow frequency regions at which these 6349 candidates have been recovered.


FIG. 9. Detection statistic of the loudest candidate from each stage 3 search: the distribution of their detection statistic values $\hat{\beta}_{\mathrm{S} / \mathrm{GL}}$ (left) and their distribution as a function of frequency (right). The red line marks $\hat{\beta}_{\mathrm{S} / \mathrm{GL}}=6.0$ which is the threshold below which candidates are discarded.
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## E. Doppler modulation off veto

We employ a newly developed Doppler modulation off (DM-off) veto [36] to determine if the surviving candidates are of terrestrial origin. When searching for CW signals, the frequency of the signal template at any point in time is demodulated for the Doppler effect from the motion of the detectors around the Earth and around the Sun. If this demodulation is disabled, a candidate of astrophysical origin would not be recovered with the same significance. In contrast, a candidate of terrestrial origin could potentially become more significant. This is the basis of the DM-off veto.

For each candidate, the search range of the DM-off searches includes all detector frequencies that could have contributed to the original candidate, accounting for $\dot{f}$ and Doppler corrections. The $\dot{f}$ range includes the original all-sky search range, and extends into large positive values of $\dot{f}$ to allow for a wider range of detector artifact behavior.

For a candidate to pass the DM-off veto it must be that its $2 \mathcal{F}_{\mathrm{DM} \text {-off }} \leq 2 \mathcal{F}_{\mathrm{DM} \text {-off }}^{\mathrm{thr}}$. The $2 \mathcal{F}_{\mathrm{DM} \text {-off }}^{\mathrm{th}}$ is picked to be safe, i.e. to not veto any signal candidate with $2 \mathcal{F}_{\mathrm{DM} \text {-on }}$ in the range of the candidates under consideration. In particular we find that for candidates with $2 \mathcal{F}_{\text {DM-on }}<500$, after the third follow-up, $2 \mathcal{F}_{\mathrm{DM}}^{\mathrm{thr}} \mathrm{off}=62$. The threshold increases for candidates with $2 \mathcal{F}_{\mathrm{DM}-\text { on }}>500$, scaling linearly with the candidates $2 \mathcal{F}_{\mathrm{DM} \text {-on }}$ (see Fig. 4 of [36]).

As described in [36], the DM-off search is first run using data from both detectors and a search grid which is ten times coarser in $f$ and $f$ than the stage 3 search. The coarser search grid is used to minimize computational cost. 653 of the 6349 candidates pass the $2 \mathcal{F}_{\mathrm{DM} \text {-off }}^{\mathrm{tr}}$ threshold. These surviving candidates undergo another similar search, except that the search is performed separately on the data from each of the LIGO detectors. We search each detector separately because a detector artifact present only in one detector may still pass the previous, multidetector search, as its significance is "diluted" by the clean data of the other detector. 101 candidates survive, and undergo a final DMoff search stage. This search uses the fine grid parameters of the stage 3 search (Table II), covers the parameter space which resulted in the largest $2 \mathcal{F}_{\text {DM-off }}$ from the previous DM-off steps, and is performed three times, once using both detectors jointly and once for each of the two LIGO detectors. For a candidate to survive this stage it has to pass all three stage 3 searches.

Four candidates survive the full DM-off veto. Such veto is designed to be safe, i.e. not falsely dismiss real signals. However, its false alarm rate for noise disturbances is not fully characterized because very little is known about such weak and rare spectral disturbances, which this type of deep search unveils. This means that we cannot exclude that the four surviving candidates are in fact noise disturbances. The parameters of the candidates, after the third follow-up, are given in Table III. The $2 \mathcal{F}_{\text {DM-off }}$ values are also given in this table.

TABLE III. Stage 3 follow-up results for each of the 4 candidates that survive the DM-off veto. For illustration purposes, in the 7th and 8th column we show the values of the average single-detector detection statistics. Typically, for signals, the single-detector values do not exceed the multidetector $2 \overline{\mathcal{F}}$.

| ID | $f[\mathrm{~Hz}]$ | $\alpha[\mathrm{rad}]$ | $\delta[\mathrm{rad}]$ | $\dot{f}[\mathrm{~Hz} / \mathrm{s}]$ | $2 \overline{\mathcal{F}}$ | $2 \overline{\mathcal{F}}_{\mathrm{H} 1}$ | $2 \overline{\mathcal{F}}_{\mathrm{L} 1}$ | $2 \mathcal{F}_{\mathrm{DM} \text {-off }}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 58.970435900 | 1.87245 | -0.51971 | $-1.081102 \times 10^{-9}$ | 81.4 | 48.5 | 33.4 | 55 |
| 2 | 62.081409292 | 4.98020 | 0.58542 | $-2.326246 \times 10^{-9}$ | 81.9 | 45.5 | 39.0 | 52 |
| 3 | 97.197674733 | 5.88374 | -0.76773 | $2.28614 \times 10^{-10}$ | 86.5 | 55.0 | 31.8 | 58 |
| 4 | 99.220728369 | 2.842702 | -0.469603 | $-2.498113 \times 10^{-9}$ | 80.2 | 41.4 | 45.8 | 55 |

TABLE IV. Search parameters, rounded to the first decimal place, for the follow-up of surviving LIGO O1 candidates in LIGO O2 data. $T_{\text {ref }}$ is the reference time that defines the frequency and frequency derivative values.

| Parameter | Value |
| :--- | :---: |
| $T_{\text {coh }}$ | 2160 hrs |
| $T_{\text {ref }}$ | 1168447494.5 GPS sec |
| $N_{\text {seg }}$ | 1 |
| $\delta f$ | $9.0 \times 10^{-8} \mathrm{~Hz}$ |
| $\delta \dot{f}_{c}$ | $1.1 \times 10^{-13} \mathrm{~Hz} / \mathrm{s}$ |
| $\gamma$ | 1 |
| $m_{\text {sky }}$ | $4 \times 10^{-7}$ |

## F. Follow-up in LIGO O2 data

If the signal candidates surviving the O1 search are standard continuous wave signals, i.e. continuous wave signals arising from sources that radiate steadily over many years, they should be present in data from the Advanced LIGO's second observing run (O2) with the same parameters. We perform a follow-up search using three months of O2 data, collected from November 30, 2016 to February 28, 2017.
The candidate parameters in Table III are translated to the O 2 midtime, which is the reference time of the new search. The parameter space covered by the search is determined by the uncertainty on the candidate parameters in Eq. (5). The frequency region is widened to account for the spin-down uncertainty. The O 2 follow-up covers a frequency range of $\pm 5.15 \times 10^{-4} \mathrm{~Hz}$ around the candidates.

The search parameters of the O 2 follow-up are given in Table IV. The expected loudest $2 \overline{\mathcal{F}}$ per follow-up search due to Gaussian noise alone is $52 \pm 3$, assuming independent search templates.

If a candidate in Table III were due to a signal, the loudest $2 \overline{\mathcal{F}}$ expected after the follow-up would be the value given in the second column of Table V. This expected value is obtained by scaling the $2 \overline{\mathcal{F}}$ in Table III according to the different duration and the different noise levels between the data set used for the third follow-up and the O2 data set. The expected $2 \overline{\mathcal{F}}$ also folds in a conservative factor of 0.9 due to a different mismatch of the O 2 template grid with

TABLE V. Highest $2 \overline{\mathcal{F}}$ expected after the follow-up in O2 data, if the candidates were due to a signal, compared with the highest $2 \overline{\mathcal{F}}$ recovered from the follow-up. The $2 \overline{\mathcal{F}}$ expected in Gaussian noise data is $52 \pm 3$.

| Candidate | Expected $2 \overline{\mathcal{F}} \pm 1 \sigma$ | Loudest $2 \overline{\mathcal{F}}$ recovered |
| :--- | :---: | :---: |
| 1 | $85 \pm 18$ | 44 |
| 2 | $90 \pm 19$ | 52 |
| 3 | $84 \pm 18$ | 49 |
| 4 | $77 \pm 17$ | 47 |

respect to the template grid used for the third follow-up. Thus the expected $2 \overline{\mathcal{F}}$ in Table V is a conservative estimate for the minimum $2 \overline{\mathcal{F}}$ that we would expect from a signal candidate.

The loudest $2 \overline{\mathcal{F}}$ after the follow-up in O 2 data is also given in Table V. The loudest $2 \overline{\mathcal{F}}$ recovered for each candidate are $\approx 2 \sigma$ below the expected $2 \overline{\mathcal{F}}$ for a signal candidate. The recovered $2 \overline{\mathcal{F}}$ are consistent with what is expected from Gaussian data. We conclude that it is unlikely that any of the candidates in Table III arises from a long-lived astronomical source of continuous gravitational waves.

## V. RESULTS

## A. Upper limits on the gravitational wave amplitude

The search did not reveal any continuous gravitational wave signal in the parameter volume that was searched. We hence set frequentist $90 \%$ confidence upper limits on the maximum gravitational wave amplitude consistent with this null result in 0.5 Hz bands of the O1 data, $h_{0}^{90 \%}(f)$. Specifically, $h_{0}^{90 \%}(f)$ is the GW amplitude such that $90 \%$ of a population of signals with parameter values in our search range would have been detected by our search. We determined the upper limits in bands that were marked as undisturbed in Sec. III B. These upper limits may not hold for frequency bands that were marked as mildly disturbed, which we now consider disturbed as they were excluded by the analysis. These bands, as well as bands which were excluded from further analysis, are identified in Appendix A 3, Table VIII.


FIG. 10. $90 \%$ confidence upper limits on the gravitational wave amplitude of continuous gravitational wave signals with frequency in 0.5 Hz bands and with spin-down values within the searched range. The lowest set of points (black circles) are the results of this search. The empty circles denote half-Hz bands where the upper limit value does not hold for all frequencies in that interval. A list of the excluded frequencies is given in the Appendix. The lighter grey region around the upper limit points shows the $11 \%$ relative difference bracket between upper limits inferred with the procedure described in Sec. V and upper limits that would have been derived (at great computational expense) with direct measurements in all half-Hz bands. We estimate that less than $\sim 0.5 \%$ of the upper limit points would fall outside of this bracket if they were derived with the direct-measurement method in Gaussian noise. For comparison we also plot the most recent upper limits results in this frequency range from O1 data obtained with various search pipelines [38]. The better sensitivity of this search is due to the long coherent observation time used. We note also that the searches of [38] cover a broader frequency and spin-down range than the search presented here. All upper limits presented here are population-averaged limits over the full sky and source polarization.

Since an actual full-scale fake-signal injection-andrecovery Monte Carlo for the entire set of follow-ups in every 0.5 Hz band is prohibitive, in the same spirit as [2,5,31], we perform such a study in a limited set of trial bands. We choose 20 half- Hz bands to measure the upper limits. If these half- Hz bands include 50 mHz bands which were not marked undisturbed, no upper limit injections are made in those 50 mHz bands.
The amplitudes of the fake signals bracket the $90 \%$ confidence region typically between $70 \%$ and $100 \%$. The $h_{0}$ versus confidence data is fit in this region with a sigmoid of the form

$$
\begin{equation*}
C\left(h_{0}\right)=\frac{1}{1+\exp \left(\frac{\mathrm{a}-h_{0}}{\mathrm{~b}}\right)} \tag{7}
\end{equation*}
$$

and the $h_{0}^{90 \%}$ value is read off of this curve. The fitting procedure ${ }^{3}$ yields the best-fit $a$ and $b$ values and the covariance matrix. Given the binomial confidence values uncertainties,

[^30]using the covariance matrix we estimate the $h_{0}^{90 \%}$ uncertainty.

For each of these frequency bands we determine the sensitivity depth $\mathcal{D}^{90 \%}$ [37] of the search corresponding to $h_{0}^{90 \%}(f)$ :

$$
\begin{equation*}
\mathcal{D}^{90 \%}:=\frac{\sqrt{S_{h}(f)}}{h_{0}^{90 \%}(f)}[1 / \sqrt{\mathrm{Hz}}], \tag{8}
\end{equation*}
$$

where $\sqrt{S_{h}(f)}$ is the noise level of the data as a function of frequency.

As representative of the sensitivity depth of this hierarchical search, we take the average of the measured depths at different frequencies: $48.7[1 / \sqrt{\mathrm{Hz}}]$. We then determine the $90 \%$ upper limits by substituting this value in Eq. (8) for $\mathcal{D}^{90 \%}$.

The upper limit that we get with this procedure, in general, yields a different number compared to the upper limit directly measured as done in the 20 test bands. An $11 \%$ relative error bracket comprises the range of variation observed on the measured sensitivity depths, including the
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uncertainties on the single measurements. So we take this as a generous estimate of the range of variability of the upper limit values introduced by the estimation procedure. If the data were Gaussian this bracket would yield a $\sim 0.5 \%$ probability of a measured upper limit falling outside of this bracket.

As a sanity check we measure the upper limits in five half- Hz bands which were not used to determine the average sensitivity depth. In each case we find that the measured sensitivity depth falls well within $11 \%$ of the average: $48.7[1 / \sqrt{\mathrm{Hz}}]$.

Figure 10 shows the upper limits as a function of frequency. They are also presented in tabular form in the Appendix with the uncertainties indicating the range of variability introduced by the estimation procedure. The associated uncertainties amount to $\sim 20 \%$ when also including $10 \%$ amplitude calibration uncertainty. The most constraining upper limit in the band $98.5-99 \mathrm{~Hz}$, close to the highest frequency, where the detector is most sensitive, is $1.8 \times 10^{-25}$. At the lowest end of the frequency range, at 20 Hz , the upper limit rises to $3.9 \times 10^{-24}$.

## B. Upper limits on the source ellipticity

In general not all the rotational kinetic energy lost is due to GW emission. Following [39], we define $x$ to be the fraction of the spin-down rotational energy emitted in gravitational waves. The star's ellipticity necessary to sustain such emission is

$$
\begin{equation*}
\varepsilon(f, x \dot{f})=\sqrt{\frac{5 c^{5}}{32 \pi^{4} G} \frac{x|\dot{f}|}{I f^{5}}} \tag{9}
\end{equation*}
$$

where $c$ is the speed of light, $G$ is the gravitational constant, $f$ is the GW frequency, and $I$ is the principal moment of inertia of the star. Correspondingly, $x \dot{f}$ is the spin-down rate that accounts for the emission of GWs and this is why we refer to it as the GW spin-down. The gravitational wave amplitude $h_{0}$ at the detector coming from a GW source at a distance $D$ from Earth is

$$
\begin{equation*}
h_{0}(f, D)=\frac{4 G I \pi^{2}}{c^{4}} \frac{\varepsilon f^{2}}{D} . \tag{10}
\end{equation*}
$$

Based on this last equation, we can use the GW amplitude upper limits to bound the minimum distance for compact objects emitting continuous gravitational waves under different assumptions on the ellipticity of the objects. This is shown in Fig. 11. Above 55 Hz we can exclude sources with ellipticities larger than $10^{-5}$ (corresponding to $x$ values larger than $\left.3.2 \times 10^{-5} \frac{2.6 \times 10^{-9} \mathrm{~Hz} / \mathrm{s}}{|\dot{f}|}\right)$ within 100 pc of Earth. Rough estimates are that there should be of order $10^{4}$ neutron stars within this volume.

The dashed line in Fig. 11 is the spin-down ellipticity [ $x=1$ in Eq. (9)] for an object spinning down at half the
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FIG. 11. Ellipticity $\varepsilon$ of a source at a distance $D$ emitting continuous gravitational waves that would have been detected by this search, assuming a source $\dot{f}$ within the range covered by this search. The dashed line shows the spin-down ellipticity for the highest magnitude spin-down parameter value searched, $2.6 \times 10^{-9} \mathrm{~Hz} / \mathrm{s}$. The spin-down ellipticity is the ellipticity necessary for all the lost rotational kinetic energy to be emitted in gravitational waves. If we assume that the observed spin-down is all actual spin-down of the object, then no ellipticities could be possible above the dashed curve. In reality the observed and actual spin-down could differ due to radial acceleration of the source. In this case the actual spin-down of the object may even be larger than the apparent one. In this case our search would be sensitive to objects with ellipticities above the dashed line.
maximum searched gravitational wave signal spin-down value $\left(|\dot{f}|=2.6 \times 10^{-9} \mathrm{~Hz} / \mathrm{s}\right)$. This is the maximum ellipticity that this search probes; we can make no claim on sources with ellipticities greater than this. For a normal neutron star one might expect the majority of the spin-down to be due to non gravitational-wave emission. If, for instance, one believes that only $1 \%$ of the spin-down is due to gravitational wave emission $(x=0.01)$ then, from Eq. (9), the maximum ellipticity needs to be divided by ten and the dashed line in Fig. 11 drops by the same factor.

The results in Fig. 11 assume a fiducial value of the principal moment of inertia of $10^{38} \mathrm{~kg} \mathrm{~m}^{2}$. The upper limits can be scaled to any assumption for $I$ using Eq. (10).

## VI. CONCLUSIONS

This search concentrates the computing power of Einstein@Home in a relatively small frequency range at low frequencies where all-sky searches are significantly "cheaper" than at higher frequencies. For this reason, the initial search could be set up with a very long coherent observation time of 210 hr and this yields a record sensitivity depth of $48.7[1 / \sqrt{\mathrm{Hz}}]$.

The O 1 data set in the low frequency range investigated with this search is significantly more polluted by coherent

## FIRST LOW-FREQUENCY EINSTEIN@HOME ALL-SKY ...

spectral artifacts than most of the data sets from the InitialLIGO science runs. Because of this, even a relatively high threshold on the detection statistic of the first search yields tens of thousands of candidates, rather than just $O(100)$. We follow each of them up through a hierarchy of three further stages at the end of which $O(7000)$ survive. After the application of a newly developed Doppler-modulationoff veto, four survive.
Due to the presence of coherent spectral artifacts, no assumption can be made about the noise background of the search. On the other hand, we cannot run an Einstein@Home search many times to estimate such background. ${ }^{4}$ Because of this, measuring the significance of the four candidates at the end of the third follow-up stage is not trivial. However, the parameter uncertainty around the four candidates after the third follow-up stage is small [Eq. (6)], so with an independent data set we can verify the findings of the third stage and estimate its background. This means that we could assign a measure of confidence to any candidate that might survive the search on the new data set.
The four candidates which survive the Doppler-modulation-off veto are followed up with a fully coherent search using three months of O2 data, which produces results completely consistent with Gaussian noise and falls short of the predictions under the signal hypothesis. We hence proceed to set upper limits on the intrinsic GW amplitude $h_{0}$. The hierarchical follow-up procedure presented here has also been used to follow-up outliers from other all-sky searches in O1 data with various search pipelines [38].
The smallest value of the GW amplitude upper limit is $1.8 \times 10^{-25}$ in the band $98.5-99 \mathrm{~Hz}$. Figure 10 shows the upper limit values as a function of search frequency. Our upper limits are the tightest ever placed for this population of signals, and are a factor 1.5-2 smaller than the most recent upper limits [38]. We note that [38] presents results from four different all-sky search pipelines covering a broader frequency and spin-down range than the one explored here. The coherent time baseline for all these pipelines is significantly shorter than the 210 hr used by the very first stage of this search. This limits the sensitivity of those searches but it makes them more robust to deviations in the signal waveform from the target waveform, compared to this search. We finally note that because the data is plagued in this low frequency region by coherent disturbances, the two procedures $[34,36]$ are essential to reach the final sensitivity: without them a much higher detection threshold would have been needed, ultimately resulting in a degraded sensitivity/astrophysical reach.
Translating the upper limits on the GW amplitude to upper limits on the ellipticity of the GW source, we find that for frequencies above 55 Hz our results exclude isolated compact objects with spin-down ellipticities of
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$10^{-5} \sqrt{10^{38} \mathrm{~kg} \mathrm{~m}^{2} / I}$ (corresponding to GW spin-downs between $10^{-14} \mathrm{~Hz} / \mathrm{s}$ and $10^{-13} \mathrm{~Hz} / \mathrm{s}$ ) or higher, within 100 pc of Earth. For the population of known pulsars we know that the spin-down ellipticity is generally an overestimate of the actual ellipticity. However, for other objects, belonging to the population of possible continuous wave emitters that we do not see, this might not be the case. So we present the bounds on our results (the dashed line in Fig. 11) in terms of the spin-down ellipticity and leave it to the reader to derive the reach for the ellipticity value that best represents the class of sources in which they are interested.
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## APPENDIX: TABULAR DATA

## 1. Upper limit values

See Table VI

TABLE VI. First frequency of each half-Hz signal frequency band in which we set upper limits and upper limit value for that band. The uncertainties correspond to the $11 \%$ relative difference bracket discussed in Sec. V.

| $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ | $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ | $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ | $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 20.00 | $38.8 \pm 4.9$ | 20.55 | $32.2 \pm 4.1$ | 21.05 | $28.2 \pm 3.6$ | 21.55 | $25.5 \pm 3.3$ |
| 22.05 | $23.3 \pm 3.0$ | 22.55 | $21.6 \pm 2.8$ | 23.05 | $20.7 \pm 2.6$ | 23.55 | $19.9 \pm 2.5$ |
| 24.05 | $18.9 \pm 2.4$ | 24.55 | $18.4 \pm 2.3$ | 25.05 | $18.7 \pm 2.4$ | 25.55 | $14.6 \pm 1.9$ |
| 26.05 | $13.3 \pm 1.7$ | 26.55 | $12.8 \pm 1.6$ | 27.05 | $12.2 \pm 1.6$ | 27.55 | $11.1 \pm 1.4$ |
| 28.05 | $10.2 \pm 1.3$ | 28.55 | $9.0 \pm 1.2$ | 29.05 | $8.7 \pm 1.1$ | 29.55 | $8.2 \pm 1.0$ |
| 30.05 | $7.8 \pm 1.0$ | 30.55 | $7.6 \pm 1.0$ | 31.05 | $7.8 \pm 1.0$ | 31.55 | $6.9 \pm 0.9$ |
| 32.05 | $6.5 \pm 0.8$ | 32.55 | $6.4 \pm 0.8$ | 33.05 | $6.3 \pm 0.8$ | 33.55 | $6.2 \pm 0.8$ |
| 34.05 | $5.8 \pm 0.7$ | 34.55 | $5.9 \pm 0.8$ | 35.05 | $5.8 \pm 0.7$ | 35.55 | $5.8 \pm 0.7$ |
| 36.05 | $5.6 \pm 0.7$ | 36.55 | $5.6 \pm 0.7$ | 37.05 | $5.2 \pm 0.7$ | 37.55 | $4.8 \pm 0.6$ |
| 38.05 | $4.7 \pm 0.6$ | 38.55 | $4.6 \pm 0.6$ | 39.05 | $4.3 \pm 0.6$ | 39.55 | $4.3 \pm 0.5$ |
| 40.05 | $4.2 \pm 0.5$ | 40.55 | $4.3 \pm 0.6$ | 41.05 | $4.2 \pm 0.5$ | 41.55 | $3.9 \pm 0.5$ |
| 42.05 | $3.8 \pm 0.5$ | 42.55 | $3.7 \pm 0.5$ | 43.05 | $3.7 \pm 0.5$ | 43.55 | $3.6 \pm 0.5$ |
| 44.05 | $3.6 \pm 0.5$ | 44.55 | $3.9 \pm 0.5$ | 45.05 | $3.5 \pm 0.4$ | 45.55 | $3.3 \pm 0.4$ |
| 46.05 | $3.2 \pm 0.4$ | 46.55 | $3.1 \pm 0.4$ | 47.05 | $3.0 \pm 0.4$ | 47.55 | $3.0 \pm 0.4$ |
| 48.05 | $3.0 \pm 0.4$ | 48.55 | $3.0 \pm 0.4$ | 49.05 | $2.9 \pm 0.4$ | 49.55 | $2.9 \pm 0.4$ |
| 50.05 | $2.9 \pm 0.4$ | 50.55 | $2.8 \pm 0.4$ | 51.05 | $2.8 \pm 0.4$ | 51.55 | $2.8 \pm 0.4$ |
| 52.05 | $2.8 \pm 0.4$ | 52.55 | $2.8 \pm 0.4$ | 53.05 | $2.7 \pm 0.3$ | 53.55 | $2.7 \pm 0.3$ |
| 54.05 | $2.7 \pm 0.3$ | 54.55 | $2.8 \pm 0.4$ | 55.05 | $2.8 \pm 0.4$ | 55.55 | $2.7 \pm 0.3$ |
| 56.05 | $2.7 \pm 0.3$ | 56.55 | $2.7 \pm 0.3$ | 57.05 | $2.8 \pm 0.4$ | 57.55 | $2.8 \pm 0.4$ |
| 58.05 | $2.9 \pm 0.4$ | 58.55 | $3.0 \pm 0.4$ | 59.05 | $2.9 \pm 0.4$ | 59.55 | $3.3 \pm 0.4$ |
| 60.05 | $3.2 \pm 0.4$ | 60.55 | $2.7 \pm 0.3$ | 61.05 | $2.7 \pm 0.3$ | 61.55 | $2.6 \pm 0.3$ |
| 62.05 | $2.6 \pm 0.3$ | 62.55 | $2.6 \pm 0.3$ | 63.05 | $2.6 \pm 0.3$ | 63.55 | $2.7 \pm 0.3$ |
| 64.05 | $2.7 \pm 0.3$ | 64.55 | $2.7 \pm 0.3$ | 65.05 | $2.7 \pm 0.3$ | 65.55 | $2.6 \pm 0.3$ |
| 66.05 | $2.5 \pm 0.3$ | 66.55 | $2.5 \pm 0.3$ | 67.05 | $2.5 \pm 0.3$ | 67.55 | $2.5 \pm 0.3$ |
| 68.05 | $2.5 \pm 0.3$ | 68.55 | $2.5 \pm 0.3$ | 69.05 | $2.5 \pm 0.3$ | 69.55 | $2.6 \pm 0.3$ |
| 70.05 | $2.5 \pm 0.3$ | 70.55 | $2.5 \pm 0.3$ | 71.05 | $2.5 \pm 0.3$ | 71.55 | $2.4 \pm 0.3$ |
| 72.05 | $2.4 \pm 0.3$ | 72.55 | $2.4 \pm 0.3$ | 73.05 | $2.4 \pm 0.3$ | 73.55 | $2.4 \pm 0.3$ |
| 74.05 | $2.4 \pm 0.3$ | 74.55 | $2.4 \pm 0.3$ | 75.05 | $2.4 \pm 0.3$ | 75.55 | $2.3 \pm 0.3$ |
| 76.05 | $2.2 \pm 0.3$ | 76.55 | $2.2 \pm 0.3$ | 77.05 | $2.2 \pm 0.3$ | 77.55 | $2.2 \pm 0.3$ |
| 78.05 | $2.2 \pm 0.3$ | 78.55 | $2.2 \pm 0.3$ | 79.05 | $2.2 \pm 0.3$ | 79.55 | $2.2 \pm 0.3$ |
| 80.05 | $2.2 \pm 0.3$ | 80.55 | $2.2 \pm 0.3$ | 81.05 | $2.2 \pm 0.3$ | 81.55 | $2.2 \pm 0.3$ |
| 82.05 | $2.2 \pm 0.3$ | 82.55 | $2.2 \pm 0.3$ | 83.05 | $2.2 \pm 0.3$ | 83.55 | $2.2 \pm 0.3$ |
| 84.05 | $2.1 \pm 0.3$ | 84.55 | $2.1 \pm 0.3$ | 85.05 | $2.1 \pm 0.3$ | 85.55 | $2.1 \pm 0.3$ |
| 86.05 | $2.1 \pm 0.3$ | 86.55 | $2.2 \pm 0.3$ | 87.05 | $2.2 \pm 0.3$ | 87.55 | $2.1 \pm 0.3$ |
| 88.05 | $2.0 \pm 0.3$ | 88.55 | $2.0 \pm 0.3$ | 89.05 | $2.0 \pm 0.3$ | 89.55 | $2.0 \pm 0.2$ |
| 90.05 | $1.9 \pm 0.2$ | 90.55 | $1.9 \pm 0.2$ | 91.05 | $2.0 \pm 0.2$ | 91.55 | $1.9 \pm 0.2$ |
| 92.05 | $1.9 \pm 0.2$ | 92.55 | $1.9 \pm 0.2$ | 93.05 | $1.9 \pm 0.2$ | 93.55 | $1.9 \pm 0.2$ |
| 94.05 | $1.8 \pm 0.2$ | 94.55 | $1.8 \pm 0.2$ | 95.05 | $1.8 \pm 0.2$ | 95.55 | $1.8 \pm 0.2$ |
| 96.05 | $1.8 \pm 0.2$ | 96.55 | $1.8 \pm 0.2$ | 97.05 | $1.8 \pm 0.2$ | 97.55 | $1.8 \pm 0.2$ |
| 98.05 | $1.8 \pm 0.2$ | 98.55 | $1.8 \pm 0.2$ | 99.05 | $1.8 \pm 0.2$ | 99.55 | $1.8 \pm 0.2$ |
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## 2. Cleaned-out frequency bins

See Table VII

TABLE VII. Instrumental lines identified and cleaned before the Einstein@Home runs. The different columns represent (I) the central frequency of the instrumental line; (II) low-frequency side (LFS) of the knockout band; (III) high-frequency side (HFS) of the knockout band; (IV) the interferometer in which the instrumental lines were identified.

| $f_{\mathrm{L}}(\mathrm{Hz})$ | LFS (Hz) | HFS (Hz) | IFO |
| :---: | :---: | :---: | :---: |
| 19.9995 | 0.001 | 0.001 | L |
| 20.0 | 0.001 | 0.001 | H |
| 20.24999 | 0.001 | 0.001 | H |
| 20.25014 | 0.001 | 0.001 | L |
| 20.5 | 0.001 | 0.001 | H |
| 20.5 | 0.001 | 0.001 | L |
| 20.7163 | 0.002 | 0.002 | L |
| 20.73 | 0.002 | 0.002 | L |
| 20.74121875 | 0.001 | 0.001 | H |
| 20.7423125 | 0.001 | 0.001 | H |
| 20.9995 | 0.001 | 0.001 | L |
| 21.0 | 0.001 | 0.001 | H |
| 21.24998 | 0.001 | 0.001 | H |
| 21.25011 | 0.001 | 0.001 | L |
| 21.3575 | 0.001 | 0.001 | L |
| 21.3842 | 0.001 | 0.001 | L |
| 21.41043 | 0.001 | 0.001 | L |
| 21.41043 | 0.001 | 0.001 | L |
| 21.4374 | 0.001 | 0.001 | L |
| 21.4639 | 0.001 | 0.001 | L |
| 21.499987 | 0.001 | 0.001 | L |
| 21.5 | 0.001 | 0.001 | H |
| 21.7028 | 0.002 | 0.002 | L |
| 21.7165 | 0.002 | 0.002 | L |
| 21.7344 | 0.001 | 0.001 | L |
| 21.9995 | 0.001 | 0.001 | L |
| 22.0 | 0.001 | 0.001 | H |
| 22.24997 | 0.001 | 0.001 | H |
| 22.25008 | 0.001 | 0.001 | L |
| 22.499974 | 0.001 | 0.001 | L |
| 22.5 | 0.001 | 0.001 | H |
| 22.6893 | 0.002 | 0.002 | L |
| 22.7 | 0.0005 | 0.0005 | L |
| 22.703 | 0.002 | 0.002 | L |
| 22.72233 | 0.001 | 0.001 | L |
| 22.815340625 | 0.001 | 0.001 | H |
| 22.81654375 | 0.001 | 0.001 | H |
| 22.9995 | 0.001 | 0.001 | L |
| 23.0 | 0.001 | 0.001 | H |
| 23.24996 | 0.001 | 0.001 | H |
| 23.25005 | 0.001 | 0.001 | L |
| 23.3039 | 0.001 | 0.001 | L |
| 23.3306 | 0.001 | 0.001 | L |
| 23.35683 | 0.001 | 0.001 | L |
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TABLE VII. (Continued)

| $f_{\mathrm{L}}(\mathrm{Hz})$ | LFS (Hz) | HFS (Hz) | IFO |
| :---: | :---: | :---: | :---: |
| 23.35683 | 0.001 | 0.001 | L |
| 23.3838 | 0.001 | 0.001 | L |
| 23.4103 | 0.001 | 0.001 | L |
| 23.499961 | 0.001 | 0.001 | L |
| 23.5 | 0.001 | 0.001 | H |
| 23.6758 | 0.002 | 0.002 | L |
| 23.6895 | 0.002 | 0.002 | L |
| 23.71026 | 0.001 | 0.001 | L |
| 23.97079 | 0.0016 | 0.0008 | L |
| 23.9995 | 0.001 | 0.001 | L |
| 24.0 | 0.0005 | 0.0005 | H |
| 24.0 | 0.001 | 0.001 | H |
| 24.24995 | 0.001 | 0.001 | H |
| 24.25002 | 0.001 | 0.001 | L |
| 24.499948 | 0.001 | 0.001 | L |
| 24.5 | 0.001 | 0.001 | H |
| 24.6623 | 0.002 | 0.002 | L |
| 24.676 | 0.002 | 0.002 | L |
| 24.69819 | 0.001 | 0.001 | L |
| 24.8894625 | 0.001 | 0.001 | H |
| 24.890775 | 0.001 | 0.001 | H |
| 24.9995 | 0.001 | 0.001 | L |
| 25.0 | 0.001 | 0.001 | H |
| 25.24994 | 0.001 | 0.001 | H |
| 25.24999 | 0.001 | 0.001 | L |
| 25.2503 | 0.001 | 0.001 | L |
| 25.277 | 0.001 | 0.001 | L |
| 25.30323 | 0.001 | 0.001 | L |
| 25.30323 | 0.001 | 0.001 | L |
| 25.3302 | 0.001 | 0.001 | L |
| 25.3567 | 0.001 | 0.001 | L |
| 25.499935 | 0.001 | 0.001 | L |
| 25.5 | 0.001 | 0.001 | H |
| 25.6 | 0.0005 | 0.0005 | L |
| 25.6488 | 0.002 | 0.002 | L |
| 25.6625 | 0.002 | 0.002 | L |
| 25.68612 | 0.001 | 0.001 | L |
| 25.9995 | 0.001 | 0.001 | L |
| 26.0 | 0.001 | 0.001 | H |
| 26.24993 | 0.001 | 0.001 | H |
| 26.24996 | 0.001 | 0.001 | L |
| 26.499922 | 0.001 | 0.001 | L |
| 26.5 | 0.001 | 0.001 | H |
| 26.6353 | 0.002 | 0.002 | L |
| 26.649 | 0.002 | 0.002 | L |
| 26.67405 | 0.001 | 0.001 | L |
| 26.963584375 | 0.001 | 0.001 | H |
| 26.96500625 | 0.001 | 0.001 | H |
| 26.9995 | 0.001 | 0.001 | L |
| 27.0 | 0.001 | 0.001 | H |
| 27.1967 | 0.001 | 0.001 | L |
| 27.2234 | 0.001 | 0.001 | L |
| 27.24963 | 0.001 | 0.001 | L |
| 27.24963 | 0.001 | 0.001 | L |
| 27.24992 | 0.001 | 0.001 | H |
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TABLE VII. (Continued)

| $f_{\mathrm{L}}(\mathrm{Hz})$ | LFS (Hz) | HFS (Hz) | IFO |
| :---: | :---: | :---: | :---: |
| 27.24993 | 0.001 | 0.001 | L |
| 27.2766 | 0.001 | 0.001 | L |
| 27.3031 | 0.001 | 0.001 | L |
| 27.499909 | 0.001 | 0.001 | L |
| 27.5 | 0.001 | 0.001 | H |
| 27.6218 | 0.002 | 0.002 | L |
| 27.6355 | 0.002 | 0.002 | L |
| 27.66198 | 0.001 | 0.001 | L |
| 27.9995 | 0.001 | 0.001 | L |
| 28.0 | 0.001 | 0.001 | H |
| 28.2499 | 0.001 | 0.001 | L |
| 28.24991 | 0.001 | 0.001 | H |
| 28.499896 | 0.001 | 0.001 | L |
| 28.5 | 0.001 | 0.001 | H |
| 28.5 | 0.0005 | 0.0005 | L |
| 28.6083 | 0.002 | 0.002 | L |
| 28.622 | 0.002 | 0.002 | L |
| 28.64991 | 0.001 | 0.001 | L |
| 28.9995 | 0.001 | 0.001 | L |
| 29.0 | 0.001 | 0.001 | H |
| 29.03770625 | 0.001 | 0.001 | H |
| 29.0392375 | 0.001 | 0.001 | H |
| 29.1431 | 0.001 | 0.001 | L |
| 29.1698 | 0.001 | 0.001 | L |
| 29.19603 | 0.001 | 0.001 | L |
| 29.19603 | 0.001 | 0.001 | L |
| 29.223 | 0.001 | 0.001 | L |
| 29.2495 | 0.001 | 0.001 | L |
| 29.24987 | 0.001 | 0.001 | L |
| 29.2499 | 0.001 | 0.001 | H |
| 29.2767 | 0.001 | 0.001 | L |
| 29.3031 | 0.001 | 0.001 | L |
| 29.499883 | 0.001 | 0.001 | L |
| 29.5 | 0.001 | 0.001 | H |
| 29.5948 | 0.002 | 0.002 | L |
| 29.6085 | 0.002 | 0.002 | L |
| 29.63784 | 0.001 | 0.001 | L |
| 29.9995 | 0.001 | 0.001 | L |
| 30.0 | 0.001 | 0.001 | H |
| 30.24984 | 0.001 | 0.001 | L |
| 30.24989 | 0.001 | 0.001 | H |
| 30.49987 | 0.001 | 0.001 | L |
| 30.5 | 0.001 | 0.001 | H |
| 30.5813 | 0.002 | 0.002 | L |
| 30.595 | 0.002 | 0.002 | L |
| 30.62577 | 0.001 | 0.001 | L |
| 30.943 | 0.001 | 0.001 | H |
| 30.9738 | 0.001 | 0.001 | H |
| 30.9995 | 0.001 | 0.001 | L |
| 31.0 | 0.001 | 0.001 | H |
| 31.0895 | 0.001 | 0.001 | L |
| 31.111828125 | 0.001 | 0.001 | H |
| 31.11346875 | 0.001 | 0.001 | H |
| 31.1162 | 0.001 | 0.001 | L |
| 31.14243 | 0.001 | 0.001 | L |
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TABLE VII. (Continued)

| $f_{\mathrm{L}}(\mathrm{Hz})$ | LFS (Hz) | HFS (Hz) | IFO |
| :---: | :---: | :---: | :---: |
| 31.14243 | 0.001 | 0.001 | L |
| 31.1694 | 0.001 | 0.001 | L |
| 31.1959 | 0.001 | 0.001 | L |
| 31.2231 | 0.001 | 0.001 | L |
| 31.2495 | 0.001 | 0.001 | L |
| 31.24981 | 0.001 | 0.001 | L |
| 31.24988 | 0.001 | 0.001 | H |
| 31.4 | 0.0005 | 0.0005 | L |
| 31.4127 | 0.003 | 0.003 | H |
| 31.4149 | 0.003 | 0.003 | H |
| 31.499857 | 0.001 | 0.001 | L |
| 31.5 | 0.001 | 0.001 | H |
| 31.5678 | 0.002 | 0.002 | L |
| 31.5815 | 0.002 | 0.002 | L |
| 31.6137 | 0.001 | 0.001 | L |
| 31.94116 | 0.001 | 0.001 | H |
| 31.973 | 0.001 | 0.001 | H |
| 31.9995 | 0.001 | 0.001 | L |
| 32.0 | 0.0005 | 0.0005 | H |
| 32.0 | 0.001 | 0.001 | H |
| 32.24978 | 0.001 | 0.001 | L |
| 32.24987 | 0.001 | 0.001 | H |
| 32.499844 | 0.001 | 0.001 | L |
| 32.5 | 0.001 | 0.001 | H |
| 33.7 | 0.01556 | 0.01556 | L |
| 33.8 | 0.0005 | 0.0005 | L |
| 34.3 | 0.0005 | 0.0005 | L |
| 34.7 | 0.02778 | 0.02778 | H |
| 34.7 | 0.13 | 0.13 | L |
| 35.3 | 0.02778 | 0.02778 | H |
| 35.3 | 0.13 | 0.13 | L |
| 35.706385 | 0.003055 | 0.003055 | L |
| 35.7095265 | 0.01222 | 0.01222 | H |
| 35.9 | 0.10222 | 0.10222 | H |
| 35.958055 | 0.009165 | 0.009165 | L |
| 36.7 | 0.10722 | 0.10722 | H |
| 36.7 | 0.0005 | 0.0005 | L |
| 37.3 | 0.01 | 0.01 | H |
| 38.955 | 0.001 | 0.001 | L |
| 38.9674 | 0.001 | 0.001 | H |
| 38.9815 | 0.001 | 0.001 | L |
| 38.9995 | 0.001 | 0.001 | L |
| 39.0 | 0.001 | 0.001 | H |
| 39.0087 | 0.001 | 0.001 | L |
| 39.0351 | 0.001 | 0.001 | L |
| 39.24957 | 0.001 | 0.001 | L |
| 39.2498 | 0.001 | 0.001 | H |
| 39.408315625 | 0.001 | 0.001 | H |
| 39.41039375 | 0.001 | 0.001 | H |
| 39.4598 | 0.002 | 0.002 | L |
| 39.4735 | 0.002 | 0.002 | L |
| 39.499753 | 0.001 | 0.001 | L |
| 39.5 | 0.001 | 0.001 | H |
| 39.51714 | 0.001 | 0.001 | L |
| 39.6 | 0.0005 | 0.0005 | L |
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TABLE VII. (Continued)

| $f_{\mathrm{L}}(\mathrm{Hz})$ | LFS (Hz) | HFS (Hz) | IFO |
| :---: | :---: | :---: | :---: |
| 39.92644 | 0.001 | 0.001 | H |
| 39.9666 | 0.001 | 0.001 | H |
| 39.9995 | 0.001 | 0.001 | L |
| 40.0 | 0.0005 | 0.0005 | H |
| 40.0 | 0.001 | 0.001 | H |
| 40.24954 | 0.001 | 0.001 | L |
| 40.24979 | 0.001 | 0.001 | H |
| 40.4463 | 0.002 | 0.002 | L |
| 40.46 | 0.002 | 0.002 | L |
| 40.49974 | 0.001 | 0.001 | L |
| 40.5 | 0.001 | 0.001 | H |
| 40.50507 | 0.001 | 0.001 | L |
| 40.8215 | 0.001 | 0.001 | L |
| 40.8482 | 0.001 | 0.001 | L |
| 40.87443 | 0.001 | 0.001 | L |
| 40.87443 | 0.001 | 0.001 | L |
| 40.9014 | 0.001 | 0.001 | L |
| 40.9246 | 0.001 | 0.001 | H |
| 40.9279 | 0.001 | 0.001 | L |
| 40.9551 | 0.001 | 0.001 | L |
| 40.9658 | 0.001 | 0.001 | H |
| 40.9815 | 0.001 | 0.001 | L |
| 40.9995 | 0.001 | 0.001 | L |
| 41.0 | 0.001 | 0.001 | H |
| 41.24951 | 0.001 | 0.001 | L |
| 41.24978 | 0.001 | 0.001 | H |
| 41.4328 | 0.002 | 0.002 | L |
| 41.4465 | 0.002 | 0.002 | L |
| 41.4824375 | 0.001 | 0.001 | H |
| 41.484625 | 0.001 | 0.001 | H |
| 41.493 | 0.001 | 0.001 | L |
| 41.499727 | 0.001 | 0.001 | L |
| 41.5 | 0.001 | 0.001 | H |
| 41.92276 | 0.001 | 0.001 | H |
| 41.965 | 0.001 | 0.001 | H |
| 41.9995 | 0.001 | 0.001 | L |
| 42.0 | 0.001 | 0.001 | H |
| 42.24948 | 0.001 | 0.001 | L |
| 42.24977 | 0.001 | 0.001 | H |
| 42.4193 | 0.002 | 0.002 | L |
| 42.433 | 0.002 | 0.002 | L |
| 42.48093 | 0.001 | 0.001 | L |
| 42.499714 | 0.001 | 0.001 | L |
| 42.5 | 0.001 | 0.001 | H |
| 42.5 | 0.0005 | 0.0005 | L |
| 42.7679 | 0.001 | 0.001 | L |
| 42.7946 | 0.001 | 0.001 | L |
| 42.82083 | 0.001 | 0.001 | L |
| 42.82083 | 0.001 | 0.001 | L |
| 42.8478 | 0.001 | 0.001 | L |
| 42.8743 | 0.001 | 0.001 | L |
| 42.9015 | 0.001 | 0.001 | L |
| 42.92092 | 0.001 | 0.001 | H |
| 42.9279 | 0.001 | 0.001 | L |
| 42.9642 | 0.001 | 0.001 | H |

TABLE VII. (Continued)

| $f_{\text {L }}(\mathrm{Hz})$ | LFS (Hz) | HFS (Hz) | IFO |
| :---: | :---: | :---: | :---: |
| 42.9995 | 0.001 | 0.001 | L |
| 43.0 | 0.001 | 0.001 | H |
| 43.24945 | 0.001 | 0.001 | L |
| 43.24976 | 0.001 | 0.001 | H |
| 43.4058 | 0.002 | 0.002 | L |
| 43.4195 | 0.002 | 0.002 | L |
| 43.46886 | 0.001 | 0.001 | L |
| 43.499701 | 0.001 | 0.001 | L |
| 43.5 | 0.001 | 0.001 | H |
| 43.556559375 | 0.001 | 0.001 | H |
| 43.55885625 | 0.001 | 0.001 | H |
| 43.91908 | 0.001 | 0.001 | H |
| 43.9634 | 0.001 | 0.001 | H |
| 43.9995 | 0.001 | 0.001 | L |
| 44.0 | 0.001 | 0.001 | H |
| 44.24942 | 0.001 | 0.001 | L |
| 44.24975 | 0.001 | 0.001 | H |
| 44.3923 | 0.002 | 0.002 | L |
| 44.406 | 0.002 | 0.002 | L |
| 44.45679 | 0.001 | 0.001 | L |
| 44.499688 | 0.001 | 0.001 | L |
| 44.5 | 0.001 | 0.001 | H |
| 44.7143 | 0.001 | 0.001 | L |
| 44.741 | 0.001 | 0.001 | L |
| 44.76723 | 0.001 | 0.001 | L |
| 44.76723 | 0.001 | 0.001 | L |
| 44.7942 | 0.001 | 0.001 | L |
| 44.8207 | 0.001 | 0.001 | L |
| 44.8479 | 0.001 | 0.001 | L |
| 44.8743 | 0.001 | 0.001 | L |
| 44.91724 | 0.001 | 0.001 | H |
| 44.9626 | 0.001 | 0.001 | H |
| 44.9995 | 0.001 | 0.001 | L |
| 45.0 | 0.001 | 0.001 | H |
| 45.24939 | 0.001 | 0.001 | L |
| 45.24974 | 0.001 | 0.001 | H |
| 45.3788 | 0.002 | 0.002 | L |
| 45.3925 | 0.002 | 0.002 | L |
| 45.4 | 0.0005 | 0.0005 | L |
| 45.44472 | 0.001 | 0.001 | L |
| 45.499675 | 0.001 | 0.001 | L |
| 45.5 | 0.001 | 0.001 | H |
| 45.63068125 | 0.001 | 0.001 | H |
| 45.6330875 | 0.001 | 0.001 | H |
| 45.9 | 0.0005 | 0.0005 | L |
| 45.9154 | 0.001 | 0.001 | H |
| 45.9618 | 0.001 | 0.001 | H |
| 45.9995 | 0.001 | 0.001 | L |
| 46.0 | 0.001 | 0.001 | H |
| 46.24936 | 0.001 | 0.001 | L |
| 46.24973 | 0.001 | 0.001 | H |
| 46.3653 | 0.002 | 0.002 | L |
| 46.379 | 0.002 | 0.002 | L |
| 46.43265 | 0.001 | 0.001 | L |
| 46.499662 | 0.001 | 0.001 | L |
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TABLE VII. (Continued)

| $f_{\mathrm{L}}(\mathrm{Hz})$ | LFS (Hz) | HFS (Hz) | IFO |
| :---: | :---: | :---: | :---: |
| 46.5 | 0.001 | 0.001 | H |
| 46.6607 | 0.001 | 0.001 | L |
| 46.6874 | 0.001 | 0.001 | L |
| 46.71363 | 0.001 | 0.001 | L |
| 46.71363 | 0.001 | 0.001 | L |
| 46.7406 | 0.001 | 0.001 | L |
| 46.7671 | 0.001 | 0.001 | L |
| 46.7943 | 0.001 | 0.001 | L |
| 46.8207 | 0.001 | 0.001 | L |
| 46.91356 | 0.001 | 0.001 | H |
| 46.961 | 0.001 | 0.001 | H |
| 46.9995 | 0.001 | 0.001 | L |
| 47.0 | 0.001 | 0.001 | H |
| 47.24933 | 0.001 | 0.001 | L |
| 47.24972 | 0.001 | 0.001 | H |
| 47.3518 | 0.002 | 0.002 | L |
| 47.3655 | 0.002 | 0.002 | L |
| 47.42058 | 0.001 | 0.001 | L |
| 47.499649 | 0.001 | 0.001 | L |
| 47.5 | 0.001 | 0.001 | H |
| 47.704803125 | 0.001 | 0.001 | H |
| 47.70731875 | 0.001 | 0.001 | H |
| 47.8 | 0.0005 | 0.0005 | L |
| 47.91172 | 0.001 | 0.001 | H |
| 47.94158 | 0.0032 | 0.0016 | L |
| 47.9602 | 0.001 | 0.001 | H |
| 47.9995 | 0.001 | 0.001 | L |
| 48.0 | 0.0005 | 0.0005 | H |
| 48.0 | 0.001 | 0.001 | H |
| 48.2493 | 0.001 | 0.001 | L |
| 48.24971 | 0.001 | 0.001 | H |
| 48.3 | 0.0005 | 0.0005 | L |
| 48.3383 | 0.002 | 0.002 | L |
| 48.352 | 0.002 | 0.002 | L |
| 48.40851 | 0.001 | 0.001 | L |
| 48.499636 | 0.001 | 0.001 | L |
| 48.5 | 0.001 | 0.001 | H |
| 48.6071 | 0.001 | 0.001 | L |
| 48.6338 | 0.001 | 0.001 | L |
| 48.66003 | 0.001 | 0.001 | L |
| 48.66003 | 0.001 | 0.001 | L |
| 48.687 | 0.001 | 0.001 | L |
| 48.7135 | 0.001 | 0.001 | L |
| 48.7407 | 0.001 | 0.001 | L |
| 48.7671 | 0.001 | 0.001 | L |
| 48.90988 | 0.001 | 0.001 | H |
| 48.9594 | 0.001 | 0.001 | H |
| 48.9995 | 0.001 | 0.001 | L |
| 49.0 | 0.001 | 0.001 | H |
| 49.24927 | 0.001 | 0.001 | L |
| 49.2497 | 0.001 | 0.001 | H |
| 49.3248 | 0.002 | 0.002 | L |
| 49.3385 | 0.002 | 0.002 | L |
| 49.499623 | 0.001 | 0.001 | L |
| 49.5 | 0.001 | 0.001 | H |
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TABLE VII. (Continued)

| $f_{\text {L }}(\mathrm{Hz})$ | LFS (Hz) | HFS (Hz) | IFO |
| :---: | :---: | :---: | :---: |
| 49.778925 | 0.001 | 0.001 | H |
| 49.78155 | 0.001 | 0.001 | H |
| 49.90804 | 0.001 | 0.001 | H |
| 49.9995 | 0.001 | 0.001 | L |
| 50.0 | 0.001 | 0.001 | H |
| 50.24924 | 0.001 | 0.001 | L |
| 50.3113 | 0.002 | 0.002 | L |
| 50.325 | 0.002 | 0.002 | L |
| 50.49961 | 0.001 | 0.001 | L |
| 50.5 | 0.001 | 0.001 | H |
| 50.5535 | 0.001 | 0.001 | L |
| 50.5802 | 0.001 | 0.001 | L |
| 50.60643 | 0.001 | 0.001 | L |
| 50.60643 | 0.001 | 0.001 | L |
| 50.6334 | 0.001 | 0.001 | L |
| 50.6599 | 0.001 | 0.001 | L |
| 50.6871 | 0.001 | 0.001 | L |
| 50.7135 | 0.001 | 0.001 | L |
| 50.9062 | 0.001 | 0.001 | H |
| 51.0 | 0.001 | 0.001 | H |
| 51.2 | 0.0005 | 0.0005 | L |
| 51.24921 | 0.001 | 0.001 | L |
| 51.2978 | 0.002 | 0.002 | L |
| 51.3115 | 0.002 | 0.002 | L |
| 51.499597 | 0.001 | 0.001 | L |
| 51.5 | 0.001 | 0.001 | H |
| 51.853046875 | 0.001 | 0.001 | H |
| 51.85578125 | 0.001 | 0.001 | H |
| 51.90436 | 0.001 | 0.001 | H |
| 52.0 | 0.001 | 0.001 | H |
| 52.24918 | 0.001 | 0.001 | L |
| 52.2843 | 0.002 | 0.002 | L |
| 52.298 | 0.002 | 0.002 | L |
| 52.499584 | 0.001 | 0.001 | L |
| 52.4999 | 0.001 | 0.001 | L |
| 52.5 | 0.001 | 0.001 | H |
| 52.5266 | 0.001 | 0.001 | L |
| 52.55283 | 0.001 | 0.001 | L |
| 52.55283 | 0.001 | 0.001 | L |
| 52.5798 | 0.001 | 0.001 | L |
| 52.6063 | 0.001 | 0.001 | L |
| 52.6335 | 0.001 | 0.001 | L |
| 52.6599 | 0.001 | 0.001 | L |
| 52.90252 | 0.001 | 0.001 | H |
| 53.0 | 0.001 | 0.001 | H |
| 53.24915 | 0.001 | 0.001 | L |
| 53.2708 | 0.002 | 0.002 | L |
| 53.2845 | 0.002 | 0.002 | L |
| 53.499571 | 0.001 | 0.001 | L |
| 53.5 | 0.001 | 0.001 | H |
| 53.90068 | 0.001 | 0.001 | H |
| 53.92716875 | 0.001 | 0.001 | H |
| 53.9300125 | 0.001 | 0.001 | H |
| 54.0 | 0.001 | 0.001 | H |
| 54.1 | 0.0005 | 0.0005 | L |

FIRST LOW-FREQUENCY EINSTEIN@HOME ALL-SKY ...
TABLE VII. (Continued)

| $f_{\mathrm{L}}(\mathrm{Hz})$ | LFS (Hz) | HFS (Hz) | IFO |
| :---: | :---: | :---: | :---: |
| 54.2573 | 0.002 | 0.002 | L |
| 54.271 | 0.002 | 0.002 | L |
| 54.4463 | 0.001 | 0.001 | L |
| 54.473 | 0.001 | 0.001 | L |
| 54.49923 | 0.001 | 0.001 | L |
| 54.49923 | 0.001 | 0.001 | L |
| 54.499558 | 0.001 | 0.001 | L |
| 54.5 | 0.001 | 0.001 | H |
| 54.5262 | 0.001 | 0.001 | L |
| 54.5527 | 0.001 | 0.001 | L |
| 54.5799 | 0.001 | 0.001 | L |
| 54.6063 | 0.001 | 0.001 | L |
| 54.89884 | 0.001 | 0.001 | H |
| 55.0 | 0.001 | 0.001 | H |
| 55.2438 | 0.002 | 0.002 | L |
| 55.2575 | 0.002 | 0.002 | L |
| 55.499545 | 0.001 | 0.001 | L |
| 55.5 | 0.001 | 0.001 | H |
| 55.897 | 0.001 | 0.001 | H |
| 56.0 | 0.0005 | 0.0005 | H |
| 56.0 | 0.001 | 0.001 | H |
| 56.001290625 | 0.001 | 0.001 | H |
| 56.00424375 | 0.001 | 0.001 | H |
| 56.3927 | 0.001 | 0.001 | L |
| 56.4194 | 0.001 | 0.001 | L |
| 56.44563 | 0.001 | 0.001 | L |
| 56.44563 | 0.001 | 0.001 | L |
| 56.4726 | 0.001 | 0.001 | L |
| 56.4991 | 0.001 | 0.001 | L |
| 56.499532 | 0.001 | 0.001 | L |
| 56.5 | 0.001 | 0.001 | H |
| 56.5 | 0.0005 | 0.0005 | L |
| 56.5263 | 0.001 | 0.001 | L |
| 56.5527 | 0.001 | 0.001 | L |
| 56.89516 | 0.001 | 0.001 | H |
| 57.0 | 0.001 | 0.001 | H |
| 57.0 | 0.0005 | 0.0005 | L |
| 57.499519 | 0.001 | 0.001 | L |
| 57.5 | 0.001 | 0.001 | H |
| 57.89332 | 0.001 | 0.001 | H |
| 58.0 | 0.001 | 0.001 | H |
| 58.0754125 | 0.001 | 0.001 | H |
| 58.078475 | 0.001 | 0.001 | H |
| 58.3391 | 0.001 | 0.001 | L |
| 58.3658 | 0.001 | 0.001 | L |
| 58.39203 | 0.001 | 0.001 | L |
| 58.39203 | 0.001 | 0.001 | L |
| 58.419 | 0.001 | 0.001 | L |
| 58.4455 | 0.001 | 0.001 | L |
| 58.499506 | 0.001 | 0.001 | L |
| 58.5 | 0.001 | 0.001 | H |
| 58.89148 | 0.001 | 0.001 | H |
| 59.0 | 0.001 | 0.001 | H |
| 59.499493 | 0.001 | 0.001 | L |
| 59.5 | 0.001 | 0.001 | H |
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TABLE VII. (Continued)

| $f_{\mathrm{L}}(\mathrm{Hz})$ | LFS (Hz) | HFS (Hz) | IFO |
| :---: | :---: | :---: | :---: |
| 59.88964 | 0.001 | 0.001 | H |
| 59.926975 | 0.004 | 0.002 | L |
| 60.0 | 0.001 | 0.001 | H |
| 60.0 | 0.06 | 0.06 | H |
| 60.0 | 0.06 | 0.06 | L |
| 60.149534375 | 0.001 | 0.001 | H |
| 60.15270625 | 0.001 | 0.001 | H |
| 60.2855 | 0.001 | 0.001 | L |
| 60.3122 | 0.001 | 0.001 | L |
| 60.33843 | 0.001 | 0.001 | L |
| 60.33843 | 0.001 | 0.001 | L |
| 60.3654 | 0.001 | 0.001 | L |
| 60.3919 | 0.001 | 0.001 | L |
| 60.49948 | 0.001 | 0.001 | L |
| 60.5 | 0.001 | 0.001 | H |
| 60.8878 | 0.001 | 0.001 | H |
| 61.0 | 0.001 | 0.001 | H |
| 61.499467 | 0.001 | 0.001 | L |
| 61.5 | 0.001 | 0.001 | H |
| 62.0 | 0.001 | 0.001 | H |
| 62.22365625 | 0.001 | 0.001 | H |
| 62.2269375 | 0.001 | 0.001 | H |
| 62.28483 | 0.001 | 0.001 | L |
| 62.28483 | 0.001 | 0.001 | L |
| 62.3 | 0.0005 | 0.0005 | L |
| 62.499454 | 0.001 | 0.001 | L |
| 62.5 | 0.001 | 0.001 | H |
| 62.8 | 0.0005 | 0.0005 | L |
| 62.8254 | 0.003 | 0.003 | H |
| 62.8298 | 0.003 | 0.003 | H |
| 63.0 | 0.001 | 0.001 | H |
| 63.499441 | 0.001 | 0.001 | L |
| 63.5 | 0.001 | 0.001 | H |
| 64.0 | 0.0005 | 0.0005 | H |
| 64.0 | 0.001 | 0.001 | H |
| 64.297778125 | 0.001 | 0.001 | H |
| 64.30116875 | 0.001 | 0.001 | H |
| 64.499428 | 0.001 | 0.001 | L |
| 64.5 | 0.001 | 0.001 | H |
| 65.0 | 0.001 | 0.001 | H |
| 65.2 | 0.0005 | 0.0005 | L |
| 65.499415 | 0.001 | 0.001 | L |
| 65.5 | 0.001 | 0.001 | H |
| 65.7 | 0.0005 | 0.0005 | L |
| 66.0 | 0.001 | 0.001 | H |
| 66.3719 | 0.001 | 0.001 | H |
| 66.3754 | 0.001 | 0.001 | H |
| 66.499402 | 0.001 | 0.001 | L |
| 66.5 | 0.001 | 0.001 | H |
| 66.665 | 0.001 | 0.001 | L |
| 67.0 | 0.001 | 0.001 | H |
| 67.499389 | 0.001 | 0.001 | L |
| 67.5 | 0.001 | 0.001 | H |
| 67.6 | 0.0005 | 0.0005 | L |
| 68.0 | 0.001 | 0.001 | H |
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TABLE VII. (Continued)

| $f_{\mathrm{L}}(\mathrm{Hz})$ | LFS (Hz) | HFS (Hz) | IFO |
| :---: | :---: | :---: | :---: |
| 68.1 | 0.0005 | 0.0005 | L |
| 68.499376 | 0.001 | 0.001 | L |
| 68.5 | 0.001 | 0.001 | H |
| 68.6 | 0.0005 | 0.0005 | L |
| 69.0 | 0.001 | 0.001 | H |
| 69.499363 | 0.001 | 0.001 | L |
| 69.5 | 0.001 | 0.001 | H |
| 70.0 | 0.001 | 0.001 | H |
| 70.49935 | 0.001 | 0.001 | L |
| 70.5 | 0.001 | 0.001 | H |
| 71.0 | 0.001 | 0.001 | H |
| 71.0 | 0.0005 | 0.0005 | L |
| 71.499337 | 0.001 | 0.001 | L |
| 71.5 | 0.001 | 0.001 | H |
| 71.5 | 0.0005 | 0.0005 | L |
| 71.91237 | 0.0048 | 0.0024 | L |
| 72.0 | 0.0005 | 0.0005 | H |
| 72.0 | 0.001 | 0.001 | H |
| 72.499324 | 0.001 | 0.001 | L |
| 72.5 | 0.001 | 0.001 | H |
| 73.0 | 0.001 | 0.001 | H |
| 73.499311 | 0.001 | 0.001 | L |
| 73.5 | 0.001 | 0.001 | H |
| 73.9 | 0.0005 | 0.0005 | L |
| 74.0 | 0.001 | 0.001 | H |
| 74.4 | 0.0005 | 0.0005 | L |
| 74.5 | 0.001 | 0.001 | H |
| 75.0 | 0.001 | 0.001 | H |
| 75.5 | 0.001 | 0.001 | H |
| 76.0 | 0.001 | 0.001 | H |
| 76.3 | 0.0005 | 0.0005 | L |
| 76.3235 | 0.001 | 0.001 | H |
| 76.3235 | 0.001 | 0.001 | H |
| 76.411925 | 0.001 | 0.001 | H |
| 76.5 | 0.001 | 0.001 | H |
| 76.50035 | 0.001 | 0.001 | H |
| 76.588775 | 0.001 | 0.001 | H |
| 76.6772 | 0.001 | 0.001 | H |
| 76.75 | 0.001 | 0.001 | L |
| 76.765625 | 0.001 | 0.001 | H |
| 76.8 | 0.0005 | 0.0005 | L |
| 76.85405 | 0.001 | 0.001 | H |
| 76.942475 | 0.001 | 0.001 | H |
| 77.0 | 0.001 | 0.001 | H |
| 77.0309 | 0.001 | 0.001 | H |
| 77.119325 | 0.001 | 0.001 | H |
| 77.20775 | 0.001 | 0.001 | H |
| 77.296175 | 0.001 | 0.001 | H |
| 77.3 | 0.0005 | 0.0005 | L |
| 77.3846 | 0.001 | 0.001 | H |
| 77.473025 | 0.001 | 0.001 | H |
| 77.5 | 0.001 | 0.001 | H |
| 77.56145 | 0.001 | 0.001 | H |
| 77.749975 | 0.001 | 0.001 | L |
| 78.0 | 0.001 | 0.001 | H |
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TABLE VII. (Continued)

| $f_{\mathrm{L}}(\mathrm{Hz})$ | LFS (Hz) | HFS (Hz) | IFO |
| :---: | :---: | :---: | :---: |
| 78.5 | 0.001 | 0.001 | H |
| 78.74995 | 0.001 | 0.001 | L |
| 79.0 | 0.001 | 0.001 | H |
| 79.2 | 0.0005 | 0.0005 | L |
| 79.5 | 0.001 | 0.001 | H |
| 79.7 | 0.0005 | 0.0005 | L |
| 79.749925 | 0.001 | 0.001 | L |
| 80.0 | 0.0005 | 0.0005 | H |
| 80.0 | 0.001 | 0.001 | H |
| 80.5 | 0.001 | 0.001 | H |
| 80.7499 | 0.001 | 0.001 | L |
| 81.0 | 0.001 | 0.001 | H |
| 81.5 | 0.001 | 0.001 | H |
| 81.749875 | 0.001 | 0.001 | L |
| 82.0 | 0.001 | 0.001 | H |
| 82.1 | 0.0005 | 0.0005 | L |
| 82.5 | 0.001 | 0.001 | H |
| 82.6 | 0.0005 | 0.0005 | L |
| 82.74985 | 0.001 | 0.001 | L |
| 83.0 | 0.001 | 0.001 | H |
| 83.5 | 0.001 | 0.001 | H |
| 83.749825 | 0.001 | 0.001 | L |
| 83.897765 | 0.0056 | 0.0028 | L |
| 84.0 | 0.001 | 0.001 | H |
| 84.5 | 0.001 | 0.001 | H |
| 84.7498 | 0.001 | 0.001 | L |
| 85.0 | 0.001 | 0.001 | H |
| 85.0 | 0.0005 | 0.0005 | L |
| 85.5 | 0.001 | 0.001 | H |
| 85.5 | 0.0005 | 0.0005 | L |
| 85.749775 | 0.001 | 0.001 | L |
| 86.0 | 0.001 | 0.001 | H |
| 86.5 | 0.001 | 0.001 | H |
| 86.74975 | 0.001 | 0.001 | L |
| 87.0 | 0.001 | 0.001 | H |
| 87.5 | 0.001 | 0.001 | H |
| 87.749725 | 0.001 | 0.001 | L |
| 87.9 | 0.0005 | 0.0005 | L |
| 88.0 | 0.0005 | 0.0005 | H |
| 88.0 | 0.001 | 0.001 | H |
| 88.4 | 0.0005 | 0.0005 | L |
| 88.5 | 0.001 | 0.001 | H |
| 88.7497 | 0.001 | 0.001 | L |
| 89.0 | 0.001 | 0.001 | H |
| 89.5 | 0.001 | 0.001 | H |
| 89.749675 | 0.001 | 0.001 | L |
| 90.0 | 0.001 | 0.001 | H |
| 90.3 | 0.0005 | 0.0005 | L |
| 90.5 | 0.001 | 0.001 | H |
| 90.74965 | 0.001 | 0.001 | L |
| 90.8 | 0.0005 | 0.0005 | L |
| 91.0 | 0.001 | 0.001 | H |
| 91.3 | 0.0005 | 0.0005 | L |
| 91.5 | 0.001 | 0.001 | H |
| 91.749625 | 0.001 | 0.001 | L |
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TABLE VII. (Continued)

| $f_{\mathrm{L}}(\mathrm{Hz})$ | LFS $(\mathrm{Hz})$ | HFS $(\mathrm{Hz})$ | IFO |
| :--- | :--- | :--- | :--- |
| 92.0 | 0.001 | 0.001 | H |
| 92.5 | 0.001 | 0.001 | H |
| 92.7496 | 0.001 | 0.001 | L |
| 93.0 | 0.001 | 0.001 | H |
| 93.5 | 0.001 | 0.001 | H |
| 93.7 | 0.0005 | 0.0005 | L |
| 93.749575 | 0.001 | 0.001 | L |
| 94.0 | 0.001 | 0.001 | H |
| 94.2 | 0.0005 | 0.0005 | L |
| 94.2381 | 0.003 | 0.003 | H |
| 94.2447 | 0.003 | 0.003 | H |
| 94.5 | 0.001 | 0.001 | H |
| 94.74955 | 0.001 | 0.001 | L |
| 95.0 | 0.001 | 0.001 | H |
| 95.5 | 0.001 | 0.001 | H |
| 95.749525 | 0.001 | 0.001 | L |
| 95.88316 | 0.0064 | 0.0032 | L |
| 96.0 | 0.0005 | 0.0005 | H |
| 96.0 | 0.001 | 0.001 | H |
| 96.5 | 0.001 | 0.001 | H |
| 96.6 | 0.0005 | 0.0005 | L |
| 96.7495 | 0.001 | 0.001 | L |
| 97.0 | 0.001 | 0.001 | H |
| 97.1 | 0.0005 | 0.0005 | L |
| 97.5 | 0.001 | 0.001 | H |
| 97.749475 | 0.001 | 0.001 | L |
| 98.0 | 0.001 | 0.001 | H |
| 98.5 | 0.001 | 0.001 | H |
| 98.74945 | 0.001 | 0.001 | L |
| 99.0 | 0.001 | 0.001 | H |
| 99.0 | 0.0005 | 0.0005 | L |
| 99.5 | 0.001 | 0.001 | H |
| 99.5 | 0.0005 | 0.0005 | L |
| 99.749425 | 0.001 | 0.001 | L |
| 99.9989 | 0.001 | 0.001 | H |
| 100.0 | 0.001 | 0.001 | H |
|  |  |  |  |
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## 3. $50-\mathrm{mHz}$ signal-frequency bands where the upper limit value does not hold

## See Table VII

TABLE VIII. $50-\mathrm{mHz}$ search-frequency bands that are excluded from the results. Bands are excluded from the results if they were identified as disturbed based on visual inspection (D), if they were identified as mildly disturbed based on visual inspection then excluded later in the analysys (M), if they contained a hardware injection (I), or where the results were produced from entirely fake data as detailed in Table I (C). Bands labeled D, C, or I are excluded from the analysis.

| Start band | Band <br> type | Start band | Band type | Start band | Band type | Start band | Band type |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 20.40 | M | 20.90 | D | 20.80 | M | 21.45 | M |
| 22.40 | D | 23.90 | M | 24.45 | D | 24.20 | M |
| 25.25 | M | 25.60 | M | 26.05 | M | 26.90 | M |
| 27.50 | D | 27.45 | M | 27.85 | D | 27.55 | M |
| 28.55 | D | 28.90 | M | 29.15 | D | 30.60 | D |
| 30.85 | M | 31.10 | M | 31.40 | I | 31.75 | M |
| 32.35 | M | 32.90 | M | 33.05 | M | 34.80 | M |
| 34.60 | C | 34.65 | C | 34.70 | C | 34.75 | C |
| 35.20 | C | 35.25 | C | 35.30 | C | 35.35 | C |
| 35.70 | M | 35.80 | C | 35.85 | C | 35.90 | C |
| 35.95 | C | 36.60 | M | 36.60 | C | 36.65 | C |
| 36.70 | C | 36.75 | C | 37.25 | M | 39.75 | M |
| 40.20 | M | 40.85 | D | 42.80 | M | 43.65 | M |
| 44.70 | D | 44.65 | M | 45.30 | D | 45.35 | M |
| 46.90 | M | 47.65 | M | 48.95 | M | 50.25 | M |
| 51.00 | M | 52.30 | M | 52.60 | M | 52.80 | I |
| 53.05 | M | 54.70 | M | 55.05 | M | 55.60 | M |
| 56.80 | D | 57.10 | M | 58.95 | M | 59.50 | M |
| 59.55 | M | 59.95 | C | 60.00 | C | 61.00 | M |
| 61.05 | M | 62.45 | D | 62.05 | M | 66.65 | M |
| 74.50 | D | 74.45 | M | 75.00 | M | 76.60 | D |
| 76.65 | M | 83.30 | M | 85.80 | M | 89.40 | D |
| 89.35 | M | 90.00 | M | 99.95 | D |  |  |
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#### Abstract

We report results of a deep all-sky search for periodic gravitational waves from isolated neutron stars in data from the S6 LIGO science run. The search was possible thanks to the computing power provided by the volunteers of the Einstein@Home distributed computing project. We find no significant signal candidate and set the most stringent upper limits to date on the amplitude of gravitational wave signals from the target population. At the frequency of best strain sensitivity, between 170.5 and 171 Hz we set a $90 \%$ confidence upper limit of $5.5 \times 10^{-25}$, while at the high end of our frequency range, around 505 Hz , we achieve upper limits $\simeq 10^{-24}$. At 230 Hz we can exclude sources with ellipticities greater than $10^{-6}$ within 100 pc of Earth with fiducial value of the principal moment of inertia of $10^{38} \mathrm{~kg} \mathrm{~m}^{2}$. If we assume a higher (lower) gravitational wave spin-down we constrain farther (closer) objects to higher (lower) ellipticities
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## I. INTRODUCTION

In this paper we report the results of a deep all-sky Einstein@Home [1] search for continuous, nearly monochromatic gravitational waves (GWs) in data from LIGO's sixth science (S6) run. A number of all-sky searches have been carried out on LIGO data, [2-11], of which [5,7,10] also ran on Einstein@Home. The search presented here covers frequencies from 50 Hz through 510 Hz and frequency derivatives from $3.39 \times 10^{-10} \mathrm{~Hz} / \mathrm{s}$ through $-2.67 \times 10^{-9} \mathrm{~Hz} / \mathrm{s}$. In this range we establish the most constraining gravitational wave amplitude upper limits to date for the target signal population.

## II. LIGO INTERFEROMETERS AND THE DATA USED

The LIGO gravitational wave network consists of two observatories, one in Hanford (WA) and the other in Livingston (LA) separated by a $3000-\mathrm{km}$ baseline [12]. The last science run (S6) [13] of this network before the upgrade towards the advanced LIGO configuration [14] took place between July 2009 and October 2010. The analysis in this paper uses a subset of this data: from GPS 949469977 (2010 Feb 6 05:39:22 UTC) through GPS 971529850 (2010 Oct 19 13:23:55 UTC), selected for good strain sensitivity [15]. Since interferometers sporadically fall out of operation ("lose lock") due to environmental or

[^32]instrumental disturbances or for scheduled maintenance periods, the data set is not contiguous and each detector has a duty factor of about $50 \%$ [16].

As done in [7], frequency bands known to contain spectral disturbances have been removed from the analysis. Actually, the data has been substituted with Gaussian noise with the same average power as that in the neighboring and undisturbed bands. Table III identifies these bands.

## III. THE SEARCH

The search described in this paper targets nearly monochromatic gravitational wave signals as described for example by Eqs. 1-4 of [7]. Various emission mechanisms could generate such a signal as reviewed in Sec. II A of [11]. In interpreting our results we will consider a spinning compact object with a fixed, nonaxisymmetric mass quadrupole, described by an ellipticity $\epsilon$.

We perform a stack-slide type of search using the GCT (Global Correlation Transform) method [17,18]. In a stackslide search the data is partitioned in segments and each segment is searched with a matched-filter method [19]. The results from these coherent searches are combined by summing (stacking) the detection statistic values from the segments (sliding), one per segment $\left(\mathcal{F}_{i}\right)$, and this determines the value of the core detection statistic:

$$
\begin{equation*}
\overline{\mathcal{F}}:=\frac{1}{N_{\mathrm{seg}}} \sum_{i=1}^{N_{\text {seg }}} \mathcal{F}_{i} . \tag{1}
\end{equation*}
$$

There are different ways to combine the single-segment $\mathcal{F}_{i}$ values, but independently of the way that this is done, this type of search is usually referred to as a "semicoherent
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search". So stack-slide searches are a type of semicoherent search. Important variables for this type of search are the coherent time baseline of the segments $T_{\text {coh }}$, the number of segments used $N_{\text {seg }}$, the total time spanned by the data $T_{\text {obs }}$, the grids in parameter space and the detection statistic used to rank the parameter space cells. For a stack-slide search in Gaussian noise, $N_{\text {seg }} \times 2 \overline{\mathcal{F}}$ follows a $\chi_{4 N_{\text {seg }}}^{2}$ chi-squared distribution with $4 N_{\text {seg }}$ degrees of freedom. These parameters are summarized in Table I. The grids in frequency and spin-down are each described by a single parameter, the grid spacing, which is constant over the search range. The same frequency grid spacings are used for the coherent searches over the segments and for the incoherent summing. The spin-down spacing for the incoherent summing, $\dot{\delta f}$, is finer than that used for the coherent searches, $\delta \dot{f}_{c}$, by a factor $\gamma$. The notation used here is consistent with that used in previous observational papers [20] and in the GCT methods papers cited above.
The sky grid is the union of two grids: one is uniform over the projection of the celestial sphere onto the equatorial plane, and the tiling (in the equatorial plane) is approximately square with sides of length

$$
\begin{equation*}
d\left(m_{\text {sky }}\right)=\frac{1}{f} \frac{\sqrt{m_{\text {sky }}}}{\pi \tau_{E}}, \tag{2}
\end{equation*}
$$

with $m_{\text {sky }}=0.3$ and $\tau_{E} \simeq 0.021 \mathrm{~s}$ being half of the light travel time across the Earth. As was done in [7], the skygrids are constant over 10 Hz bands and the spacings are the ones associated through Eq. (2) to the highest frequency $f$ in the range. The other grid is limited to the equatorial region ( $0 \leq \alpha \leq 2 \pi$ and $-0.5 \leq \delta \leq 0.5$ ), with constant right ascension $\alpha$ and declination $\delta$ spacings equal to $d(0.3)$-see Fig. 1. The reason for the equatorial "patching" with a denser sky grid is to improve the sensitivity of the search: the sky resolution actually depends on the ecliptic latitude and the uniform equatorial grid underresolves particularly in the equatorial region. The resulting number of templates used to search 50 mHz bands as a function of frequency is shown in Fig. 2.

The search is split into work-units (WUs) sized to keep the average Einstein@Home volunteer computer busy for about six hours. Each WU searches a 50 mHz band, the

TABLE I. Search parameters rounded to the first decimal figure. $T_{\text {ref }}$ is the reference time that defines the frequency and frequency derivative values.

| $T_{\text {coh }}$ | 60 hours |
| :--- | :---: |
| $T_{\text {ref }}$ | 960499913.5 GPS sec |
| $N_{\text {seg }}$ | 90 |
| $\delta f$ | $1.6 \times 10^{-6} \mathrm{~Hz}$ |
| $\delta \dot{f}_{c}$ | $5.8 \times 10^{-11} \mathrm{~Hz} / \mathrm{s}$ |
| $\gamma$ | 230 |
| $m_{\text {sky }}$ | $0.3+$ equatorial patch |
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FIG. 1. Polar plots ( $r, \theta$ plots with $\theta=\alpha$ and $r=\cos \delta$ ) of the grid points in the northern equatorial hemisphere sky for the band $50-60 \mathrm{~Hz}$ (left panel) and for the band $110-120 \mathrm{~Hz}$ (right panel). $\alpha$ is the right ascension coordinate and $\delta$ the declination coordinate. One can clearly see the higher density in the $-0.5 \leq \delta \leq 0.5$ equatorial region and the higher density $\left(\propto f^{2}\right)$ of grid points at higher frequencies. The southern hemispheres looks practically identical to the respective northern ones.
entire spin-down range and 13 points in the sky, corresponding to $4.9 \times 10^{9}$ templates out of which it returns only the top 3000 . A total of 12.7 million WUs are necessary to cover the entire parameter space. The total number of templates searched is $6.3 \times 10^{16}$.

## A. The ranking statistic

The search was actually carried out in separate Einstein@Home runs that used different ranking statistics to define the top-candidate-list, reflecting different stages in the development of a detection statistic robust with respect


FIG. 2. Number of searched templates in 50 mHz bands. The variation with frequency is due to the increasing sky resolution. $N_{f} \times N_{f} \sim 3.7 \times 10^{8}$, where $N_{f}$ and $N_{f}$ are the number of $f$ and $\dot{f}$ templates searched in 50 mHz bands. The total number of templates searched between 50 and 510 Hz is $6.3 \times 10^{16}$.

## RESULTS OF THE DEEPEST ALL-SKY SURVEY FOR ...

to spectral lines in the data [21]. In particular, three ranking statistics were used: the average $2 \mathcal{F}$ statistic over the segments, $2 \overline{\mathcal{F}}$, which in essence at every template point is the likelihood of having a signal with the shape given by the template versus having Gaussian noise; the line-veto statistic $\hat{O}_{\text {SL }}$ which is the odds ratio of having a signal versus having a spectral line; and a general line-robust statistic, $\hat{O}_{\text {SGL }}$, that tests the signal hypothesis against a Gaussian noise + spectral line noise model. Such a statistic can match the performance of both the standard average $2 \overline{\mathcal{F}}$ statistic in Gaussian noise and the line-veto statistic in presence of single-detector spectral disturbances and statistically outperforms them when the noise is a mixture of both [21].

We combine the $2 \overline{\mathcal{F}}$-ranked results with the $\hat{O}_{\text {SL }}$-ranked results to produce a single list of candidates ranked according to the general line-robust statistic $\hat{O}_{\text {SGL }}$. We now explain how this is achieved. Alongside the detection statistic value and the parameter space cell coordinates of each candidate, the Einstein@Home application also returns the single-detector $2 \overline{\mathcal{F}}^{X}$ values (" $X$ " indicates the detector). These are used to compute, for every candidate of any run, the $\hat{O}_{\text {SGL }}$ through Eq. 61 of [21]

$$
\begin{align*}
\ln \hat{O}_{\mathrm{SGL}}= & \ln \hat{o}_{\mathrm{SL}}+\hat{\mathcal{F}}-\hat{\mathcal{F}}_{\max }^{\prime \prime} \\
& -\ln \left(\mathrm{e}^{\hat{\mathcal{F}}_{*}-\hat{\mathcal{F}}_{\max }^{\prime \prime}}+\left\langle\hat{r}^{X} \mathrm{e}^{\hat{\mathcal{F}}^{X}-\hat{\mathcal{F}}_{\max }^{\prime \prime}}\right\rangle\right) \tag{3}
\end{align*}
$$

with the angle-brackets indicating the average with respect to detectors $(X)$ and

$$
\begin{gather*}
\hat{\mathcal{F}}=N_{\mathrm{seg}} \overline{\mathcal{F}}  \tag{4}\\
\hat{\mathcal{F}}^{X}=N_{\mathrm{seg}} \overline{\mathcal{F}}^{X}  \tag{5}\\
\hat{\mathcal{F}}_{\max }^{\prime \prime} \equiv \max \left(\hat{\mathcal{F}}_{*}, \hat{\mathcal{F}}^{X}+\ln \hat{r}^{X}\right)  \tag{6}\\
\hat{\mathcal{F}}_{*} \equiv \hat{\mathcal{F}}_{*}^{(0)}-\ln \hat{o}_{\mathrm{LG}}  \tag{7}\\
\hat{\mathcal{F}}_{*}^{(0)} \equiv \ln c_{*}^{N_{\text {seg }} \quad \text { with } \quad c_{*} \text { set to } 20.64}  \tag{8}\\
\hat{o}_{\mathrm{LG}}=\sum_{X} \hat{o}_{\mathrm{LG}}^{X}  \tag{9}\\
\hat{r}^{X} \equiv \frac{\hat{o}_{\mathrm{LG}}^{X}}{\hat{o}_{\mathrm{LG}} / N_{\mathrm{det}}}  \tag{10}\\
\hat{p}_{\mathrm{L}} \equiv \frac{\hat{o}_{\mathrm{LG}}}{1+\hat{o}_{\mathrm{LG}}}, \tag{11}
\end{gather*}
$$

where $\hat{o}_{\mathrm{LG}}^{X}$ is the assumed prior probability of a spectral line occurring in any frequency bin of detector $\mathrm{X}, \hat{p}_{\mathrm{L}}$ is the line prior estimated from the data, $N_{\text {det }}=2$ is the number of detectors, and $\hat{o}_{\text {SL }}$ is an assumed prior probability of a line
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being a signal (set arbitrarily to 1 ; its specific value does not affect the ranking statistic). Following the reasoning of Eq. 67 of [21], with $N_{\text {seg }}=90$ we set $c_{*}=20.64$ corresponding to a Gaussian false-alarm probability of $10^{-9}$ and an average $2 \overline{\mathcal{F}}$ transition scale of $\sim 6\left(\mathcal{F}_{*}^{(0)} \sim 3\right)$. The $\hat{o}_{\mathrm{LG}}^{X}$ values are estimated from the data as described in Sec. VI. A of [21] in $50-\mathrm{mHz}$ bands with a normalized-SFT-power threshold $\quad \mathcal{P}_{\mathrm{thr}}^{X}=\mathcal{P}_{\text {thr }}\left(p_{\mathrm{FA}}=10^{-9}, N_{\mathrm{SFT}}^{X} \sim 6000\right) \approx 1.08$. For every 50 mHz band the list of candidates from the $2 \overline{\mathcal{F}}$-ranked run is merged with the list from the $\hat{O}_{\text {SL }}$-ranked run and duplicate candidates are considered only once. The resulting list is ranked by the newly computed $\hat{O}_{\text {SGL }}$ and the top 3000 candidates are kept. This is our result-set, and it is treated in a manner that is very similar to [3].

## B. Identification of undisturbed bands

Even after the removal of disturbed data caused by spectral artifacts of known origin, the statistical properties of the results are not uniform across the search band. In what follows we concentrate on the subset of the signalfrequency bands having reasonably uniform statistical properties. This still leaves us with the majority of the search parameter space while allowing us to use methods that rely on theoretical modeling of the significance in the statistical analysis of the results. Our classification of "clean" vs "disturbed" bands has no pretence of being strictly rigorous, because strict rigor here is neither useful nor practical. The classification serves the practical purpose of discarding from the analysis regions in parameter space with evident disturbances and must not dismiss real signals. The classification is carried out in two steps: a visual inspection and a refinement on the visual inspection.

The visual inspection is performed by three scientists who each look at various distributions of the detection statistics over the entire sky and spin-down parameter space in 50 mHz bands. They rank each band with an integer score $0,1,2,3$ ranging from "undisturbed" $(0)$ to "disturbed" (3). A band is considered "undisturbed" if all three rankings are 0 . The criteria agreed upon for ranking are that the distribution of detection statistic values should not show a visible trend affecting a large portion of the $f-\dot{f}$ plane and, if outliers exist in a small region, outside this region the detection statistic values should be within the expected ranges. Figure 3 shows the $\hat{O}_{\text {SGL }}$ for three bands: two were marked as undisturbed and the other as disturbed. One of the bands contains the $f-\dot{f}$ parameter space that harbors a fake signal injected in the data to verify the detection pipelines. The detection statistic is elevated in a small region around the signal parameters. The visual inspection procedure does not mark as disturbed bands with such features.

Based on this visual inspection $13 \%$ of the bands between 50 and 510 Hz are marked as "disturbed". Of these, $34 \%$ were given by all visual inspectors rankings
B. P. ABBOTT et al.


FIG. 3. On the z-axis and color-coded is the $\hat{O}_{\text {SGL }}$ in three 50 mHz bands. The top band was marked as "undisturbed". The middle band is an example of a "disturbed band". The bottom band is an example of an "undisturbed band" but containing a signal, a fake one, in this case.
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smaller than 3 , i.e. they were only marginally disturbed. Further inspection "rehabilitated" $42 \%$ of these. As a result of this refinement in the selection procedure we exclude from the current analysis $11 \%$ of the searched frequencies (Table IV).

Figure 4 shows the highest values of the detection statistic in half-Hz signal-frequency bands compared to the expectations. The set of candidates that the highest detection statistic values are picked from, does not include the 50 mHz signal-frequency bands that stem entirely from fake data, from the cleaning procedure, or that were marked as disturbed. In this paper we refer to the candidates with the highest value of the detection statistic as the loudest candidates.

The loudest expected value over $N_{\text {trials }}$ independent trials of $2 \overline{\mathcal{F}}$ is determined ${ }^{1}$ by numerical integration of the probability density function given, for example, by Eq. 7 of [20]. For this search, we estimate that $N_{\text {trials }} \simeq 0.87 N_{\text {templ }}$, with $N_{\text {templ }}$ being the number of templates searched.

As a uniform measure of significance of the highest $2 \overline{\mathcal{F}}$ value across bands that were searched with different values of $N_{\text {trials }}$ we introduce the critical ratio CR defined as the deviation of the measured highest $2 \overline{\mathcal{F}}$ from the expected value, measured in units of the standard deviation

$$
\begin{equation*}
\mathrm{CR}:=\frac{2 \overline{\mathcal{F}}_{\text {meas }}-2 \overline{\mathcal{F}}_{\text {exped }}}{\sigma_{\text {exped }}} \tag{12}
\end{equation*}
$$

The highest and most significant detection statistic value from our search is $2 \overline{\mathcal{F}}=8.6$ at a frequency of about 52.76 Hz with a $\mathrm{CR}=29$. This is due to a fake signal. The second highest value of the detection statistic is 7.04 at a frequency of about 329.01 Hz corresponding to a CR of 4.6. The second highest-CR candidate has a $2 \overline{\mathcal{F}}$ of 6.99 , is


FIG. 4. Highest values of $2 \overline{\mathcal{F}}$ in every half- Hz band as a function of band frequency. Since the number of templates increases with frequency so does the loudest $2 \overline{\mathcal{F}}$.
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FIG. 5. Highest values of the significance (CR) in every half-Hz band as a function of band frequency. Since the significance folds in the expected value for the loudest $2 \overline{\mathcal{F}}$ and its standard deviation, the significance of the loudest in noise does not increase with frequency. Our results are consistent with this expectation.
at 192.16 Hz and has a $\mathrm{CR}=4.8$. The CR values are plotted in Fig. 5, and the distribution in Fig. 6.

Sorting loudest candidates from half- Hz bands according to detection statistic values is not the same as sorting them according to CR. The reason for this is that the number of templates is not the same for all half- Hz bands. This is due to the grid spacings decreasing with frequency (Eq. (2) and to the fact that, as previously explained, some 50 mHz bands have been excluded from the current analysis and hence some half- Hz bands comprise results from fewer than ten 50 mHz bands. Figure 7 gives the fill-level of each half -Hz band, i.e. how many 50 mHz bands have contributed candidates to the analysis out of ten. We use the CR as
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FIG. 7. The fraction of 50 mHz bands (in signal frequency) which contribute to the results in every half- Hz band. As explained in the text, some bands are excluded because they are all from fake data or because they are marked as disturbed by the visual inspection. The list of excluded bands is given in Table IV.
a measure of the significance because it folds in correctly the effect of varying number of templates in the halfHz bands.

After excluding the candidate due to the fake signal, in this data we see no evidence of a signal: the distribution of $p$ values associated with every measured half- Hz band loudest is consistent with what we expect from noise-only across the measured range (Fig. 8). In particular we note two things: 1) the two candidates at $\mathrm{CR}=4.6$ and $\mathrm{CR}=4.8$ are not significant when we consider how many half- Hz bands we have searched, and 2) there is no population of low significance candidates deviating from the expectation of the noise-only case. The $p$ value for the loudest measured in any half- Hz band searched with an


FIG. 8. p values for the loudest in half- Hz bands of our data (histogram bars) and expected distribution of pure noise data for reference (black markers).

FIG. 6. Histogram of the highest values of the significance CR in every half- Hz band.
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effective number of independent trials $N_{\text {trials }}=0.87 N_{\text {trials }}$ is obtained by integrating Eq. 6 of [20] between the observed value and infinity.

## IV. UPPER LIMITS

The search did not reveal any continuous gravitational wave signal in the parameter volume that was searched. We hence set frequentist upper limits on the maximum gravitational wave amplitude consistent with this null result in half- Hz bands: $h_{0}^{90 \%}(\mathrm{f}) . h_{0}^{90 \%}(\mathrm{f})$ is the GW amplitude such that $90 \%$ of a population of signals with parameter values in our search range would have produced a candidate louder than what was observed by our search. This is the criterion hereafter referred to as "detection".

Evaluating these upper limits with injection-andrecovery Monte Carlo simulations in every half- Hz band is too computationally intensive. So we perform them in a subset of 50 bands and infer the upper limit values in the other bands from these. The 50 bands are evenly spaced in the search frequency range. For each band $j=1 \ldots 50$, we measure the $90 \%$ upper limit value corresponding to different detection criteria. The different detection criteria are defined by different CR values for the assumed
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measured loudest. The first CR bin, $\mathrm{CR}_{0}$, is for CR values equal to or smaller than 0 , the next bins are for $i<\mathrm{CR}_{i} \leq$ $(i+1)$ with $i=1 \ldots 5$. Correspondingly we have $h_{0, \mathrm{CR}_{i}}^{90 \%, j}$ for each band. For every detection criteria and every band we determine the sensitivity depth [22], and by averaging these sensitivity depths over the bands we derive a sensitivity depth for every detection criteria: $\mathcal{D}_{\mathrm{CR}_{i}}^{90 \%}=1 / 50 \sum_{j} \mathcal{D}_{\mathrm{CR}_{i}}^{90 \%, j}$. We use these to set upper limits in the bands $k$ where we have not performed injection-and-recovery simulations as

$$
\begin{equation*}
h_{0}^{90 \%}\left(f_{k}\right)=\frac{\sqrt{S_{h}\left(f_{k}\right)}}{\mathcal{D}_{\mathrm{CR}_{i}(k)}^{90 \%}} \tag{13}
\end{equation*}
$$

where $\mathrm{CR}_{i}(k)$ is the significance bin of the loudest candidate of the $k$ th band and $S_{h}\left(f_{k}\right)$ the power spectral density of the data (measured in $1 / \sqrt{\mathrm{Hz}}$ ). The values of the sensitivity depths range between $\mathcal{D}_{\mathrm{CR}_{6}}^{90 \%} \simeq 33(1 / \sqrt{\mathrm{Hz}})$ and $\mathcal{D}_{\mathrm{CR}_{0}}^{90 \%} \simeq 37(1 / \sqrt{\mathrm{Hz}})$. The uncertainties on the upper limit values introduced by this procedure are $\simeq 10 \%$ of the nominal upper limit value. We represent this uncertainty as a shaded region around the upper limit values in Fig. 9. The upper limit values are also provided in tabular form in the


FIG. 9. $90 \%$ confidence upper limits on the gravitational wave amplitude of signals with frequency within half-Hz bands, from the entire sky and within the spin-down range of the search. The light red markers denote half-Hz bands where the upper limit value does not hold for all frequencies in that interval. A list of the excluded frequencies is given in the Appendix. Although not obvious from the figure, due to the quality of the data we were not able to analyze the data in some half- Hz bands, so there are some points missing in the plot. For reference we also plot the upper limit results from two searches: one on the same data (Powerflux) [2] and on contemporary data from the Virgo detector (frequency Hough) [4]. The Powerflux points are obtained by rescaling the best (crosses) and worst-case (dots) upper limit values as explained in the text. It should be noted that the Powerflux upper limits are set at $95 \%$ rather than $90 \%$ but refer to 0.25 Hz bands rather than half- Hz .
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Appendix in Table II. We do not set upper limits in half-Hz bands where the results are entirely produced with fake data inserted by the cleaning procedure described in Sec. II. Upper limits for such bands will not appear in Table II nor in Fig. 9. There also exist 50 mHz bands that include contributions from fake data as a result of the cleaning procedure or that have been excluded from the analysis because they were marked as disturbed by the visual inspection procedure described in Sec. III B. We mark the half- Hz bands which host these 50 mHz bands with a different colour (light red) in Fig. 9. In Table IV in the Appendix we provide a complete list of such $50-\mathrm{mHz}$ bands because the upper limit values do not apply to those $50-\mathrm{mHz}$ bands. Finally we note that, due to the cleaning procedure, there exist signal frequency bands where the search results might have contributions from fake data. We list these signal-frequency ranges in Table V. For completeness this table also contains the cleaned bands of Table IV, under the column header "all fake data".

## V. CONCLUSIONS

Our upper limits are the tightest ever placed for this set of target signals. The smallest value of the GW amplitude upper limit is $5.5 \times 10^{-25}$ in the band $170.5-171 \mathrm{~Hz}$. Figure 9 shows the upper limit values as a function of search frequency. We also show the upper limits from [2], another all-sky search on S6 data, rescaled according to [23] to enable a direct comparison with ours. Under the assumption that the sources are uniformly distributed in space, our search probes a volume in space a few times larger than that of [2]. It should however be noted that [2]
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examines a much broader parameter space than the one presented here. The Virgo VSR2 and VSR4 science runs were contemporary to the S6 run and more sensitive at low frequency with respect to LIGO. The Virgo data were analyzed in search of continuous signals from the whole sky in the frequency range $20-128 \mathrm{~Hz}$ and a narrower spindown range than that covered here, with $|\dot{f}| \leq 10^{-10} \mathrm{~Hz} / \mathrm{s}$ [4]. Our sensitivity is comparable to that achieved by that search and improves on it above 80 Hz .

Following [24], we define the fraction $x$ of the spin-down rotational energy emitted in gravitational waves. The star's ellipticity necessary to sustain such emission is

$$
\begin{equation*}
\epsilon(f, x \dot{f})=\sqrt{\frac{5 c^{5}}{32 \pi^{4} G} \frac{x \dot{f}}{I f^{5}}}, \tag{14}
\end{equation*}
$$

where $c$ is the speed of light, $G$ is the gravitational constant, $f$ is the GW frequency and $I$ the principal moment of inertia of the star. Correspondingly, $x f$ is the spin-down rate that accounts for the emission of GWs, and this is why we refer to it as the GW spin-down. The gravitational wave amplitude $h_{0}$ at the detector coming from a GW source like that of Eq. (14), at a distance $D$ from Earth is

$$
\begin{equation*}
h_{0}(f, \dot{x f}, D)=\frac{1}{D} \sqrt{\frac{5 G I}{2 c^{3}} \frac{x \dot{f}}{f}} \tag{15}
\end{equation*}
$$

Based on this last equation, we can use our GW amplitude upper limits to bound the minimum distance for compact objects emitting continuous gravitational waves under different assumptions on the object's ellipticity (i.e.


FIG. 10. Gravitational wave amplitude upper limits recast as curves in the $f-x|\dot{f}|$ plane for sources at given distances and having assumed $I=10^{38} \mathrm{~kg} \mathrm{~m}^{2} . f$ is the signal frequency and $x|\dot{f}|$ is the gravitational-wave spin-down, i.e. the fraction of the actual spin-down that accounts for the rotational energy loss due to GW emission. Superimposed are curves of constant ellipticity $\epsilon\left(f, \dot{f} \mid I=10^{38} \mathrm{~kg} \mathrm{~m}^{2}\right)$. The dotted line at $|\dot{f}|_{\text {max }}$ indicates the maximum magnitude of searched spin-down.
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gravitational wave spin-down). This is shown in Fig. 10. We find that for most frequencies above 230 Hz our upper limits exclude compact objects with ellipticities of $10^{-6} \sqrt{\frac{10^{38} \mathrm{~kg} \mathrm{~m}^{2}}{I}}$ (corresponding to GW spin-downs between $10^{-12} \mathrm{~Hz} / \mathrm{s}$ and $10^{-11} \mathrm{~Hz} / \mathrm{s}$ ) within 100 pc of Earth. Both the ellipticity and the distance ranges span absolutely plausible values and could not have been excluded with other measurements.

We expect the methodology used in this search to serve as a template for the assessment of Einstein@Home run results in the future, for example the next Einstein@Home run, using advanced LIGO data that is being processed as this paper is written. Results of searches for continuous wave signals could also be mined further, probing subthreshold candidates with a hierarchical series of follow-up searches. This is not the topic of this paper and might be pursued in a forthcoming publication.
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## 1. Upper limit values

TABLE II. First frequency of each half Hz signal frequency band in which we set upper limits and upper limit value for that band.

| $f($ in Hz$)$ | $h_{0}^{90 \%} \times 10^{25}$ | $f$ (in Hz $)$ | $h_{0}^{90 \%} \times 10^{25}$ | $f($ in Hz$)$ | $h_{0}^{90 \%} \times 10^{25}$ | $f($ in Hz $)$ | $h_{0}^{90 \%} \times 10^{25}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| 50.063 | $70.3 \pm 12.8$ | 50.563 | $68.4 \pm 12.5$ | 51.063 | $69.3 \pm 12.6$ | 51.563 | $67.5 \pm 12.4$ |
| 52.063 | $66.9 \pm 12.2$ | 53.063 | $57.6 \pm 10.5$ | 53.563 | $58.9 \pm 10.9$ | 54.063 | $55.3 \pm 10.1$ |
| 54.563 | $54.0 \pm 9.9$ | 55.063 | $55.7 \pm 10.2$ | 55.563 | $53.3 \pm 9.8$ | 56.063 | $50.9 \pm 9.3$ |
| 56.563 | $51.8 \pm 9.5$ | 57.063 | $47.5 \pm 8.7$ | 57.563 | $46.9 \pm 8.6$ | 58.063 | $47.1 \pm 8.6$ |
| 58.563 | $51.5 \pm 9.4$ | 61.063 | $44.8 \pm 8.2$ | 61.563 | $37.4 \pm 6.9$ | 62.063 | $36.5 \pm 6.7$ |
| 62.563 | $36.0 \pm 6.6$ | 63.063 | $36.3 \pm 6.6$ | 63.563 | $33.8 \pm 6.2$ | 64.063 | $30.6 \pm 5.6$ |
| 64.563 | $29.8 \pm 5.4$ | 65.063 | $31.5 \pm 5.9$ | 65.563 | $30.8 \pm 5.7$ | 66.063 | $28.3 \pm 5.2$ |
| 66.563 | $26.5 \pm 4.8$ | 67.063 | $26.5 \pm 4.9$ | 67.563 | $27.3 \pm 5.0$ | 68.063 | $25.7 \pm 4.7$ |
| 68.563 | $27.4 \pm 5.0$ | 69.063 | $24.8 \pm 4.5$ | 69.563 | $25.5 \pm 4.7$ | 70.063 | $25.7 \pm 4.7$ |
| 70.563 | $23.6 \pm 4.3$ | 71.063 | $22.8 \pm 4.2$ | 71.563 | $23.6 \pm 4.3$ | 72.063 | $23.1 \pm 4.2$ |
| 72.563 | $23.3 \pm 4.2$ | 73.063 | $22.0 \pm 4.0$ | 73.563 | $23.9 \pm 4.5$ | 74.063 | $21.1 \pm 3.8$ |
| 74.563 | $20.6 \pm 3.8$ | 75.063 | $19.3 \pm 3.5$ | 75.563 | $20.8 \pm 3.8$ | 76.063 | $19.0 \pm 3.5$ |
| 76.563 | $18.3 \pm 3.4$ | 77.063 | $18.1 \pm 3.3$ | 77.563 | $18.5 \pm 3.4$ | 78.063 | $18.8 \pm 3.4$ |
| 78.563 | $17.4 \pm 3.2$ | 79.063 | $17.0 \pm 3.1$ | 79.563 | $18.1 \pm 3.3$ | 80.063 | $18.0 \pm 3.3$ |
| 80.563 | $16.9 \pm 3.1$ | 81.063 | $18.7 \pm 3.4$ | 81.563 | $16.3 \pm 3.0$ | 82.063 | $15.5 \pm 2.8$ |
| 82.563 | $15.4 \pm 2.8$ | 83.063 | $15.7 \pm 2.9$ | 83.563 | $15.0 \pm 2.8$ | 84.063 | $14.6 \pm 2.7$ |
| 84.563 | $13.9 \pm 2.5$ | 85.063 | $14.0 \pm 2.6$ | 85.563 | $13.7 \pm 2.5$ | 86.063 | $13.9 \pm 2.5$ |
| 86.563 | $13.8 \pm 2.5$ | 87.063 | $13.3 \pm 2.4$ | 87.563 | $13.1 \pm 2.4$ | 88.063 | $12.9 \pm 2.4$ |
| 88.563 | $13.0 \pm 2.4$ | 89.063 | $12.4 \pm 2.3$ | 89.563 | $12.3 \pm 2.3$ | 90.063 | $12.6 \pm 2.3$ |
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TABLE II. (Continued)

| $f$ (in Hz) | $h_{0}^{90 \%} \times 10^{25}$ | $f($ in Hz) | $h_{0}^{90 \%} \times 10^{25}$ | $f($ in Hz) | $h_{0}^{90 \%} \times 10^{25}$ | $f$ (in Hz) | $h_{0}^{90 \%} \times 10^{25}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 90.563 | $12.0 \pm 2.2$ | 91.063 | $11.8 \pm 2.2$ | 91.563 | $11.6 \pm 2.1$ | 92.063 | $11.4 \pm 2.1$ |
| 92.563 | $11.3 \pm 2.1$ | 93.063 | $11.2 \pm 2.1$ | 93.563 | $11.1 \pm 2.0$ | 94.063 | $11.3 \pm 2.1$ |
| 94.563 | $11.1 \pm 2.0$ | 95.063 | $11.6 \pm 2.2$ | 95.563 | $10.8 \pm 2.0$ | 96.063 | $10.8 \pm 2.0$ |
| 96.563 | $10.6 \pm 1.9$ | 97.063 | $10.4 \pm 1.9$ | 97.563 | $10.5 \pm 1.9$ | 98.063 | $10.2 \pm 1.9$ |
| 98.563 | $11.1 \pm 2.1$ | 99.063 | $10.5 \pm 1.9$ | 99.563 | $10.3 \pm 1.9$ | 100.063 | $10.5 \pm 1.9$ |
| 100.563 | $9.9 \pm 1.8$ | 101.063 | $9.8 \pm 1.8$ | 101.563 | $9.5 \pm 1.7$ | 102.063 | $9.9 \pm 1.8$ |
| 102.563 | $9.9 \pm 1.8$ | 103.063 | $9.6 \pm 1.8$ | 103.563 | $9.5 \pm 1.7$ | 104.063 | $9.4 \pm 1.7$ |
| 104.563 | $9.3 \pm 1.7$ | 105.063 | $9.6 \pm 1.8$ | 105.563 | $9.3 \pm 1.7$ | 106.063 | $9.3 \pm 1.7$ |
| 106.563 | $9.4 \pm 1.7$ | 107.063 | $9.1 \pm 1.7$ | 107.563 | $9.7 \pm 1.8$ | 108.063 | $9.3 \pm 1.7$ |
| 108.563 | $9.0 \pm 1.7$ | 109.063 | $8.7 \pm 1.6$ | 109.563 | $8.5 \pm 1.5$ | 110.063 | $9.0 \pm 1.7$ |
| 110.563 | $8.6 \pm 1.6$ | 111.063 | $8.6 \pm 1.6$ | 111.563 | $8.8 \pm 1.6$ | 112.063 | $8.5 \pm 1.5$ |
| 112.563 | $8.3 \pm 1.5$ | 113.063 | $9.2 \pm 1.7$ | 113.563 | $8.6 \pm 1.6$ | 114.063 | $8.4 \pm 1.5$ |
| 114.563 | $8.4 \pm 1.6$ | 115.063 | $8.0 \pm 1.5$ | 115.563 | $7.9 \pm 1.4$ | 116.063 | $8.1 \pm 1.5$ |
| 116.563 | $8.6 \pm 1.6$ | 117.063 | $9.0 \pm 1.7$ | 117.563 | $8.7 \pm 1.6$ | 118.063 | $10.5 \pm 1.9$ |
| 118.563 | $8.7 \pm 1.6$ | 121.063 | $9.1 \pm 1.7$ | 121.563 | $8.2 \pm 1.5$ | 122.063 | $8.3 \pm 1.5$ |
| 122.563 | $8.2 \pm 1.5$ | 123.063 | $8.5 \pm 1.6$ | 123.563 | $8.3 \pm 1.5$ | 124.063 | $8.0 \pm 1.4$ |
| 124.563 | $7.4 \pm 1.4$ | 125.063 | $7.5 \pm 1.4$ | 125.563 | $8.3 \pm 1.5$ | 126.063 | $8.1 \pm 1.5$ |
| 126.563 | $8.4 \pm 1.5$ | 127.063 | $7.6 \pm 1.4$ | 127.563 | $7.7 \pm 1.4$ | 128.063 | $7.4 \pm 1.4$ |
| 128.563 | $7.8 \pm 1.4$ | 129.063 | $8.0 \pm 1.5$ | 129.563 | $8.2 \pm 1.5$ | 130.063 | $7.7 \pm 1.4$ |
| 130.563 | $7.9 \pm 1.4$ | 131.063 | $7.2 \pm 1.3$ | 131.563 | $6.8 \pm 1.2$ | 132.063 | $7.0 \pm 1.3$ |
| 132.563 | $6.9 \pm 1.3$ | 133.063 | $6.7 \pm 1.2$ | 133.563 | $6.6 \pm 1.2$ | 134.063 | $6.4 \pm 1.2$ |
| 134.563 | $6.3 \pm 1.2$ | 135.063 | $6.5 \pm 1.2$ | 135.563 | $6.5 \pm 1.2$ | 136.063 | $6.6 \pm 1.2$ |
| 136.563 | $6.3 \pm 1.2$ | 137.063 | $6.6 \pm 1.2$ | 137.563 | $6.5 \pm 1.2$ | 138.063 | $6.4 \pm 1.2$ |
| 138.563 | $6.4 \pm 1.2$ | 139.063 | $6.5 \pm 1.2$ | 139.563 | $6.2 \pm 1.1$ | 140.063 | $6.3 \pm 1.1$ |
| 140.563 | $6.2 \pm 1.1$ | 141.063 | $6.1 \pm 1.1$ | 141.563 | $6.5 \pm 1.2$ | 142.063 | $6.2 \pm 1.1$ |
| 142.563 | $6.3 \pm 1.2$ | 143.063 | $6.3 \pm 1.1$ | 143.563 | $6.0 \pm 1.1$ | 144.063 | $6.2 \pm 1.1$ |
| 144.563 | $6.0 \pm 1.1$ | 145.563 | $5.9 \pm 1.1$ | 146.063 | $5.9 \pm 1.1$ | 146.563 | $6.3 \pm 1.2$ |
| 147.063 | $6.3 \pm 1.2$ | 147.563 | $5.8 \pm 1.1$ | 148.063 | $5.8 \pm 1.1$ | 148.563 | $5.9 \pm 1.1$ |
| 149.063 | $5.8 \pm 1.1$ | 149.563 | $5.7 \pm 1.0$ | 150.063 | $5.7 \pm 1.0$ | 150.563 | $6.0 \pm 1.1$ |
| 151.063 | $5.7 \pm 1.0$ | 151.563 | $5.7 \pm 1.0$ | 152.063 | $5.7 \pm 1.1$ | 152.563 | $5.7 \pm 1.0$ |
| 153.063 | $5.8 \pm 1.1$ | 153.563 | $5.8 \pm 1.1$ | 154.063 | $5.7 \pm 1.0$ | 154.563 | $5.7 \pm 1.1$ |
| 155.063 | $5.9 \pm 1.1$ | 155.563 | $5.9 \pm 1.1$ | 156.063 | $6.0 \pm 1.1$ | 156.563 | $6.0 \pm 1.1$ |
| 157.063 | $5.7 \pm 1.0$ | 157.563 | $6.0 \pm 1.1$ | 158.063 | $5.8 \pm 1.1$ | 158.563 | $5.7 \pm 1.0$ |
| 159.063 | $5.8 \pm 1.1$ | 159.563 | $5.6 \pm 1.0$ | 160.063 | $5.8 \pm 1.1$ | 160.563 | $5.7 \pm 1.0$ |
| 161.063 | $5.7 \pm 1.0$ | 161.563 | $5.6 \pm 1.0$ | 162.063 | $5.9 \pm 1.1$ | 162.563 | $5.7 \pm 1.0$ |
| 163.063 | $5.7 \pm 1.0$ | 163.563 | $5.7 \pm 1.0$ | 164.063 | $5.6 \pm 1.0$ | 164.563 | $5.8 \pm 1.1$ |
| 165.063 | $5.7 \pm 1.0$ | 165.563 | $5.7 \pm 1.0$ | 166.063 | $5.7 \pm 1.0$ | 166.563 | $5.5 \pm 1.0$ |
| 167.063 | $5.7 \pm 1.0$ | 167.563 | $5.6 \pm 1.0$ | 168.063 | $5.6 \pm 1.0$ | 168.563 | $5.5 \pm 1.0$ |
| 169.063 | $5.5 \pm 1.0$ | 169.563 | $5.5 \pm 1.0$ | 170.063 | $5.6 \pm 1.0$ | 170.563 | $5.5 \pm 1.0$ |
| 171.063 | $5.5 \pm 1.0$ | 171.563 | $5.5 \pm 1.0$ | 172.063 | $5.5 \pm 1.0$ | 172.563 | $5.7 \pm 1.0$ |
| 173.063 | $5.6 \pm 1.0$ | 173.563 | $5.7 \pm 1.0$ | 174.063 | $5.5 \pm 1.0$ | 174.563 | $5.5 \pm 1.0$ |
| 175.063 | $5.5 \pm 1.0$ | 175.563 | $5.6 \pm 1.0$ | 176.063 | $6.2 \pm 1.1$ | 176.563 | $6.4 \pm 1.2$ |
| 177.063 | $6.4 \pm 1.2$ | 177.563 | $6.5 \pm 1.2$ | 178.063 | $6.5 \pm 1.2$ | 178.563 | $7.2 \pm 1.3$ |
| 181.063 | $7.2 \pm 1.3$ | 181.563 | $7.0 \pm 1.3$ | 182.063 | $6.7 \pm 1.2$ | 182.563 | $6.9 \pm 1.3$ |
| 183.063 | $6.6 \pm 1.2$ | 183.563 | $6.4 \pm 1.2$ | 184.063 | $6.4 \pm 1.2$ | 184.563 | $6.1 \pm 1.1$ |
| 185.063 | $6.3 \pm 1.2$ | 185.563 | $6.2 \pm 1.1$ | 186.063 | $6.2 \pm 1.1$ | 186.563 | $6.3 \pm 1.2$ |
| 187.063 | $6.2 \pm 1.1$ | 187.563 | $6.5 \pm 1.2$ | 188.063 | $6.8 \pm 1.2$ | 188.563 | $6.9 \pm 1.3$ |
| 189.063 | $8.0 \pm 1.5$ | 189.563 | $7.8 \pm 1.4$ | 190.063 | $7.0 \pm 1.3$ | 190.563 | $6.5 \pm 1.2$ |
| 191.063 | $6.1 \pm 1.1$ | 191.563 | $6.2 \pm 1.1$ | 192.063 | $6.7 \pm 1.3$ | 192.563 | $6.1 \pm 1.1$ |
| 193.063 | $5.8 \pm 1.1$ | 193.563 | $5.8 \pm 1.1$ | 194.063 | $6.3 \pm 1.2$ | 194.563 | $6.1 \pm 1.1$ |
| 195.063 | $6.1 \pm 1.1$ | 195.563 | $6.2 \pm 1.1$ | 196.063 | $6.5 \pm 1.2$ | 196.563 | $6.3 \pm 1.2$ |
| 197.063 | $6.4 \pm 1.2$ | 197.563 | $6.9 \pm 1.3$ | 198.063 | $6.8 \pm 1.2$ | 198.563 | $6.8 \pm 1.2$ |
| 199.063 | $7.9 \pm 1.4$ | 199.563 | $8.5 \pm 1.6$ | 200.063 | $7.1 \pm 1.3$ | 200.563 | $7.3 \pm 1.3$ |
| 201.063 | $7.5 \pm 1.4$ | 201.563 | $7.0 \pm 1.3$ | 202.063 | $6.7 \pm 1.2$ | 202.563 | $6.8 \pm 1.2$ |
| 203.063 | $6.4 \pm 1.2$ | 203.563 | $5.7 \pm 1.1$ | 204.063 | $5.8 \pm 1.1$ | 204.563 | $6.0 \pm 1.1$ |

TABLE II. (Continued)

| $f($ in Hz ) | $h_{0}^{90 \%} \times 10^{25}$ | $f($ in Hz ) | $h_{0}^{90 \%} \times 10^{25}$ | $f($ in Hz ) | $h_{0}^{90 \%} \times 10^{25}$ | $f($ in Hz ) | $h_{0}^{90 \%} \times 10^{25}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 205.063 | $5.8 \pm 1.1$ | 205.563 | $5.7 \pm 1.0$ | 206.063 | $5.6 \pm 1.0$ | 206.563 | $6.0 \pm 1.1$ |
| 207.063 | $5.9 \pm 1.1$ | 207.563 | $5.8 \pm 1.1$ | 208.063 | $6.4 \pm 1.2$ | 208.563 | $6.7 \pm 1.2$ |
| 209.063 | $6.3 \pm 1.2$ | 209.563 | $6.8 \pm 1.2$ | 210.063 | $6.8 \pm 1.2$ | 210.563 | $6.0 \pm 1.1$ |
| 211.063 | $5.8 \pm 1.1$ | 211.563 | $5.7 \pm 1.0$ | 212.063 | $5.6 \pm 1.0$ | 212.563 | $5.8 \pm 1.1$ |
| 213.063 | $5.7 \pm 1.0$ | 213.563 | $5.9 \pm 1.1$ | 214.063 | $5.5 \pm 1.0$ | 214.563 | $5.8 \pm 1.1$ |
| 215.063 | $5.9 \pm 1.1$ | 215.563 | $5.8 \pm 1.1$ | 216.063 | $5.5 \pm 1.0$ | 216.563 | $5.5 \pm 1.0$ |
| 217.063 | $5.5 \pm 1.0$ | 217.563 | $5.7 \pm 1.0$ | 218.063 | $5.5 \pm 1.0$ | 218.563 | $5.8 \pm 1.1$ |
| 219.063 | $5.5 \pm 1.0$ | 219.563 | $5.7 \pm 1.0$ | 220.063 | $5.7 \pm 1.0$ | 220.563 | $5.5 \pm 1.0$ |
| 221.063 | $5.6 \pm 1.0$ | 221.563 | $5.6 \pm 1.0$ | 222.063 | $5.7 \pm 1.0$ | 222.563 | $5.8 \pm 1.1$ |
| 223.063 | $6.2 \pm 1.1$ | 223.563 | $6.2 \pm 1.1$ | 224.063 | $6.2 \pm 1.1$ | 224.563 | $5.8 \pm 1.1$ |
| 225.063 | $5.8 \pm 1.1$ | 225.563 | $5.8 \pm 1.1$ | 226.063 | $5.7 \pm 1.0$ | 226.563 | $5.7 \pm 1.0$ |
| 227.063 | $6.0 \pm 1.1$ | 227.563 | $5.8 \pm 1.1$ | 228.063 | $5.9 \pm 1.1$ | 228.563 | $5.9 \pm 1.1$ |
| 229.063 | $6.1 \pm 1.1$ | 229.563 | $5.9 \pm 1.1$ | 230.063 | $6.2 \pm 1.1$ | 230.563 | $5.8 \pm 1.1$ |
| 231.063 | $5.9 \pm 1.1$ | 231.563 | $5.8 \pm 1.1$ | 232.063 | $5.7 \pm 1.1$ | 232.563 | $5.9 \pm 1.1$ |
| 233.063 | $6.2 \pm 1.1$ | 233.563 | $6.3 \pm 1.1$ | 234.063 | $6.1 \pm 1.1$ | 234.563 | $5.9 \pm 1.1$ |
| 235.063 | $5.9 \pm 1.1$ | 235.563 | $5.8 \pm 1.1$ | 236.063 | $5.7 \pm 1.0$ | 236.563 | $5.7 \pm 1.0$ |
| 237.063 | $5.7 \pm 1.0$ | 237.563 | $5.9 \pm 1.1$ | 238.063 | $5.9 \pm 1.1$ | 238.563 | $5.8 \pm 1.1$ |
| 240.563 | $6.0 \pm 1.1$ | 241.063 | $5.9 \pm 1.1$ | 241.563 | $5.9 \pm 1.1$ | 242.063 | $5.9 \pm 1.1$ |
| 242.563 | $6.0 \pm 1.1$ | 243.063 | $6.2 \pm 1.1$ | 243.563 | $6.0 \pm 1.1$ | 244.063 | $5.9 \pm 1.1$ |
| 244.563 | $5.9 \pm 1.1$ | 245.063 | $6.0 \pm 1.1$ | 245.563 | $5.8 \pm 1.1$ | 246.063 | $5.8 \pm 1.1$ |
| 246.563 | $5.8 \pm 1.1$ | 247.063 | $5.9 \pm 1.1$ | 247.563 | $6.0 \pm 1.1$ | 248.063 | $5.9 \pm 1.1$ |
| 248.563 | $6.2 \pm 1.1$ | 249.063 | $6.1 \pm 1.1$ | 249.563 | $6.4 \pm 1.2$ | 250.063 | $5.9 \pm 1.1$ |
| 250.563 | $6.0 \pm 1.1$ | 251.063 | $5.8 \pm 1.1$ | 251.563 | $5.9 \pm 1.1$ | 252.063 | $5.9 \pm 1.1$ |
| 252.563 | $5.8 \pm 1.1$ | 253.063 | $5.8 \pm 1.1$ | 253.563 | $5.8 \pm 1.1$ | 254.063 | $5.9 \pm 1.1$ |
| 254.563 | $6.1 \pm 1.1$ | 255.063 | $5.9 \pm 1.1$ | 255.563 | $6.1 \pm 1.1$ | 256.063 | $6.0 \pm 1.1$ |
| 256.563 | $6.0 \pm 1.1$ | 257.063 | $6.6 \pm 1.2$ | 257.563 | $6.0 \pm 1.1$ | 258.063 | $6.4 \pm 1.2$ |
| 258.563 | $6.2 \pm 1.1$ | 259.063 | $6.1 \pm 1.1$ | 259.563 | $6.1 \pm 1.1$ | 260.063 | $6.0 \pm 1.1$ |
| 260.563 | $6.0 \pm 1.1$ | 261.063 | $6.0 \pm 1.1$ | 261.563 | $6.0 \pm 1.1$ | 262.063 | $6.3 \pm 1.1$ |
| 262.563 | $6.1 \pm 1.1$ | 263.063 | $6.2 \pm 1.1$ | 263.563 | $6.2 \pm 1.1$ | 264.063 | $6.3 \pm 1.2$ |
| 264.563 | $6.1 \pm 1.1$ | 265.063 | $6.1 \pm 1.1$ | 265.563 | $6.3 \pm 1.1$ | 266.063 | $6.1 \pm 1.1$ |
| 266.563 | $6.4 \pm 1.2$ | 267.063 | $6.6 \pm 1.2$ | 267.563 | $6.3 \pm 1.2$ | 268.063 | $6.4 \pm 1.2$ |
| 268.563 | $6.3 \pm 1.2$ | 269.063 | $6.2 \pm 1.1$ | 269.563 | $6.2 \pm 1.1$ | 270.063 | $7.0 \pm 1.3$ |
| 270.563 | $6.6 \pm 1.2$ | 271.063 | $6.4 \pm 1.2$ | 271.563 | $6.3 \pm 1.2$ | 272.063 | $6.6 \pm 1.2$ |
| 272.563 | $6.5 \pm 1.2$ | 273.063 | $6.7 \pm 1.2$ | 273.563 | $6.5 \pm 1.2$ | 274.063 | $6.2 \pm 1.1$ |
| 274.563 | $6.3 \pm 1.1$ | 275.063 | $6.3 \pm 1.1$ | 275.563 | $6.3 \pm 1.2$ | 276.063 | $6.7 \pm 1.2$ |
| 276.563 | $6.5 \pm 1.2$ | 277.063 | $6.6 \pm 1.2$ | 277.563 | $7.0 \pm 1.3$ | 278.063 | $6.6 \pm 1.2$ |
| 278.563 | $6.7 \pm 1.2$ | 279.063 | $6.8 \pm 1.3$ | 279.563 | $7.2 \pm 1.3$ | 280.063 | $7.1 \pm 1.3$ |
| 280.563 | $6.8 \pm 1.2$ | 281.063 | $6.9 \pm 1.3$ | 281.563 | $7.3 \pm 1.3$ | 282.063 | $6.8 \pm 1.3$ |
| 282.563 | $6.9 \pm 1.3$ | 283.063 | $6.7 \pm 1.2$ | 283.563 | $6.9 \pm 1.3$ | 284.063 | $6.6 \pm 1.2$ |
| 284.563 | $6.6 \pm 1.2$ | 285.063 | $6.8 \pm 1.3$ | 285.563 | $6.5 \pm 1.2$ | 286.063 | $6.7 \pm 1.2$ |
| 286.563 | $6.6 \pm 1.2$ | 287.063 | $6.7 \pm 1.2$ | 287.563 | $6.5 \pm 1.2$ | 288.063 | $6.6 \pm 1.2$ |
| 288.563 | $6.8 \pm 1.2$ | 289.063 | $6.6 \pm 1.2$ | 289.563 | $6.7 \pm 1.2$ | 290.063 | $6.6 \pm 1.2$ |
| 290.563 | $6.6 \pm 1.2$ | 291.063 | $6.7 \pm 1.2$ | 291.563 | $6.6 \pm 1.2$ | 292.063 | $6.7 \pm 1.2$ |
| 292.563 | $6.6 \pm 1.2$ | 293.063 | $6.6 \pm 1.2$ | 293.563 | $6.8 \pm 1.2$ | 294.063 | $6.9 \pm 1.3$ |
| 294.563 | $6.6 \pm 1.2$ | 295.063 | $6.6 \pm 1.2$ | 295.563 | $6.9 \pm 1.3$ | 296.063 | $6.9 \pm 1.3$ |
| 296.563 | $6.7 \pm 1.2$ | 297.063 | $6.9 \pm 1.3$ | 297.563 | $6.7 \pm 1.2$ | 298.063 | $6.9 \pm 1.3$ |
| 298.563 | $6.9 \pm 1.3$ | 300.563 | $7.1 \pm 1.3$ | 301.063 | $7.2 \pm 1.3$ | 301.563 | $6.9 \pm 1.3$ |
| 302.063 | $6.9 \pm 1.3$ | 302.563 | $7.1 \pm 1.3$ | 303.063 | $7.1 \pm 1.3$ | 303.563 | $7.3 \pm 1.3$ |
| 304.063 | $7.2 \pm 1.3$ | 304.563 | $6.9 \pm 1.3$ | 305.063 | $7.0 \pm 1.3$ | 305.563 | $7.2 \pm 1.3$ |
| 306.063 | $7.1 \pm 1.3$ | 306.563 | $7.1 \pm 1.3$ | 307.063 | $7.2 \pm 1.3$ | 307.563 | $7.2 \pm 1.3$ |
| 308.063 | $7.2 \pm 1.3$ | 308.563 | $7.3 \pm 1.3$ | 309.063 | $7.2 \pm 1.3$ | 309.563 | $7.3 \pm 1.3$ |
| 310.063 | $7.4 \pm 1.4$ | 310.563 | $7.2 \pm 1.3$ | 311.063 | $7.5 \pm 1.4$ | 311.563 | $7.6 \pm 1.4$ |
| 312.063 | $7.4 \pm 1.4$ | 312.563 | $7.3 \pm 1.3$ | 313.063 | $7.3 \pm 1.3$ | 313.563 | $7.3 \pm 1.3$ |
| 314.063 | $7.3 \pm 1.3$ | 314.563 | $7.5 \pm 1.4$ | 315.063 | $7.3 \pm 1.3$ | 315.563 | $7.4 \pm 1.4$ |
| 316.063 | $7.8 \pm 1.4$ | 316.563 | $7.7 \pm 1.4$ | 317.063 | $8.2 \pm 1.5$ | 317.563 | $7.8 \pm 1.4$ |

TABLE II. (Continued)

| $f($ in Hz$)$ | $h_{0}^{90 \%} \times 10^{25}$ | $f($ in Hz$)$ | $h_{0}^{90 \%} \times 10^{25}$ | $f($ in Hz$)$ | $h_{0}^{90 \%} \times 10^{25}$ | $f(\mathrm{in} \mathrm{Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 318.063 | $8.1 \pm 1.5$ | 318.563 | $7.8 \pm 1.4$ | 319.063 | $7.6 \pm 1.4$ | 319.563 | $8.0 \pm 1.5$ |
| 320.063 | $7.7 \pm 1.4$ | 320.563 | $7.7 \pm 1.4$ | 321.063 | $8.0 \pm 1.5$ | 321.563 | $8.0 \pm 1.5$ |
| 322.063 | $8.4 \pm 1.5$ | 322.563 | $8.3 \pm 1.5$ | 323.063 | $8.8 \pm 1.6$ | 323.563 | $8.7 \pm 1.6$ |
| 324.063 | $9.1 \pm 1.7$ | 324.563 | $8.6 \pm 1.6$ | 325.063 | $9.0 \pm 1.6$ | 325.563 | $8.9 \pm 1.6$ |
| 326.063 | $9.1 \pm 1.7$ | 326.563 | $9.6 \pm 1.8$ | 327.063 | $10.0 \pm 1.8$ | 327.563 | $10.3 \pm 1.9$ |
| 328.063 | $10.0 \pm 1.8$ | 328.563 | $10.8 \pm 2.0$ | 329.063 | $9.6 \pm 1.8$ | 329.563 | $9.4 \pm 1.7$ |
| 330.063 | $10.5 \pm 1.9$ | 330.563 | $10.2 \pm 1.9$ | 331.063 | $9.8 \pm 1.8$ | 331.563 | $10.2 \pm 1.9$ |
| 332.063 | $10.2 \pm 1.9$ | 332.563 | $10.1 \pm 1.9$ | 333.063 | $10.6 \pm 1.9$ | 333.563 | $11.1 \pm 2.0$ |
| 334.063 | $11.8 \pm 2.2$ | 334.563 | $13.0 \pm 2.4$ | 335.063 | $14.0 \pm 2.6$ | 335.563 | $13.8 \pm 2.5$ |
| 336.063 | $14.1 \pm 2.6$ | 336.563 | $13.8 \pm 2.5$ | 337.063 | $14.1 \pm 2.6$ | 337.563 | $15.3 \pm 2.9$ |
| 338.063 | $14.7 \pm 2.7$ | 338.563 | $16.1 \pm 2.9$ | 339.063 | $17.4 \pm 3.2$ | 350.563 | $19.6 \pm 3.6$ |
| 351.063 | $17.3 \pm 3.2$ | 351.563 | $16.6 \pm 3.0$ | 352.063 | $16.8 \pm 3.1$ | 352.563 | $15.2 \pm 2.8$ |
| 353.063 | $15.7 \pm 2.9$ | 353.563 | $16.0 \pm 2.9$ | 354.063 | $14.4 \pm 2.6$ | 354.563 | $14.3 \pm 2.6$ |
| 355.063 | $17.4 \pm 3.2$ | 355.563 | $19.3 \pm 3.5$ | 356.063 | $18.3 \pm 3.3$ | 356.563 | $15.8 \pm 2.9$ |
| 357.063 | $13.0 \pm 2.4$ | 357.563 | $12.4 \pm 2.3$ | 358.063 | $11.9 \pm 2.2$ | 358.563 | $11.2 \pm 2.0$ |
| 361.063 | $9.9 \pm 1.8$ | 361.563 | $9.5 \pm 1.7$ | 362.063 | $9.1 \pm 1.7$ | 362.563 | $9.2 \pm 1.7$ |
| 363.063 | $10.2 \pm 1.9$ | 363.563 | $11.3 \pm 2.1$ | 364.063 | $10.4 \pm 1.9$ | 364.563 | $10.7 \pm 2.0$ |
| 365.063 | $9.1 \pm 1.7$ | 365.563 | $8.8 \pm 1.6$ | 366.063 | $8.9 \pm 1.6$ | 366.563 | $8.7 \pm 1.6$ |
| 367.063 | $9.1 \pm 1.7$ | 367.563 | $9.0 \pm 1.6$ | 368.063 | $8.6 \pm 1.6$ | 368.563 | $9.0 \pm 1.6$ |
| 369.063 | $8.5 \pm 1.6$ | 369.563 | $8.9 \pm 1.6$ | 370.063 | $9.1 \pm 1.7$ | 370.563 | $8.7 \pm 1.6$ |
| 371.063 | $9.6 \pm 1.8$ | 371.563 | $9.0 \pm 1.6$ | 372.063 | $8.4 \pm 1.5$ | 372.563 | $8.1 \pm 1.5$ |
| 373.063 | $8.3 \pm 1.5$ | 373.563 | $8.7 \pm 1.6$ | 374.063 | $9.3 \pm 1.7$ | 374.563 | $9.0 \pm 1.6$ |
| 375.063 | $9.3 \pm 1.7$ | 375.563 | $8.6 \pm 1.6$ | 376.063 | $8.9 \pm 1.6$ | 376.563 | $8.7 \pm 1.6$ |
| 377.063 | $9.8 \pm 1.8$ | 377.563 | $10.7 \pm 2.0$ | 378.063 | $9.2 \pm 1.7$ | 378.563 | $8.4 \pm 1.5$ |
| 379.063 | $8.2 \pm 1.5$ | 379.563 | $8.4 \pm 1.5$ | 380.063 | $8.6 \pm 1.6$ | 380.563 | $8.5 \pm 1.5$ |
| 381.063 | $8.3 \pm 1.5$ | 381.563 | $8.5 \pm 1.6$ | 382.063 | $8.8 \pm 1.6$ | 382.563 | $8.9 \pm 1.6$ |
| 383.063 | $9.3 \pm 1.7$ | 383.563 | $9.1 \pm 1.7$ | 384.063 | $9.4 \pm 1.7$ | 384.563 | $10.2 \pm 1.9$ |
| 385.063 | $10.3 \pm 1.9$ | 385.563 | $11.9 \pm 2.2$ | 386.063 | $11.6 \pm 2.1$ | 386.563 | $9.6 \pm 1.7$ |
| 387.063 | $9.1 \pm 1.7$ | 387.563 | $8.8 \pm 1.6$ | 388.063 | $8.7 \pm 1.6$ | 388.563 | $9.3 \pm 1.7$ |
| 389.063 | $9.2 \pm 1.7$ | 389.563 | $8.6 \pm 1.6$ | 390.063 | $8.3 \pm 1.5$ | 390.563 | $8.8 \pm 1.6$ |
| 391.063 | $8.9 \pm 1.6$ | 391.563 | $8.7 \pm 1.6$ | 392.063 | $8.4 \pm 1.5$ | 392.563 | $8.6 \pm 1.6$ |
| 393.063 | $8.5 \pm 1.6$ | 393.563 | $8.3 \pm 1.5$ | 394.063 | $8.4 \pm 1.5$ | 394.563 | $8.2 \pm 1.5$ |
| 395.063 | $8.2 \pm 1.5$ | 395.563 | $9.0 \pm 1.7$ | 396.063 | $8.6 \pm 1.6$ | 396.563 | $8.4 \pm 1.5$ |
| 397.063 | $8.4 \pm 1.5$ | 397.563 | $8.1 \pm 1.5$ | 398.063 | $8.1 \pm 1.5$ | 398.563 | $8.3 \pm 1.5$ |
| $39 \pm 1.7$ | 433.563 | $8.0 \pm 1.6$ | 434.063 | $9.6 \pm 1.6$ | 436.063 | $8.6 \pm 1.6$ | 436.563 |

TABLE II. (Continued)

| $f($ in Hz) | $h_{0}^{90 \%} \times 10^{25}$ | $f$ (in Hz) | $h_{0}^{90 \%} \times 10^{25}$ | $f($ in Hz$)$ | $h_{0}^{90 \%} \times 10^{25}$ | $f($ in Hz $)$ | $h_{0}^{90 \%} \times 10^{25}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 443.063 | $8.6 \pm 1.6$ | 443.563 | $8.6 \pm 1.6$ | 444.063 | $8.6 \pm 1.6$ | 444.563 | $9.2 \pm 1.7$ |
| 445.063 | $8.6 \pm 1.6$ | 445.563 | $8.7 \pm 1.6$ | 446.063 | $9.2 \pm 1.7$ | 446.563 | $9.1 \pm 1.7$ |
| 447.063 | $8.9 \pm 1.6$ | 447.563 | $9.0 \pm 1.7$ | 448.063 | $9.0 \pm 1.6$ | 448.563 | $9.5 \pm 1.7$ |
| 449.063 | $9.5 \pm 1.8$ | 449.563 | $8.9 \pm 1.6$ | 450.063 | $9.1 \pm 1.7$ | 450.563 | $10.0 \pm 1.8$ |
| 451.063 | $9.2 \pm 1.7$ | 451.563 | $9.7 \pm 1.8$ | 452.063 | $9.5 \pm 1.7$ | 452.563 | $9.2 \pm 1.7$ |
| 453.063 | $9.1 \pm 1.7$ | 453.563 | $9.4 \pm 1.7$ | 454.063 | $9.5 \pm 1.7$ | 454.563 | $11.1 \pm 2.1$ |
| 455.063 | $9.3 \pm 1.7$ | 455.563 | $9.7 \pm 1.8$ | 456.063 | $9.6 \pm 1.8$ | 456.563 | $9.4 \pm 1.7$ |
| 457.063 | $9.0 \pm 1.7$ | 457.563 | $8.9 \pm 1.6$ | 458.063 | $8.9 \pm 1.6$ | 458.563 | $9.3 \pm 1.7$ |
| 459.063 | $8.9 \pm 1.6$ | 459.563 | $9.1 \pm 1.7$ | 460.063 | $9.3 \pm 1.7$ | 460.563 | $9.4 \pm 1.7$ |
| 461.063 | $9.4 \pm 1.7$ | 461.563 | $9.3 \pm 1.7$ | 462.063 | $9.3 \pm 1.7$ | 462.563 | $9.3 \pm 1.7$ |
| 463.063 | $9.4 \pm 1.7$ | 463.563 | $9.1 \pm 1.7$ | 464.063 | $9.2 \pm 1.7$ | 464.563 | $9.7 \pm 1.8$ |
| 465.063 | $9.9 \pm 1.8$ | 465.563 | $10.3 \pm 1.9$ | 466.063 | $9.9 \pm 1.8$ | 466.563 | $9.8 \pm 1.8$ |
| 467.063 | $10.2 \pm 1.9$ | 467.563 | $10.1 \pm 1.9$ | 468.063 | $9.8 \pm 1.8$ | 468.563 | $9.6 \pm 1.8$ |
| 469.063 | $9.4 \pm 1.7$ | 469.563 | $9.7 \pm 1.8$ | 470.063 | $9.8 \pm 1.8$ | 470.563 | $9.8 \pm 1.8$ |
| 471.063 | $10.3 \pm 1.9$ | 471.563 | $10.7 \pm 2.0$ | 472.063 | $10.2 \pm 1.9$ | 472.563 | $9.9 \pm 1.8$ |
| 473.063 | $10.2 \pm 1.9$ | 473.563 | $9.9 \pm 1.8$ | 474.063 | $9.7 \pm 1.8$ | 474.563 | $10.0 \pm 1.8$ |
| 475.063 | $9.7 \pm 1.8$ | 475.563 | $10.4 \pm 1.9$ | 476.063 | $10.0 \pm 1.8$ | 476.563 | $9.8 \pm 1.8$ |
| 477.063 | $10.0 \pm 1.8$ | 477.563 | $9.8 \pm 1.8$ | 478.063 | $9.5 \pm 1.7$ | 478.563 | $9.5 \pm 1.7$ |
| 480.563 | $10.3 \pm 1.9$ | 481.063 | $9.7 \pm 1.8$ | 481.563 | $9.8 \pm 1.8$ | 482.063 | $9.7 \pm 1.8$ |
| 482.563 | $9.6 \pm 1.8$ | 483.063 | $9.7 \pm 1.8$ | 483.563 | $9.9 \pm 1.8$ | 484.063 | $9.6 \pm 1.8$ |
| 484.563 | $10.1 \pm 1.8$ | 485.063 | $10.2 \pm 1.9$ | 485.563 | $9.7 \pm 1.8$ | 486.063 | $9.5 \pm 1.7$ |
| 486.563 | $9.8 \pm 1.8$ | 487.063 | $9.5 \pm 1.7$ | 487.563 | $9.5 \pm 1.7$ | 488.063 | $9.5 \pm 1.7$ |
| 488.563 | $9.7 \pm 1.8$ | 489.063 | $10.0 \pm 1.8$ | 489.563 | $10.7 \pm 1.9$ | 490.063 | $10.6 \pm 1.9$ |
| 490.563 | $10.0 \pm 1.8$ | 491.063 | $10.3 \pm 1.9$ | 491.563 | $10.1 \pm 1.9$ | 492.063 | $10.5 \pm 1.9$ |
| 492.563 | $10.5 \pm 1.9$ | 493.063 | $10.8 \pm 2.0$ | 493.563 | $11.7 \pm 2.1$ | 494.063 | $12.6 \pm 2.3$ |
| 494.563 | $11.4 \pm 2.1$ | 495.063 | $12.3 \pm 2.2$ | 495.563 | $11.3 \pm 2.1$ | 496.063 | $10.5 \pm 1.9$ |
| 496.563 | $10.4 \pm 1.9$ | 497.063 | $11.0 \pm 2.1$ | 497.563 | $10.5 \pm 1.9$ | 498.063 | $10.0 \pm 1.8$ |
| 498.563 | $9.8 \pm 1.8$ | 499.063 | $9.7 \pm 1.8$ | 499.563 | $9.9 \pm 1.8$ | 500.063 | $10.2 \pm 1.9$ |
| 500.563 | $10.0 \pm 1.8$ | 501.063 | $9.9 \pm 1.8$ | 501.563 | $9.7 \pm 1.8$ | 502.063 | $9.9 \pm 1.8$ |
| 502.563 | $10.1 \pm 1.9$ | 503.063 | $9.7 \pm 1.8$ | 503.563 | $9.7 \pm 1.8$ | 504.063 | $10.0 \pm 1.8$ |
| 504.563 | $10.1 \pm 1.8$ | 505.063 | $10.2 \pm 1.9$ | 505.563 | $10.4 \pm 1.9$ | 506.063 | $10.0 \pm 1.8$ |
| 506.563 | $9.7 \pm 1.8$ | 507.063 | $10.1 \pm 1.9$ | 507.563 | $9.9 \pm 1.8$ | 508.063 | $9.9 \pm 1.8$ |
|  |  |  |  |  |  |  |  |

## 2. Cleaned-out frequency bins

TABLE III. Instrumental lines identified and "cleaned" before the Einstein@Home runs. The different columns represent: (I) the source of the line, (II) the central frequency of the instrumental line, (III) the number of harmonics; (IV) low-frequency-side (LFS) of the knockout band, (V) high-frequency-side (HFS) of the knockout band; (VI) the interferometer where the instrumental lines were identified. Note that when there are higher harmonics, the knockout band width remains constant.

| Cause | $f_{\mathrm{L}}(\mathrm{Hz})$ | Harmonics | LFS $(\mathrm{Hz})$ | $\mathrm{HFS}(\mathrm{Hz})$ | IFO |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Mains | 60 | 8 | 1 | 1 | $\mathrm{~L}, \mathrm{H}$ |
| Wire | 345 | 1 | 5 | 5 | L |
| Wire | 346 | 1 | 4 | 4 | H |
| Electronic | 85.8 | 1 | 0.01 | H |  |
| Electronic | 89.9 | 1 | 0.06 | H |  |
| Electronic | 93.29 | 1 | 0.015 | H |  |
| Electronic | 93.05 | 1 | 0.01 | L |  |
| Electronic | 93.25 | 1 | 0.01 | H |  |
| Electronic | 96.71 | 1 | 0.015 | H |  |
| Electronic | 139.94 | 1 | 0.02 | H |  |
| Electronic | 139.95 | 1 | 0.01 | 0.015 | L |
|  |  |  | 0.015 | L |  |
|  |  |  |  | 0.02 | H |
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TABLE III. (Continued)

| Cause | $f_{\text {L }}(\mathrm{Hz})$ | Harmonics | LFS (Hz) | HFS (Hz) | IFO |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Electronic | 145.06 | 1 | 0.02 | 0.02 | L |
| Electronic | 164.52 | 1 | 0.01 | 0.01 | H |
| Electronic | 186.59 | 1 | 0.025 | 0.025 | L |
| Electronic | 193.42 | 1 | 0.025 | 0.025 | L |
| Electronic | 233.23 | 1 | 0.05 | 0.05 | L |
| Electronic | 241.78 | 1 | 0.07 | 0.07 | L |
| Electronic | 329.58 | 1 | 0.02 | 0.01 | H |
| Electronic | 329.86 | 1 | 0.01 | 0.02 | H |
| Violin mode | 329.32 | 1 | 0.11 | 0.11 | L |
| Violin mode | 329.70 | 1 | 0.3 | 0.3 | H |
| Violin mode | 335.53 | 1 | 0.28 | 0.28 | L |
| CPU line | 54.496 | 1 | 0.0006 | 0.0006 | L,H |
| CPU line | 108.992 | 1 | 0.0006 | 0.0006 | L,H |
| Sideband comb | 140.4100 | 1 | 0.0006 | 0.0006 | H |
| Sideband comb | 166.1205 | 1 | 0.0006 | 0.0006 | H |
| Sideband comb | 191.8322 | 1 | 0.0006 | 0.0006 | H |
| Sideband comb | 217.5428 | 1 | 0.0006 | 0.0006 | H |
| Sideband comb | 243.2539 | 1 | 0.0006 | 0.0006 | H |
| Sideband comb | 268.9650 | 1 | 0.0006 | 0.0006 | H |
| Sideband comb | 294.6756 | 1 | 0.0006 | 0.0006 | H |
| Sideband comb | 320.3867 | 1 | 0.0006 | 0.0006 | H |
| Sideband comb | 346.0972 | 1 | 0.0006 | 0.0006 | H |
| Sideband comb | 371.8077 | 1 | 0.0006 | 0.0006 | H |
| Sideband comb | 383.6639 | 1 | 0.0006 | 0.0006 | H |
| Sideband comb | 397.5194 | 1 | 0.0006 | 0.0006 | H |
| Sideband comb | 409.3705 | 1 | 0.0006 | 0.0006 | H |
| Sideband comb | 423.2306 | 1 | 0.0006 | 0.0006 | H |
| Sideband comb | 435.0861 | 1 | 0.0006 | 0.0006 | H |
| Sideband comb | 460.7967 | 1 | 0.0006 | 0.0006 | H |
| Sideband comb | 486.5078 | 1 | 0.0006 | 0.0006 | H |
| 1 Hz comb | 1 | 2000 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 52 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 64 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 68 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 76 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 80 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 82 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 90 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 96 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 98 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 102 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 109 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 110 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 111 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 112 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 116 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 120 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 124 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 128 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 132 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 138 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 140 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 142 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 144 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 150 | 1 | 0.0006 | 0.0006 | L,H |

TABLE III. (Continued)

| Cause | $f_{\mathrm{L}}(\mathrm{Hz})$ | Harmonics | LFS (Hz) | HFS (Hz) | IFO |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 Hz comb | 158 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 154 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 162 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 166 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 168 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 170 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 172 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 174 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 176 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 178 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 184 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 188 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 192 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 196 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 204 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 206 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 214 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 216 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 218 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 221 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 222 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 226 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 234 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 236 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 242 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 244 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 248 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 252 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 254 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 256 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 260 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 262 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 264 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 266 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 268 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 270 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 274 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 278 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 280 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 282 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 286 | I | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 290 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 298 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 308 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 312 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 316 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 320 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 334 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 372 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 376 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 380 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 384 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 394 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 402 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 410 | 1 | 0.0006 | 0.0006 | L, H |
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TABLE III. (Continued)

| Cause | $f_{\mathrm{L}}(\mathrm{Hz})$ | Harmonics | LFS (Hz) | HFS (Hz) | IFO |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 Hz comb | 414 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 418 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 422 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 430 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 432 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 435 | I | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 440 | , | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 448 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 462 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 466 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 468 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 470 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 474 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 482 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 488 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 496 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 500 | 1 | 0.0006 | 0.0006 | L,H |
| 2 Hz comb | 504 | 1 | 0.0006 | 0.0006 | L, H |
| 2 Hz comb | 508 | 1 | 0.0006 | 0.0006 | L, H |
| Digital | 55.8 | 1 | 0.05 | 0.05 | H |
| Digital | 56.875 | 1 | 0.005 | 0.005 | H |
| Digital | 58.625 | 1 | 0.005 | 0.005 | H |
| Digital | 69. | 1 | 0.05 | 0.05 | H |
| Digital | 85.375 | , | 0.005 | 0.005 | H |
| Digital | 113.75 | 1 | 0.01 | 0.01 | H |
| Digital | 140.24 | 1 | 0.01 | 0.01 | H |
| Digital | 153.75 | 1 | 0.05 | 0.05 | H |
| Digital | 158.0 | 1 | 0.05 | 0.05 | H |
| Digital | 199.57 | 1 | 0.01 | 0.01 | H |
| Digital | 210.36 | 1 | 0.01 | 0.01 | H |
| Digital | 373.5 | 1 | 0.05 | 0.05 | H |
| Digital | 392.2 | 1 | 0.0006 | 0.0006 | L, H |
| Digital | 399.3 | 1 | 0.0006 | 0.0006 | L |
| Digital | 401.5 | 1 | 0.05 | 0.05 | H |

3. 50 mHz signal-frequency bands that did not contribute to results

TABLE IV. Signal frequency ranges where the results might have contributions from fake data. When the results are entirely due to artificial data, the band is listed in the "all fake data" column; bands where the results comprise contributions from both fake and real data are listed in the other three columns. The "mixed, left" and "mixed, right" columns are populated only when there is a matching "all fake data" entry, which highlights the same physical cause for the fake data, i.e., the cleaning. The "mixed, isolated" column lists isolated ranges of mixed data. The list of input data frequencies where the data was substituted with artificial noise are given in Table I.

| Line type | Mixed, isolated |  | Mixed, left | All fake data | Mixed,right | Detector |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 Hz | 50.9648 | 51.0352 |  |  |  | $\mathrm{~L}, \mathrm{H}$ |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 51.9647 | 52.0353 |  |  | $\mathrm{~L}, \mathrm{H}$ |  |
| 1 Hz | 52.9646 | 53.0354 |  |  |  | $\mathrm{~L}, \mathrm{H}$ |
| 1 Hz | 53.9645 | 54.0355 |  |  |  | $\mathrm{~L}, \mathrm{H}$ |
| CPU | 54.4605 | 54.5315 |  |  |  | $\mathrm{~L}, \mathrm{H}$ |
| 1 Hz | 54.9644 | 55.0356 |  |  |  | $\mathrm{~L}, \mathrm{H}$ |
| D |  |  | 55.715 | 55.785 | 55.785 | 55.815 |
| 1 Hz | 55.9643 | 56.0357 |  |  | 55.815 | 55.885 |
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TABLE IV. (Continued)

| Line type | Mixed, isolated |  | Mixed, left |  | All fake data |  | Mixed,right |  | Detector |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D | 56.8348 | 56.9152 |  |  |  |  |  |  | H |
| 1 Hz | 56.9642 | 57.0358 |  |  |  |  |  |  | L, H |
| 1 Hz | 57.9641 | 58.0359 |  |  |  |  |  |  | L,H |
| D | 58.5847 | 58.6653 |  |  |  |  |  |  | H |
| $1 \mathrm{~Hz}, \mathrm{M}$ |  |  | 58.964 | 59.0348 | 59.0348 | 60.965 | 60.965 | 61.0362 | L,H |
| 1 Hz | 61.9637 | 62.0363 |  |  |  |  |  |  | L,H |
| 1 Hz | 62.9636 | 63.0364 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 63.9635 | 64.0365 |  |  |  |  |  |  | L,H |
| 1 Hz | 64.9634 | 65.0366 |  |  |  |  |  |  | L,H |
| 1 Hz | 65.9633 | 66.0367 |  |  |  |  |  |  | L,H |
| 1 Hz | 66.9632 | 67.0368 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 67.9631 | 68.0369 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, \mathrm{D}$ |  |  | 68.9136 | 68.9864 | 68.9864 | 69.0136 | 69.0136 | 69.0864 | H |
| 1 Hz | 68.963 | 69.037 |  |  |  |  |  |  | L |
| 1 Hz | 69.9629 | 70.0371 |  |  |  |  |  |  | L,H |
| 1 Hz | 70.9628 | 71.0372 |  |  |  |  |  |  | L,H |
| 1 Hz | 71.9627 | 72.0373 |  |  |  |  |  |  | L,H |
| 1 Hz | 72.9626 | 73.0374 |  |  |  |  |  |  | L,H |
| 1 Hz | 73.9625 | 74.0375 |  |  |  |  |  |  | L,H |
| 1 Hz | 74.9624 | 75.0376 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 75.9623 | 76.0377 |  |  |  |  |  |  | L,H |
| 1 Hz | 76.9622 | 77.0378 |  |  |  |  |  |  | L,H |
| 1 Hz | 77.9621 | 78.0379 |  |  |  |  |  |  | L,H |
| 1 Hz | 78.962 | 79.038 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 79.9619 | 80.0381 |  |  |  |  |  |  | L,H |
| 1 Hz | 80.9618 | 81.0382 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 81.9617 | 82.0383 |  |  |  |  |  |  | L,H |
| 1 Hz | 82.9616 | 83.0384 |  |  |  |  |  |  | L,H |
| 1 Hz | 83.9615 | 84.0385 |  |  |  |  |  |  | L,H |
| 1 Hz | 84.9614 | 85.0386 |  |  |  |  |  |  | L,H |
| D | 85.332 | 85.418 |  |  |  |  |  |  | H |
| E | 85.752 | 85.848 |  |  |  |  |  |  | H |
| 1 Hz | 85.9613 | 86.0387 |  |  |  |  |  |  | L,H |
| 1 Hz | 86.9612 | 87.0388 |  |  |  |  |  |  | L,H |
| 1 Hz | 87.9611 | 88.0389 |  |  |  |  |  |  | L,H |
| 1 Hz | 88.961 | 89.039 |  |  |  |  |  |  | L,H |
| E |  |  | 89.8016 | 89.8784 | 89.8784 | 89.9215 | 89.9215 | 89.9985 | H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 89.9609 | 90.0391 |  |  |  |  |  |  | L, H |
| 1 Hz | 90.9608 | 91.0392 |  |  |  |  |  |  | L,H |
| 1 Hz | 91.9607 | 92.0393 |  |  |  |  |  |  | L,H |
| 1 Hz | 92.9606 | 93.0394 |  |  |  |  |  |  | L,H |
| E | 93.0012 | 93.0988 |  |  |  |  |  |  | H |
| E | 93.2012 | 93.2988 |  |  |  |  |  |  | H |
| E | 93.2362 | 93.3438 |  |  |  |  |  |  | L |
| 1 Hz | 93.9605 | 94.0395 |  |  |  |  |  |  | L,H |
| 1 Hz | 94.9604 | 95.0396 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 95.9603 | 96.0397 |  |  |  |  |  |  | L, H |
| E | 96.6559 | 96.7641 |  |  |  |  |  |  | L |
| 1 Hz | 96.9602 | 97.0398 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 97.9601 | 98.0399 |  |  |  |  |  |  | L, H |
| 1 Hz | 98.96 | 99.04 |  |  |  |  |  |  | L,H |
| 1 Hz | 99.9599 | 100.0401 |  |  |  |  |  |  | L,H |
| 1 Hz | 100.9598 | 101.0402 |  |  |  |  |  |  | L, H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 101.9597 | 102.0403 |  |  |  |  |  |  | L,H |
| 1 Hz | 102.9596 | 103.0404 |  |  |  |  |  |  | L, H |

(Table continued)

RESULTS OF THE DEEPEST ALL-SKY SURVEY FOR ...
PHYSICAL REVIEW D 94, 102002 (2016)
TABLE IV. (Continued)

| Line type | Mixed, isolated |  | Mixed, left | All fake data | Mix | right | Detector |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 Hz | 103.9595 | 104.0405 |  |  |  |  | L,H |
| 1 Hz | 104.9594 | 105.0406 |  |  |  |  | L,H |
| 1 Hz | 105.9593 | 106.0407 |  |  |  |  | L,H |
| 1 Hz | 106.9592 | 107.0408 |  |  |  |  | L,H |
| 1 Hz | 107.9591 | 108.0409 |  |  |  |  | L,H |
| CPU | 108.951 | 109.033 |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 108.959 | 109.041 |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 109.9589 | 110.0411 |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 110.9588 | 111.0412 |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 111.9587 | 112.0413 |  |  |  |  | L,H |
| 1 Hz | 112.9586 | 113.0414 |  |  |  |  | L,H |
| D | 113.6992 | 113.8008 |  |  |  |  | H |
| 1 Hz | 113.9585 | 114.0415 |  |  |  |  | L,H |
| 1 Hz | 114.9584 | 115.0416 |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 115.9583 | 116.0417 |  |  |  |  | L,H |
| 1 Hz | 116.9582 | 117.0418 |  |  |  |  | L,H |
| 1 Hz | 117.9581 | 118.0419 |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}, \mathrm{M}$ |  |  | 118.958119 .0408 | 119.0408120 .959 | 120.959 | 121.0422 | L,H |
| 1 Hz | 121.9577 | 122.0423 |  |  |  |  | L,H |
| 1 Hz | 122.9576 | 123.0424 |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 123.9575 | 124.0425 |  |  |  |  | L,H |
| 1 Hz | 124.9574 | 125.0426 |  |  |  |  | L,H |
| 1 Hz | 125.9573 | 126.0427 |  |  |  |  | L,H |
| 1 Hz | 126.9572 | 127.0428 |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 127.9571 | 128.0429 |  |  |  |  | L,H |
| 1 Hz | 128.957 | 129.043 |  |  |  |  | L,H |
| 1 Hz | 129.9569 | 130.0431 |  |  |  |  | L,H |
| 1 Hz | 130.9568 | 131.0432 |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 131.9567 | 132.0433 |  |  |  |  | L,H |
| 1 Hz | 132.9566 | 133.0434 |  |  |  |  | L,H |
| 1 Hz | 133.9565 | 134.0435 |  |  |  |  | L,H |
| 1 Hz | 134.9564 | 135.0436 |  |  |  |  | L,H |
| 1 Hz | 135.9563 | 136.0437 |  |  |  |  | L,H |
| 1 Hz | 136.9562 | 137.0438 |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 137.9561 | 138.0439 |  |  |  |  | L,H |
| 1 Hz | 138.956 | 139.044 |  |  |  |  | L,H |
| E | 139.8765 | 140.0035 |  |  |  |  | L |
| E | 139.8965 | 140.0035 |  |  |  |  | H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 139.9559 | 140.0441 |  |  |  |  | L, H |
| D | 140.1865 | 140.2935 |  |  |  |  | H |
| SB | 140.3659 | 140.4541 |  |  |  |  | H |
| 1 Hz | 140.9558 | 141.0442 |  |  |  |  | L, H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 141.9557 | 142.0443 |  |  |  |  | L,H |
| 1 Hz | 142.9556 | 143.0444 |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 143.9555 | 144.0445 |  |  |  |  | L,H |
| 1 Hz | 144.9554 | 145.0446 |  |  |  |  | L,H |
| E | 144.996 | 145.124 |  |  |  |  | L |
| 1 Hz | 145.9553 | 146.0447 |  |  |  |  | L,H |
| 1 Hz | 146.9552 | 147.0448 |  |  |  |  | L,H |
| 1 Hz | 147.9551 | 148.0449 |  |  |  |  | L, H |
| 1 Hz | 148.955 | 149.045 |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 149.9549 | 150.0451 |  |  |  |  | L,H |
| 1 Hz | 150.9548 | 151.0452 |  |  |  |  | L,H |
| 1 Hz | 151.9547 | 152.0453 |  |  |  |  | L,H |
| 1 Hz | 152.9546 | 153.0454 |  |  |  |  | L,H |

PHYSICAL REVIEW D 94, 102002 (2016)
TABLE IV. (Continued)

| Line type | Mixed, isolated |  | Mixed, left |  | All fake data |  | Mixed,right |  | Detector |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D |  |  | 153.6552 | 153.7448 | 153.7448 | 153.7552 | 153.7552 | 153.8448 | H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 153.9545 | 154.0455 |  |  |  |  |  |  | L,H |
| 1 Hz | 154.9544 | 155.0456 |  |  |  |  |  |  | L,H |
| 1 Hz | 155.9543 | 156.0457 |  |  |  |  |  |  | L,H |
| 1 Hz | 156.9542 | 157.0458 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}, \mathrm{D}$ |  |  | 157.9047 | 157.9953 | 157.9953 | 158.0047 | 158.0047 | 158.0953 | H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 157.9541 | 158.0459 |  |  |  |  |  |  | L |
| 1 Hz | 158.954 | 159.046 |  |  |  |  |  |  | L,H |
| 1 Hz | 159.9539 | 160.0461 |  |  |  |  |  |  | L,H |
| 1 Hz | 160.9538 | 161.0462 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 161.9537 | 162.0463 |  |  |  |  |  |  | L,H |
| 1 Hz | 162.9536 | 163.0464 |  |  |  |  |  |  | L,H |
| 1 Hz | 163.9535 | 164.0465 |  |  |  |  |  |  | L,H |
| E | 164.4641 | 164.5759 |  |  |  |  |  |  | H |
| 1 Hz | 164.9534 | 165.0466 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 165.9533 | 166.0467 |  |  |  |  |  |  | L,H |
| SB | 166.0738 | 166.1672 |  |  |  |  |  |  | H |
| 1 Hz | 166.9532 | 167.0468 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 167.9531 | 168.0469 |  |  |  |  |  |  | L,H |
| 1 Hz | 168.953 | 169.047 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 169.9529 | 170.0471 |  |  |  |  |  |  | L,H |
| 1 Hz | 170.9528 | 171.0472 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 171.9527 | 172.0473 |  |  |  |  |  |  | L,H |
| 1 Hz | 172.9526 | 173.0474 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 173.9525 | 174.0475 |  |  |  |  |  |  | L,H |
| 1 Hz | 174.9524 | 175.0476 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 175.9523 | 176.0477 |  |  |  |  |  |  | L,H |
| 1 Hz | 176.9522 | 177.0478 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 177.9521 | 178.0479 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, \mathrm{M}$ |  |  | 178.952 | 179.0468 | 179.0468 | 180.953 | 180.953 | 181.0482 | L,H |
| 1 Hz | 181.9517 | 182.0483 |  |  |  |  |  |  | L,H |
| 1 Hz | 182.9516 | 183.0484 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 183.9515 | 184.0485 |  |  |  |  |  |  | L,H |
| 1 Hz | 184.9514 | 185.0486 |  |  |  |  |  |  | L,H |
| 1 Hz | 185.9513 | 186.0487 |  |  |  |  |  |  | L,H |
| E | 186.5169 | 186.6631 |  |  |  |  |  |  | L |
| 1 Hz | 186.9512 | 187.0488 |  |  |  |  |  |  | L, H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 187.9511 | 188.0489 |  |  |  |  |  |  | L,H |
| 1 Hz | 188.951 | 189.049 |  |  |  |  |  |  | L, H |
| 1 Hz | 189.9509 | 190.0491 |  |  |  |  |  |  | L, H |
| 1 Hz | 190.9508 | 191.0492 |  |  |  |  |  |  | L,H |
| SB | 191.783 | 191.8814 |  |  |  |  |  |  | H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 191.9507 | 192.0493 |  |  |  |  |  |  | L,H |
| 1 Hz | 192.9506 | 193.0494 |  |  |  |  |  |  | L,H |
| E | 193.3462 | 193.4938 |  |  |  |  |  |  | L |
| 1 Hz | 193.9505 | 194.0495 |  |  |  |  |  |  | L,H |
| 1 Hz | 194.9504 | 195.0496 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 195.9503 | 196.0497 |  |  |  |  |  |  | L,H |
| 1 Hz | 196.9502 | 197.0498 |  |  |  |  |  |  | L,H |
| 1 Hz | 197.9501 | 198.0499 |  |  |  |  |  |  | L,H |
| 1 Hz | 198.95 | 199.05 |  |  |  |  |  |  | L,H |
| D | 199.5106 | 199.6294 |  |  |  |  |  |  | H |
| 1 Hz | 199.9499 | 200.0501 |  |  |  |  |  |  | L,H |
| 1 Hz | 200.9498 | 201.0502 |  |  |  |  |  |  | L,H |
| 1 Hz | 201.9497 | 202.0503 |  |  |  |  |  |  | L,H |

(Table continued)

RESULTS OF THE DEEPEST ALL-SKY SURVEY FOR ...
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TABLE IV. (Continued)

| Line type | Mixed, isolated |  | Mixed, left |  | All fake data |  | Mixed,right |  | Detector |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 Hz | 202.9496 | 203.0504 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 203.9495 | 204.0505 |  |  |  |  |  |  | L, H |
| 1 Hz | 204.9494 | 205.0506 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 205.9493 | 206.0507 |  |  |  |  |  |  | L, H |
| 1 Hz | 206.9492 | 207.0508 |  |  |  |  |  |  | L,H |
| 1 Hz | 207.9491 | 208.0509 |  |  |  |  |  |  | L,H |
| 1 Hz | 208.949 | 209.051 |  |  |  |  |  |  | L,H |
| 1 Hz | 209.9489 | 210.0511 |  |  |  |  |  |  | L,H |
| D | 210.2995 | 210.4205 |  |  |  |  |  |  | H |
| 1 Hz | 210.9488 | 211.0512 |  |  |  |  |  |  | L,H |
| 1 Hz | 211.9487 | 212.0513 |  |  |  |  |  |  | L,H |
| 1 Hz | 212.9486 | 213.0514 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 213.9485 | 214.0515 |  |  |  |  |  |  | L,H |
| 1 Hz | 214.9484 | 215.0516 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 215.9483 | 216.0517 |  |  |  |  |  |  | L,H |
| 1 Hz | 216.9482 | 217.0518 |  |  |  |  |  |  | L,H |
| SB | 217.491 | 217.5946 |  |  |  |  |  |  | H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 217.9481 | 218.0519 |  |  |  |  |  |  | L,H |
| 1 Hz | 218.948 | 219.052 |  |  |  |  |  |  | L,H |
| 1 Hz | 219.9479 | 220.0521 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 220.9478 | 221.0522 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 221.9477 | 222.0523 |  |  |  |  |  |  | L,H |
| 1 Hz | 222.9476 | 223.0524 |  |  |  |  |  |  | L,H |
| 1 Hz | 223.9475 | 224.0525 |  |  |  |  |  |  | L,H |
| 1 Hz | 224.9474 | 225.0526 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 225.9473 | 226.0527 |  |  |  |  |  |  | L,H |
| 1 Hz | 226.9472 | 227.0528 |  |  |  |  |  |  | L,H |
| 1 Hz | 227.9471 | 228.0529 |  |  |  |  |  |  | L,H |
| 1 Hz | 228.947 | 229.053 |  |  |  |  |  |  | L,H |
| 1 Hz | 229.9469 | 230.0531 |  |  |  |  |  |  | L,H |
| 1 Hz | 230.9468 | 231.0532 |  |  |  |  |  |  | L,H |
| 1 Hz | 231.9467 | 232.0533 |  |  |  |  |  |  | L,H |
| 1 Hz | 232.9466 | 233.0534 |  |  |  |  |  |  | L,H |
| E | 233.1272 | 233.3328 |  |  |  |  |  |  | L |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 233.9465 | 234.0535 |  |  |  |  |  |  | L,H |
| 1 Hz | 234.9464 | 235.0536 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 235.9463 | 236.0537 |  |  |  |  |  |  | L,H |
| 1 Hz | 236.9462 | 237.0538 |  |  |  |  |  |  | L,H |
| 1 Hz | 237.9461 | 238.0539 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, \mathrm{M}$ |  |  | 238.946 | 239.0528 | 239.0528 | 240.947 | 240.947 | 241.0542 | L,H |
| E |  |  | 241.6564 | 241.7636 | 241.7636 | 241.7964 | 241.7964 | 241.9036 | L |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 241.9457 | 242.0543 |  |  |  |  |  |  | L,H |
| 1 Hz | 242.9456 | 243.0544 |  |  |  |  |  |  | L,H |
| SB | 243.1995 | 243.3083 |  |  |  |  |  |  | H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 243.9455 | 244.0545 |  |  |  |  |  |  | L,H |
| 1 Hz | 244.9454 | 245.0546 |  |  |  |  |  |  | L,H |
| 1 Hz | 245.9453 | 246.0547 |  |  |  |  |  |  | L,H |
| 1 Hz | 246.9452 | 247.0548 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 247.9451 | 248.0549 |  |  |  |  |  |  | L,H |
| 1 Hz | 248.945 | 249.055 |  |  |  |  |  |  | L,H |
| 1 Hz | 249.9449 | 250.0551 |  |  |  |  |  |  | L, H |
| 1 Hz | 250.9448 | 251.0552 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 251.9447 | 252.0553 |  |  |  |  |  |  | L,H |
| 1 Hz | 252.9446 | 253.0554 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 253.9445 | 254.0555 |  |  |  |  |  |  | L, H |

TABLE IV. (Continued)

| Line type | Mixed, isolated |  |  | left | All fa | data |  | right | Detector |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 Hz | 254.9444 | 255.0556 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 255.9443 | 256.0557 |  |  |  |  |  |  | L,H |
| 1 Hz | 256.9442 | 257.0558 |  |  |  |  |  |  | L,H |
| 1 Hz | 257.9441 | 258.0559 |  |  |  |  |  |  | L,H |
| 1 Hz | 258.944 | 259.056 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 259.9439 | 260.0561 |  |  |  |  |  |  | L,H |
| 1 Hz | 260.9438 | 261.0562 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 261.9437 | 262.0563 |  |  |  |  |  |  | L,H |
| 1 Hz | 262.9436 | 263.0564 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 263.9435 | 264.0565 |  |  |  |  |  |  | L,H |
| 1 Hz | 264.9434 | 265.0566 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 265.9433 | 266.0567 |  |  |  |  |  |  | L,H |
| 1 Hz | 266.9432 | 267.0568 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 267.9431 | 268.0569 |  |  |  |  |  |  | L,H |
| SB | 268.908 | 269.022 |  |  |  |  |  |  | H |
| 1 Hz | 268.943 | 269.057 |  |  |  |  |  |  | L, H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 269.9429 | 270.0571 |  |  |  |  |  |  | L,H |
| 1 Hz | 270.9428 | 271.0572 |  |  |  |  |  |  | L,H |
| 1 Hz | 271.9427 | 272.0573 |  |  |  |  |  |  | L,H |
| 1 Hz | 272.9426 | 273.0574 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 273.9425 | 274.0575 |  |  |  |  |  |  | L,H |
| 1 Hz | 274.9424 | 275.0576 |  |  |  |  |  |  | L,H |
| 1 Hz | 275.9423 | 276.0577 |  |  |  |  |  |  | L,H |
| 1 Hz | 276.9422 | 277.0578 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 277.9421 | 278.0579 |  |  |  |  |  |  | L,H |
| 1 Hz | 278.942 | 279.058 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 279.9419 | 280.0581 |  |  |  |  |  |  | L,H |
| 1 Hz | 280.9418 | 281.0582 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 281.9417 | 282.0583 |  |  |  |  |  |  | L,H |
| 1 Hz | 282.9416 | 283.0584 |  |  |  |  |  |  | L,H |
| 1 Hz | 283.9415 | 284.0585 |  |  |  |  |  |  | L,H |
| 1 Hz | 284.9414 | 285.0586 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 285.9413 | 286.0587 |  |  |  |  |  |  | L,H |
| 1 Hz | 286.9412 | 287.0588 |  |  |  |  |  |  | L,H |
| 1 Hz | 287.9411 | 288.0589 |  |  |  |  |  |  | L, H |
| 1 Hz | 288.941 | 289.059 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 289.9409 | 290.0591 |  |  |  |  |  |  | L,H |
| 1 Hz | 290.9408 | 291.0592 |  |  |  |  |  |  | L,H |
| 1 Hz | 291.9407 | 292.0593 |  |  |  |  |  |  | L,H |
| 1 Hz | 292.9406 | 293.0594 |  |  |  |  |  |  | L,H |
| 1 Hz | 293.9405 | 294.0595 |  |  |  |  |  |  | L,H |
| SB | 294.6161 | 294.7351 |  |  |  |  |  |  | H |
| 1 Hz | 294.9404 | 295.0596 |  |  |  |  |  |  | L,H |
| 1 Hz | 295.9403 | 296.0597 |  |  |  |  |  |  | L,H |
| 1 Hz | 296.9402 | 297.0598 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 297.9401 | 298.0599 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, \mathrm{M}$ |  |  | 298.94 | 299.0588 | 299.0588 | 300.941 | 300.941 | 301.0602 | L,H |
| 1 Hz | 301.9397 | 302.0603 |  |  |  |  |  |  | L,H |
| 1 Hz | 302.9396 | 303.0604 |  |  |  |  |  |  | L,H |
| 1 Hz | 303.9395 | 304.0605 |  |  |  |  |  |  | L,H |
| 1 Hz | 304.9394 | 305.0606 |  |  |  |  |  |  | L,H |
| 1 Hz | 305.9393 | 306.0607 |  |  |  |  |  |  | L,H |
| 1 Hz | 306.9392 | 307.0608 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 307.9391 | 308.0609 |  |  |  |  |  |  | L, H |
| 1 Hz | 308.939 | 309.061 |  |  |  |  |  |  | L,H |
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TABLE IV. (Continued)

| Line type | Mixed, isolated |  | Mixed, left |  | All f | data | Mixed,right |  | Detector |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 Hz | 309.9389 | 310.0611 |  |  |  |  |  |  | L, H |
| 1 Hz | 310.9388 | 311.0612 |  |  |  |  |  |  | L, H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 311.9387 | 312.0613 |  |  |  |  |  |  | L, H |
| 1 Hz | 312.9386 | 313.0614 |  |  |  |  |  |  | L, H |
| 1 Hz | 313.9385 | 314.0615 |  |  |  |  |  |  | L,H |
| 1 Hz | 314.9384 | 315.0616 |  |  |  |  |  |  | L, H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 315.9383 | 316.0617 |  |  |  |  |  |  | L,H |
| 1 Hz | 316.9382 | 317.0618 |  |  |  |  |  |  | L,H |
| 1 Hz | 317.9381 | 318.0619 |  |  |  |  |  |  | L,H |
| 1 Hz | 318.938 | 319.062 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 319.9379 | 320.0621 |  |  |  |  |  |  | L,H |
| SB | 320.3246 | 320.4488 |  |  |  |  |  |  | H |
| 1 Hz | 320.9378 | 321.0622 |  |  |  |  |  |  | L,H |
| 1 Hz | 321.9377 | 322.0623 |  |  |  |  |  |  | L,H |
| 1 Hz | 322.9376 | 323.0624 |  |  |  |  |  |  | L,H |
| 1 Hz | 323.9375 | 324.0625 |  |  |  |  |  |  | L,H |
| 1 Hz | 324.9374 | 325.0626 |  |  |  |  |  |  | L,H |
| 1 Hz | 325.9373 | 326.0627 |  |  |  |  |  |  | L, H |
| 1 Hz | 326.9372 | 327.0628 |  |  |  |  |  |  | L,H |
| 1 Hz | 327.9371 | 328.0629 |  |  |  |  |  |  | L,H |
| 1 Hz | 328.937 | 329.063 |  |  |  |  |  |  | L,H |
| VM |  |  | 329.1476 | 329.2724 | 329.2724 | 329.3676 | 329.3676 | 329.4924 | L |
| $1 \mathrm{~Hz}, \mathrm{E}, \mathrm{VM}$ |  |  | 329.3376 | 329.4624 | 329.4624 | 329.9381 | 329.9381 | 330.0631 | H |
| 1 Hz | 329.9369 | 330.0631 |  |  |  |  |  |  | L |
| 1 Hz | 330.9368 | 331.0632 |  |  |  |  |  |  | L,H |
| 1 Hz | 331.9367 | 332.0633 |  |  |  |  |  |  | L,H |
| 1 Hz | 332.9366 | 333.0634 |  |  |  |  |  |  | L, H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 333.9365 | 334.0635 |  |  |  |  |  |  | L, H |
| 1 Hz | 334.9364 | 335.0636 |  |  |  |  |  |  | L,H |
| VM |  |  | 335.187 | 335.313 | 335.313 | 335.747 | 335.747 | 335.873 | L |
| $1 \mathrm{~Hz}, \mathrm{VM}$ |  |  | 335.437 | 335.563 | 335.563 | 335.9375 | 335.9375 | 336.0637 | H |
| 1 Hz | 335.9363 | 336.0637 |  |  |  |  |  |  | L |
| 1 Hz | 336.9362 | 337.0638 |  |  |  |  |  |  | L,H |
| 1 Hz | 337.9361 | 338.0639 |  |  |  |  |  |  | L,H |
| 1 Hz | 338.936 | 339.064 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, \mathrm{VM}$ |  |  | 339.9359 | 340.0629 | 340.0629 | 349.9361 | 349.9361 | 350.0651 | L |
| 1 Hz | 339.9359 | 340.0641 |  |  |  |  |  |  | H |
| 1 Hz | 340.9358 | 341.0642 |  |  |  |  |  |  | H |
| $1 \mathrm{~Hz}, \mathrm{SB}, \mathrm{VM}$ |  |  | 341.9357 | 342.0631 | 342.0631 | 349.9361 | 349.9361 | 350.0651 | H |
| 1 Hz | 350.9348 | 351.0652 |  |  |  |  |  |  | L, H |
| 1 Hz | 351.9347 | 352.0653 |  |  |  |  |  |  | L, H |
| 1 Hz | 352.9346 | 353.0654 |  |  |  |  |  |  | L, H |
| 1 Hz | 353.9345 | 354.0655 |  |  |  |  |  |  | L,H |
| 1 Hz | 354.9344 | 355.0656 |  |  |  |  |  |  | L, H |
| 1 Hz | 355.9343 | 356.0657 |  |  |  |  |  |  | L,H |
| 1 Hz | 356.9342 | 357.0658 |  |  |  |  |  |  | L,H |
| 1 Hz | 357.9341 | 358.0659 |  |  |  |  |  |  | L, H |
| $1 \mathrm{~Hz}, \mathrm{M}$ |  |  | 358.934 | 359.0648 | 359.0648 | 360.935 | 360.935 | 361.0662 | L, H |
| 1 Hz | 361.9337 | 362.0663 |  |  |  |  |  |  | L, H |
| 1 Hz | 362.9336 | 363.0664 |  |  |  |  |  |  | L, H |
| 1 Hz | 363.9335 | 364.0665 |  |  |  |  |  |  | L, H |
| 1 Hz | 364.9334 | 365.0666 |  |  |  |  |  |  | L, H |
| 1 Hz | 365.9333 | 366.0667 |  |  |  |  |  |  | L,H |
| 1 Hz | 366.9332 | 367.0668 |  |  |  |  |  |  | L,H |
| 1 Hz | 367.9331 | 368.0669 |  |  |  |  |  |  | L, H |

(Table continued)
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TABLE IV. (Continued)

| Line type | Mixed, isolated |  | Mixed, left | All fake data | Mixed,right | Detector |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 Hz | 368.933 | 369.067 |  |  |  | L,H |
| 1 Hz | 369.9329 | 370.0671 |  |  |  | L,H |
| 1 Hz | 370.9328 | 371.0672 |  |  |  | L,H |
| SB | 371.7405 | 371.8749 |  |  |  | H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 371.9327 | 372.0673 |  |  |  | L,H |
| 1 Hz | 372.9326 | 373.0674 |  |  |  | L,H |
| D | 373.3832 | 373.6168 |  |  |  | H |
| 1 Hz | 373.9325 | 374.0675 |  |  |  | L,H |
| 1 Hz | 374.9324 | 375.0676 |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 375.9323 | 376.0677 |  |  |  | L,H |
| 1 Hz | 376.9322 | 377.0678 |  |  |  | L,H |
| 1 Hz | 377.9321 | 378.0679 |  |  |  | L, H |
| 1 Hz | 378.932 | 379.068 |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 379.9319 | 380.0681 |  |  |  | L,H |
| 1 Hz | 380.9318 | 381.0682 |  |  |  | L,H |
| 1 Hz | 381.9317 | 382.0683 |  |  |  | L,H |
| 1 Hz | 382.9316 | 383.0684 |  |  |  | L,H |
| SB | 383.5955 | 383.7323 |  |  |  | H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 383.9315 | 384.0685 |  |  |  | L,H |
| 1 Hz | 384.9314 | 385.0686 |  |  |  | L,H |
| 1 Hz | 385.9313 | 386.0687 |  |  |  | L,H |
| 1 Hz | 386.9312 | 387.0688 |  |  |  | L,H |
| 1 Hz | 387.9311 | 388.0689 |  |  |  | L,H |
| 1 Hz | 388.931 | 389.069 |  |  |  | L,H |
| 1 Hz | 389.9309 | 390.0691 |  |  |  | L,H |
| 1 Hz | 390.9308 | 391.0692 |  |  |  | L,H |
| 1 Hz | 391.9307 | 392.0693 |  |  |  | L,H |
| D | 392.1307 | 392.2693 |  |  |  | L,H |
| 1 Hz | 392.9306 | 393.0694 |  |  |  | L, H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 393.9305 | 394.0695 |  |  |  | L,H |
| 1 Hz | 394.9304 | 395.0696 |  |  |  | L,H |
| 1 Hz | 395.9303 | 396.0697 |  |  |  | L,H |
| 1 Hz | 396.9302 | 397.0698 |  |  |  | L,H |
| SB | 397.4496 | 397.5892 |  |  |  | H |
| 1 Hz | 397.9301 | 398.0699 |  |  |  | L, H |
| 1 Hz | 398.93 | 399.07 |  |  |  | L,H |
| D | 399.23 | 399.37 |  |  |  | L |
| 1 Hz | 399.9299 | 400.0701 |  |  |  | L, H |
| 1 Hz | 400.9298 | 401.0702 |  |  |  | L,H |
| D | 401.3804 | 401.6196 |  |  |  | H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 401.9297 | 402.0703 |  |  |  | L,H |
| 1 Hz | 402.9296 | 403.0704 |  |  |  | L,H |
| 1 Hz | 403.9295 | 404.0705 |  |  |  | L,H |
| 1 Hz | 404.9294 | 405.0706 |  |  |  | L, H |
| 1 Hz | 405.9293 | 406.0707 |  |  |  | L, H |
| 1 Hz | 406.9292 | 407.0708 |  |  |  | L,H |
| 1 Hz | 407.9291 | 408.0709 |  |  |  | L,H |
| 1 Hz | 408.929 | 409.071 |  |  |  | L,H |
| SB | 409.2995 | 409.4415 |  |  |  | H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 409.9289 | 410.0711 |  |  |  | L, H |
| 1 Hz | 410.9288 | 411.0712 |  |  |  | L, H |
| 1 Hz | 411.9287 | 412.0713 |  |  |  | L,H |
| 1 Hz | 412.9286 | 413.0714 |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 413.9285 | 414.0715 |  |  |  | L,H |
| 1 Hz | 414.9284 | 415.0716 |  |  |  | L,H |
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TABLE IV. (Continued)

| Line type | Mixed, isolated |  | Mixed, left |  | All fake data |  | Mixed,right |  | Detector |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 Hz | 415.9283 | 416.0717 |  |  |  |  |  |  | L,H |
| 1 Hz | 416.9282 | 417.0718 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 417.9281 | 418.0719 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, \mathrm{M}$ |  |  | 418.928 | 419.0708 | 419.0708 | 420.929 | 420.929 | 421.0722 | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 421.9277 | 422.0723 |  |  |  |  |  |  | L,H |
| 1 Hz | 422.9276 | 423.0724 |  |  |  |  |  |  | L,H |
| SB | 423.1582 | 423.303 |  |  |  |  |  |  | H |
| 1 Hz | 423.9275 | 424.0725 |  |  |  |  |  |  | L,H |
| 1 Hz | 424.9274 | 425.0726 |  |  |  |  |  |  | L,H |
| 1 Hz | 425.9273 | 426.0727 |  |  |  |  |  |  | L,H |
| 1 Hz | 426.9272 | 427.0728 |  |  |  |  |  |  | L,H |
| 1 Hz | 427.9271 | 428.0729 |  |  |  |  |  |  | L, H |
| 1 Hz | 428.927 | 429.073 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 429.9269 | 430.0731 |  |  |  |  |  |  | L,H |
| 1 Hz | 430.9268 | 431.0732 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 431.9267 | 432.0733 |  |  |  |  |  |  | L,H |
| 1 Hz | 432.9266 | 433.0734 |  |  |  |  |  |  | L,H |
| 1 Hz | 433.9265 | 434.0735 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 434.9264 | 435.0736 |  |  |  |  |  |  | L,H |
| SB | 435.0125 | 435.1597 |  |  |  |  |  |  | H |
| 1 Hz | 435.9263 | 436.0737 |  |  |  |  |  |  | L,H |
| 1 Hz | 436.9262 | 437.0738 |  |  |  |  |  |  | L,H |
| 1 Hz | 437.9261 | 438.0739 |  |  |  |  |  |  | L,H |
| 1 Hz | 438.926 | 439.074 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 439.9259 | 440.0741 |  |  |  |  |  |  | L,H |
| 1 Hz | 440.9258 | 441.0742 |  |  |  |  |  |  | L,H |
| 1 Hz | 441.9257 | 442.0743 |  |  |  |  |  |  | L,H |
| 1 Hz | 442.9256 | 443.0744 |  |  |  |  |  |  | L,H |
| 1 Hz | 443.9255 | 444.0745 |  |  |  |  |  |  | L, H |
| 1 Hz | 444.9254 | 445.0746 |  |  |  |  |  |  | L,H |
| 1 Hz | 445.9253 | 446.0747 |  |  |  |  |  |  | L,H |
| 1 Hz | 446.9252 | 447.0748 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 447.9251 | 448.0749 |  |  |  |  |  |  | L,H |
| 1 Hz | 448.925 | 449.075 |  |  |  |  |  |  | L,H |
| 1 Hz | 449.9249 | 450.0751 |  |  |  |  |  |  | L,H |
| 1 Hz | 450.9248 | 451.0752 |  |  |  |  |  |  | L,H |
| 1 Hz | 451.9247 | 452.0753 |  |  |  |  |  |  | L,H |
| 1 Hz | 452.9246 | 453.0754 |  |  |  |  |  |  | L,H |
| 1 Hz | 453.9245 | 454.0755 |  |  |  |  |  |  | L,H |
| 1 Hz | 454.9244 | 455.0756 |  |  |  |  |  |  | L,H |
| 1 Hz | 455.9243 | 456.0757 |  |  |  |  |  |  | L,H |
| 1 Hz | 456.9242 | 457.0758 |  |  |  |  |  |  | L,H |
| 1 Hz | 457.9241 | 458.0759 |  |  |  |  |  |  | L,H |
| 1 Hz | 458.924 | 459.076 |  |  |  |  |  |  | L,H |
| 1 Hz | 459.9239 | 460.0761 |  |  |  |  |  |  | L,H |
| SB | 460.7206 | 460.8728 |  |  |  |  |  |  | H |
| 1 Hz | 460.9238 | 461.0762 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 461.9237 | 462.0763 |  |  |  |  |  |  | L,H |
| 1 Hz | 462.9236 | 463.0764 |  |  |  |  |  |  | L,H |
| 1 Hz | 463.9235 | 464.0765 |  |  |  |  |  |  | L,H |
| 1 Hz | 464.9234 | 465.0766 |  |  |  |  |  |  | L, H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 465.9233 | 466.0767 |  |  |  |  |  |  | L,H |
| 1 Hz | 466.9232 | 467.0768 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 467.9231 | 468.0769 |  |  |  |  |  |  | L,H |
| 1 Hz | 468.923 | 469.077 |  |  |  |  |  |  | L,H |

(Table continued)

TABLE IV. (Continued)

| Line type | Mixed, isolated |  | Mixed, left |  | All fake data |  | Mixed,right |  | Detector |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 469.9229 | 470.0771 |  |  |  |  |  |  | L, H |
| 1 Hz | 470.9228 | 471.0772 |  |  |  |  |  |  | L, H |
| 1 Hz | 471.9227 | 472.0773 |  |  |  |  |  |  | L, H |
| 1 Hz | 472.9226 | 473.0774 |  |  |  |  |  |  | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 473.9225 | 474.0775 |  |  |  |  |  |  | L, H |
| 1 Hz | 474.9224 | 475.0776 |  |  |  |  |  |  | L, H |
| 1 Hz | 475.9223 | 476.0777 |  |  |  |  |  |  | L,H |
| 1 Hz | 476.9222 | 477.0778 |  |  |  |  |  |  | L, H |
| 1 Hz | 477.9221 | 478.0779 |  |  |  |  |  |  | L, H |
| $1 \mathrm{~Hz}, \mathrm{M}$ |  |  | 478.922 | 479.0768 | 479.0768 | 480.923 | 480.923 | 481.0782 | L,H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 481.9217 | 482.0783 |  |  |  |  |  |  | L,H |
| 1 Hz | 482.9216 | 483.0784 |  |  |  |  |  |  | L, H |
| 1 Hz | 483.9215 | 484.0785 |  |  |  |  |  |  | L, H |
| 1 Hz | 484.9214 | 485.0786 |  |  |  |  |  |  | L, H |
| 1 Hz | 485.9213 | 486.0787 |  |  |  |  |  |  | L, H |
| SB | 486.4291 | 486.5865 |  |  |  |  |  |  | H |
| 1 Hz | 486.9212 | 487.0788 |  |  |  |  |  |  | L, H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 487.9211 | 488.0789 |  |  |  |  |  |  | L, H |
| 1 Hz | 488.921 | 489.079 |  |  |  |  |  |  | L,H |
| 1 Hz | 489.9209 | 490.0791 |  |  |  |  |  |  | L,H |
| 1 Hz | 490.9208 | 491.0792 |  |  |  |  |  |  | L, H |
| 1 Hz | 491.9207 | 492.0793 |  |  |  |  |  |  | L, H |
| 1 Hz | 492.9206 | 493.0794 |  |  |  |  |  |  | L,H |
| 1 Hz | 493.9205 | 494.0795 |  |  |  |  |  |  | L,H |
| 1 Hz | 494.9204 | 495.0796 |  |  |  |  |  |  | L, H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 495.9203 | 496.0797 |  |  |  |  |  |  | L, H |
| 1 Hz | 496.9202 | 497.0798 |  |  |  |  |  |  | L, H |
| 1 Hz | 497.9201 | 498.0799 |  |  |  |  |  |  | L,H |
| 1 Hz | 498.92 | 499.08 |  |  |  |  |  |  | L, H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 499.9199 | 500.0801 |  |  |  |  |  |  | L, H |
| 1 Hz | 500.9198 | 501.0802 |  |  |  |  |  |  | L, H |
| 1 Hz | 501.9197 | 502.0803 |  |  |  |  |  |  | L, H |
| 1 Hz | 502.9196 | 503.0804 |  |  |  |  |  |  | L, H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 503.9195 | 504.0805 |  |  |  |  |  |  | L,H |
| 1 Hz | 504.9194 | 505.0806 |  |  |  |  |  |  | L, H |
| 1 Hz | 505.9193 | 506.0807 |  |  |  |  |  |  | L, H |
| 1 Hz | 506.9192 | 507.0808 |  |  |  |  |  |  | L, H |
| $1 \mathrm{~Hz}, 2 \mathrm{~Hz}$ | 507.9191 | 508.0809 |  |  |  |  |  |  | L, H |
| 1 Hz | 508.919 | 509.081 |  |  |  |  |  |  | L,H |

RESULTS OF THE DEEPEST ALL-SKY SURVEY FOR ...
4. Signal-frequency ranges where the results might have contributions from fake data

TABLE V. $\quad 50-\mathrm{mHz}$ search-frequency bands that were identified as disturbed based on visual inspection (D) or where the results were produced from entirely fake data as detailed in Table I (C). Both sets of bands ( D and C ) were excluded from the analysis. The first two columns list the first frequency of the first and last $50-\mathrm{mHz}$ band in a contiguous range of excluded bands.

|  |  |  | Start band | Stop band | Disturbance type |
| :---: | :---: | :---: | :---: | :---: | :---: |
| TABLE V. $50-\mathrm{mHz}$ search-frequency bands that were identified |  |  | 73.313 | 73.413 | D |
| as disturbed based on visual inspection (D) or where the results were produced from entirely fake data as detailed in Table I (C). |  |  | 73.763 | 73.863 | D |
|  |  |  | 74.463 | 74.513 | D |
| Both sets of bands ( D and C ) were excluded from the analysis. |  |  | 74.713 |  | D |
| The first two columns list the first frequency of the first and last |  |  | 75.763 |  | D |
| $50-\mathrm{mHz}$ band in a contiguous range of excluded bands. |  |  | 76.013 | 76.113 | D |
| Start band | Stop band | Disturbance type | 78.213 | 78.313 | D |
| 50.113 |  | D | 78.413 | 78.563 | D |
| 50.563 |  | D | 78.963 | 79.013 | D |
| 51.013 |  | D | 79.263 |  | D |
| 51.113 | 51.163 | D | 79.913 | 80.063 | D |
| 51.963 |  | D | 80.563 | 80.463 | D |
| 52.413 | 52.463 | D | 80.913 |  | D |
| 52.613 |  | D | 81.013 | 81.213 | D |
| 52.863 | 53.113 | D | 83.463 |  | D |
| 53.663 |  | D | 83.863 |  | D |
| 53.863 | 53.913 | D | 85.413 |  | D |
| 54.363 | 54.513 | D | 85.563 |  | D |
| 55.063 | 55.113 | D | 85.713 | 85.813 | D |
| 55.463 | 55.613 | D | 85.963 |  | D |
| 55.713 | 55.963 | D | 86.513 |  | D |
| 56.113 | 56.513 | D | 86.713 | 86.813 | D |
| 56.613 57.563 |  | D | 87.763 |  | D |
| 57.563 |  | D | 88.513 |  | D |
| 58.163 |  | D | 88.963 |  | D |
| 58.363 | 58.613 | D | 89.963 | 90.013 | D |
| 58.713 | 59.013 | D | 90.563 | 90.713 | D |
| 59.063 |  | C | 91.513 |  | D |
| 59.113 |  | C D | 92.113 |  | D |
| 59.163 60.913 | 60.863 | C | 93.063 | 93.113 | D |
| 60.913 60.963 | 61.013 | C D | 93.913 | 94.013 | D |
| 61.313 | 61.613 | D | 94.213 |  | D |
| 61.963 |  | D | 96.663 | 97.163 | D |
| 62.213 | 62.263 | D | 98.263 |  | D |
| 62.363 |  | D | 98.863 | 99.063 | D |
| 63.163 | 63.213 | D | 99.863 | 100.013 | D |
| 63.463 | 63.513 | D | 100.213 | 100.263 | D |
| 63.713 |  | D | 100.463 |  | D |
| 64.013 | 64.113 | D | 102.163 | 102.263 | D |
| 64.313 | 64.513 | D | 102.663 |  | D |
| 64.713 | 64.813 | D | 103.013 | 103.113 | D |
| 65.313 | 65.413 | D | 103.413 | 103.463 | D |
| 68.513 |  | D | 104.863 |  | D |
| 68.763 | 68.913 | D | 105.663 | 105.713 | D |
| 69.263 69.713 |  | D | 106.413 | 106.663 | D |
| 69.713 70.063 | 69.763 | D | 107.013 | 107.213 | D |
| 70.063 | 70.113 | D | 107.313 | 107.413 | D |
| 70.463 | 70.513 | D | 107.663 |  | D |
| 71.063 |  | D | 108.013 | 108.063 | D |
| 71.513 |  | D | 108.813 | 109.113 | D |
| 72.013 | 72.113 | D | 109.413 | 109.513 | D |
| 72.313 | 72.413 | D | 109.963 |  | D |
| 72.913 | 73.013 | D |  |  |  |

(Table continued)
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TABLE V. (Continued)

| Start band | Stop band | Disturbance type |
| :---: | :---: | :---: |
| 110.613 |  | D |
| 110.863 | 110.913 | D |
| 111.013 | 111.113 | D |
| 111.713 | 111.863 | D |
| 112.663 | 112.713 | D |
| 113.063 |  | D |
| 113.213 | 113.313 | D |
| 113.713 | 113.913 | D |
| 114.663 | 114.713 | D |
| 115.313 | 115.413 | D |
| 115.763 |  | D |
| 117.463 | 117.713 | D |
| 118.063 |  | D |
| 118.213 | 118.563 | D |
| 118.813 | 119.013 | D |
| 119.063 | 120.863 | C |
| 120.963 | 121.013 | D |
| 121.163 | 121.313 | D |
| 121.613 | 121.763 | D |
| 122.063 | 122.313 | D |
| 123.113 |  | D |
| 125.613 | 125.663 | D |
| 126.213 | 126.313 | D |
| 126.413 |  | D |
| 126.713 | 126.813 | D |
| 127.063 |  | D |
| 127.963 | 128.013 | D |
| 128.363 |  | D |
| 129.713 | 129.763 | D |
| 129.863 | 129.963 | D |
| 130.513 |  | D |
| 131.263 |  | D |
| 132.713 | 132.763 | D |
| 133.413 |  | D |
| 134.013 | 134.063 | D |
| 134.413 | 134.513 | D |
| 135.063 | 135.163 | D |
| 135.613 | 135.713 | D |
| 137.063 | 137.113 | D |
| 137.463 | 137.513 | D |
| 137.613 | 137.913 | D |
| 138.163 |  | D |
| 139.463 | 139.513 | D |
| 139.613 | 139.813 | D |
| 140.113 | 140.213 | D |
| 140.363 | 140.413 | D |
| 140.963 |  | D |
| 141.613 | 141.663 | D |
| 141.813 | 141.863 | D |
| 142.213 | 142.313 | D |
| 142.613 | 142.713 | D |
| 144.313 | 144.363 | D |
| 144.613 | 144.763 | D |
| 145.013 | 145.713 | D |
| 146.313 | 146.363 | D |
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| Start band | Stop band | Disturbance type |
| :---: | :---: | :---: |
| 146.663 | 146.813 | D |
| 146.913 |  | D |
| 147.113 | 147.163 | D |
| 147.713 |  | D |
| 148.763 |  | D |
| 149.113 | 149.213 | D |
| 149.563 |  | D |
| 149.963 | 150.013 | D |
| 150.863 |  | D |
| 151.263 |  | D |
| 152.063 |  | D |
| 153.163 | 153.313 | D |
| 153.413 |  | D |
| 153.613 | 153.713 | D |
| 153.863 | 153.913 | D |
| 154.213 | 154.263 | D |
| 155.263 |  | D |
| 155.763 |  | D |
| 156.113 |  | D |
| 156.213 | 156.263 | D |
| 156.363 |  | D |
| 156.513 |  | D |
| 156.813 | 156.863 | D |
| 157.363 | 157.413 | D |
| 157.763 |  | D |
| 158.163 |  | D |
| 158.363 |  | D |
| 160.213 | 160.313 | D |
| 161.413 | 161.513 | D |
| 162.313 | 162.363 | D |
| 162.913 | 162.963 | D |
| 163.463 | 163.513 | D |
| 168.063 | 168.113 | D |
| 169.613 | 169.713 | D |
| 170.813 |  | D |
| 173.713 | 173.813 | D |
| 174.163 |  | D |
| 178.513 |  | D |
| 178.963 |  | D |
| 179.063 | 180.863 | C |
| 180.963 | 181.013 | D |
| 181.363 |  | D |
| 181.813 | 181.863 | D |
| 182.763 | 182.813 | D |
| 184.363 | 184.463 | D |
| 185.363 | 185.413 | D |
| 187.963 |  | D |
| 188.463 |  | D |
| 189.363 | 189.413 | D |
| 189.813 | 189.863 | D |
| 190.763 | 190.813 | D |
| 192.363 | 192.613 | D |
| 193.613 | 194.313 | D |
| 196.963 | 197.013 | D |
| 197.713 | 197.763 | D |
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## TABLE V. (Continued)

| Start band | Stop band | Disturbance type |
| :---: | :---: | :---: |
| 197.863 | 197.963 | D |
| 198.113 | 198.163 | D |
| 198.563 | 198.663 | D |
| 199.213 | 199.313 | D |
| 199.513 | 199.613 | D |
| 199.813 | 200.013 | D |
| 200.413 | 200.513 | D |
| 200.913 | 201.013 | D |
| 201.313 | 201.363 | D |
| 203.663 |  | D |
| 204.113 | 204.213 | D |
| 204.863 | 204.913 | D |
| 205.663 |  | D |
| 205.863 |  | D |
| 206.413 | 206.663 | D |
| 209.213 | 209.263 | D |
| 210.213 | 210.313 | D |
| 215.513 |  | D |
| 217.463 | 217.563 | D |
| 217.913 | 218.013 | D |
| 223.563 | 223.613 | D |
| 225.513 | 225.563 | D |
| 229.363 |  | D |
| 229.813 | 229.913 | D |
| 230.213 | 230.313 | D |
| 231.313 | 231.413 | D |
| 234.113 | 234.163 | D |
| 239.063 | 240.863 | C |
| 241.613 | 241.713 | D |
| 241.813 | 241.863 | D |
| 242.113 | 242.163 | D |
| 242.313 | 242.863 | D |
| 246.513 | 246.563 | D |
| 249.963 | 250.013 | D |
| 253.063 | 253.113 | D |
| 255.063 | 255.113 | D |
| 257.063 | 257.113 | D |
| 257.263 | 257.363 | D |
| 259.063 | 259.113 | D |
| 270.163 | 270.213 | D |
| 270.613 | 270.663 | D |
| 272.413 | 272.513 | D |
| 275.213 | 275.563 | D |
| 279.763 | 279.813 | D |
| 280.313 | 280.363 | D |
| 280.813 |  | D |
| 281.913 | 282.013 | D |
| 289.363 |  | D |
| 290.963 | 291.013 | D |
| 291.213 |  | D |
| 291.313 | 291.413 | D |
| 299.063 | 300.863 | C |
| 306.463 | 306.563 | D |
| 308.463 | 308.513 | D |
| 324.013 | 324.063 | D |
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| Start band | Stop band | Disturbance type |
| :---: | :---: | :---: |
| 329.113 | 329.263 | D |
| 329.313 |  | C |
| 329.463 | 329.863 | C |
| 332.163 | 332.263 | D |
| 335.163 | 335.263 | D |
| 335.313 | 335.663 | C |
| 335.713 |  | C D |
| 335.763 |  | C D |
| 335.813 |  | C D |
| 335.863 |  | C |
| 338.613 | 338.863 | D |
| 339.013 | 339.213 | D |
| 339.463 | 340.013 | D |
| 340.063 |  | C D |
| 340.113 | 349.863 | C |
| 349.963 | 350.563 | D |
| 350.663 | 350.763 | D |
| 350.913 | 351.213 | D |
| 351.363 | 351.563 | D |
| 357.863 | 357.963 | D |
| 358.913 | 359.063 | D |
| 359.113 | 360.863 | C |
| 360.913 | 361.013 | D |
| 365.563 | 365.613 | D |
| 366.513 | 366.613 | D |
| 366.863 |  | D |
| 369.763 | 369.813 | D |
| 370.013 | 370.163 | D |
| 373.263 | 373.313 | D |
| 373.513 | 373.613 | D |
| 374.163 |  | D |
| 374.513 | 374.613 | D |
| 389.513 | 389.613 | D |
| 391.213 | 391.313 | D |
| 392.063 | 392.213 | D |
| 392.513 | 392.613 | D |
| 393.013 | 393.263 | D |
| 393.413 | 393.513 | D |
| 393.913 |  | D |
| 394.013 | 394.213 | D |
| 394.813 | 394.913 | D |
| 395.463 | 395.513 | D |
| 395.863 |  | D |
| 395.963 | 396.063 | D |
| 396.513 | 396.713 | D |
| 399.063 | 399.113 | D |
| 399.213 | 399.313 | D |
| 399.613 | 400.613 | D |
| 400.713 | 400.813 | D |
| 401.013 | 401.313 | D |
| 403.513 | 403.913 | D |
| 407.213 | 407.363 | D |
| 407.813 | 407.913 | D |
| 408.213 | 408.363 | D |
| 409.263 | 409.413 | D |
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TABLE V. (Continued)

| Start band | Stop band | Disturbance type |
| :--- | :--- | :---: |
| 413.013 | 413.363 | D |
| 416.113 | 416.213 | D |
| 417.013 | 417.213 | D |
| 418.163 | 418.213 | D |
| 419.113 | 420.863 | C |
| 421.213 |  | D |
|  | (Table continued) |  |
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| Start band | Stop band | Disturbance type |
| :--- | :---: | :---: |
| 430.313 |  | D |
| 444.413 | 444.513 | D |
| 448.913 |  | D |
| 451.413 | 451.663 | D |
| 472.563 | 472.663 | D |
| 474.563 | 474.613 | D |
| 479.113 | 480.863 | C |
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We report results of an all-sky search for periodic gravitational waves with frequency between 50 and 510 Hz from isolated compact objects, e.g., neutron stars. A new hierarchical multistage approach is taken, supported by the computing power of the Einstein@Home project, allowing us to probe more deeply than ever before. 16 million subthreshold candidates from the initial search [LIGO Scientific and Virgo Collaborations, Phys. Rev. D 94, 102002 (2016)] are followed up in four stages. None of those candidates is consistent with an isolated gravitational wave emitter, and $90 \%$ confidence level upper limits are placed on the amplitudes of continuous waves from the target population. Between 170.5 and 171 Hz , we set the most constraining $90 \%$ confidence upper limit on the strain amplitude $h_{0}$ at $4.3 \times 10^{-25}$, while at the high end of our frequency range, we achieve an upper limit of $7.6 \times 10^{-25}$. These are the most constraining allsky upper limits to date and constrain the ellipticity of rotating compact objects emitting at 300 Hz at a distance $D$ to less than $6 \times 10^{-7}\left[\frac{D}{100 \mathrm{pc}}\right]$.
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## I. INTRODUCTION

The beauty of continuous signals is that, even if a candidate is not significant enough to be recognized as a real signal after a first semicoherent search, it is still possible to improve its significance to the level necessary to claim a detection after a series of follow-up searches. Hierarchical approaches were first proposed in the late 1990s and developed over a number of searches on LIGO data: Refs. [1] and [2] detail a semicoherent search plus a three-stage follow-up of order 100 candidates; Refs. [3] and [4] detail a semicoherent search plus a series of vetoes and a final coherent follow-up of over 1000 candidates. The search detailed here follows up 16 million candidates and is the first large-scale hierarchical search ever done.

We use a hierarchical approach consisting of four stages applied to the processed results ("Stage 0") of an initial

[^34]search [5]. At each stage, a semicoherent search is performed, and the top ranking cells in parameter space (also referred to as "candidates") are marked and are searched in the next stage. At each stage, the significance of a cell harboring a real signal would increase with respect to the significance it had in the previous stage. The significance of a cell that did not contain a signal, on the other hand, is not expected to increase consistently over the different stages. In the first three stages, the thresholds that define the top ranking cells are low enough that many false alarms are expected over the large parameter space that was searched. And indeed at the end of the first stage, we have 16 million candidates. At the end of the second stage, we have five million. At the end of the third stage, we have one million. At the end of the fourth stage we are left with only 10 candidates.

The paper is organized very simply. Section II introduces the quantities that characterize each stage of the follow-up. Section III illustrates how the different stages were set up and the results for the S6 LIGO Einstein@Home candidates follow-ups. Section IV present the gravitational wave amplitude and ellipticity upper limit results. In the last section, Sec. V, we summarize the main findings and discuss prospects for this type of search.
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## II. QUANTITIES DEFINING EACH STAGE

From one stage to the next in this hierarchical scheme, the number of surviving candidates is reduced, the uncertainty over the signal parameters for each candidate is also reduced, and the significance of a real signal is increased. This latter effect is due both to the search being intrinsically more sensitive and to the trials' factor decreasing for every search from one stage to the next.

Each stage performs a stack-slide type of search using the Global Correlations Transform (GCT) method and implementation of Refs. [6,7]. Important variables are the coherent time baseline of the segments, the number of segments used ( $N_{\text {seg }}$ ), the total time spanned by the data, the grids in parameter space, and the detection statistic used to rank the parameter space cells. All stages use the same data set. The first three follow-up searches are performed on the Einstein@Home volunteer computing platform [8], and the last is performed on the Atlas computing cluster [9].
The parameters for the various stages are summarized in Table I. The grids in frequency and spindown are each described by a single parameter, the grid spacing, which is constant over the search range. The same frequency grid spacings $(\delta f)$ are used for the coherent searches over the segments and for the incoherent summing. The spindown spacing for the incoherent summing step is finer than that ( $\delta \dot{f}_{c}$ ) used for the coherent searches by a factor $\gamma$. The notation used here is consistent with that used in previous observational papers $[3,5,10]$ and in the GCT methods papers [6,7].
The sky grids for stages 1 to 4 are approximately uniform on the celestial sphere projected on the ecliptic plane. The tiling is a hexagonal covering of the unit circle with hexagons' edge length $d$,

$$
\begin{equation*}
d\left(m_{\text {sky }}\right)=\frac{1}{f} \frac{\sqrt{m_{\text {sky }}}}{\pi \tau_{E}}, \tag{1}
\end{equation*}
$$

with $\tau_{E} \simeq 0.021 \mathrm{~s}$ being half of the light travel time across the Earth and $m_{\text {sky }}$ the so-called mismatch parameter. As was done in previous searches [1,5], the sky grids are constant over 10 Hz bands, and the spacings are the ones associated through Eq. (1) to the highest frequency in the range. The sky grid of stage 0 is the union of two grids: one is uniform on the celestial sphere after projection onto the equatorial plane, and the tiling (in the equatorial plane) is
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approximately square with edge $d(0.3)$ from Eq. (1); the other grid is limited to the equatorial region ( $0 \leq \alpha \leq 2 \pi$ and $-0.5 \leq \delta \leq 0.5$ ), with constant actual $\alpha$ and $\delta$ spacings equal to $d(0.3)$ (see Fig. 1 of Ref. [5]). The reason for the equatorial "patching" with a denser sky grid is to improve the sensitivity of the search.

After each stage, a threshold is set on the detection statistic to determine what candidates will be searched by the next stage. We set this detection threshold to be the highest such that the weakest signal that survived the first stage of the pipeline would, with high confidence, not be lost.

The setup for each stage is determined at fixed computational cost. The computational cost is mostly set by practical considerations such as the time frame on which we would like to have a result, the number of stages that we envision in the hierarchy, and the availability of Einstein@Home

Since an analytical model that predicts the sensitivity of a search with the current implementation of the GCT method does not exist, we consider different search setups, and for every setup we perform fake-signal injection and recovery Monte Carlos. From these, we determine the detection efficiency and the signal parameter uncertainty for signals at the detection threshold. We pick the search setup based on these. Typically, the search setup with the lowest parameter uncertainty volume also has the highest detection efficiency, and we pick that. As a further cross-check, we also determine the mismatch distributions for the detection statistic. We define the mismatch $\mu$ as

$$
\begin{equation*}
\mu=\frac{2 \overline{\mathcal{F}}_{\text {signal }}-2 \overline{\mathcal{F}}_{\text {candidate }}}{2 \overline{\mathcal{F}}_{\text {signal }}-4} \tag{2}
\end{equation*}
$$

where $\overline{\mathcal{F}}_{\text {signal }}$ is the value of the detection statistic that we measure when we search the data with a template that is perfectly matched to the signal and $\overline{\mathcal{F}}_{\text {candidate }}$ is the value of the detection statistic that we obtain when running a search on a set of templates, none of which, in general, will perfectly coincide with the signal waveform. The mismatch is hence a measure of how fine the grid that we are using is. As expected, Fig. 1 shows that the grids of subsequent stages get finer and finer.

At each stage, we determine the signal parameter uncertainty for signals at least at the detection threshold, in each search dimension: the distance in parameter space

TABLE I. Search parameters for each of the semicoherent stages.

|  | $T_{\text {coh }}(\mathrm{hr})$ | $N_{\text {seg }}$ | $\delta f(\mathrm{~Hz})$ | $\delta \dot{f_{c}}(\mathrm{~Hz} / \mathrm{s})$ | $\gamma$ | $m_{\text {sky }}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Stage 0 | 60 | 90 | $1.6 \times 10^{-6}$ | $5.8 \times 10^{-11}$ | 230 | $0.3+$ equatorial patch |
| Stage 1 | 60 | 90 | $3.6 \times 10^{-6}$ | $1 \times 10^{-10}$ | 230 | 0.0042 |
| Stage 2 | 140 | 44 | $2.0 \times 10^{-6}$ | $2.4 \times 10^{-11}$ | 100 | 0.0004 |
| Stage 3 | 140 | 44 | $1.8 \times 10^{-6}$ | $2.1 \times 10^{-11}$ | 100 | $1 \times 10^{-5}$ |
| Stage 4 | 280 | 22 | $1.9 \times 10^{-7}$ | $7.0 \times 10^{-12}$ | 50 | $4 \times 10^{-7}$ |
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FIG. 1. These are the mismatch histograms of the four followup searches, so the $y$ axis represents normalized counts. For a given search and search setup, the mismatch distribution depends on the template grid. The injection-and-recovery Monte Carlo studies to determine these distributions were performed without noise.
around a candidate that with high confidence (at least 90\%) includes the signal parameter values. The uncertainty region around each candidate associated with stage $i$ is searched in stage $i+1$. The uncertainty volume at stage $i$ is smaller than the uncertainty volume of stage $i-1$.

## III. S6 SEARCH FOLLOW-UP

A series of all-sky Einstein@Home searches looked for signals with frequencies from 50 through 510 Hz and frequency derivatives from $3.1 \times 10^{-10}$ through $-2.6 \times 10^{-9} \mathrm{~Hz} / \mathrm{s}$. Results from these were combined and analyzed as described in Ref. [5]: no significant candidate was found, and upper limits were set on the gravitational wave signal amplitude in the target signal parameter space. The data set that we begin with is that described in Secs. III. 1 and III. 2 of Ref. [5]: a ranked list of $3.8 \times 10^{10}$ candidates, each with an associated detection statistic value $2 \overline{\mathcal{F}}$. We now take the 16 million most promising regions in parameter space from that search and inspect them more closely. This is done in four stages, which we describe in the next subsections.

We remind the reader that some of the input data to this search were treated by substituting the original frequencydomain data with fake Gaussian noise at the same level as that of the neighboring frequencies. This is done in frequency regions affected by well-known artifacts, as described in Ref. [5]. Results stemming entirely from these fake data are not considered in any further stage. Moreover, after the initial Einstein@Home search, the results in 50 mHz bands were visually inspected, and those 50 mHz bands that presented obvious noise disturbances were also removed
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from the analysis. A complete list of the excluded bands is given in the Appendixes of Ref. [5]. We will come back to this point as we present the results of this search.

## A. Stage 0

This is the most complex stage of the hierarchy and determines the sensitivity of the search; if a signal does not pass this initial stage, it will be lost. So, we try here to keep the threshold that candidates have to exceed to be considered further as low as possible, compatibly with the feasibility of the next stage with the available computing resources. Such a threshold was set at $2 \overline{\mathcal{F}}=6.109$.

The identification of correlated candidates saves compute cycles in the next steps of the search. As was done in Ref. [3], the clustering procedure aims to bundle together candidates that could be ascribed to the same cause. In fact, a loud signal as well as a loud disturbance would produce high values of the detection statistic at a number of different template grid points, and it would be a waste to follow up each of these independently. As described in Refs., [3,4], we begin with the loudest candidate, i.e., the candidate with the highest value of $2 \overline{\mathcal{F}}$. This is the seed for the first cluster. We associate with it close-by candidates in parameter space. Together, the seed and the nearby candidates constitute the first cluster. We remove the candidates from the first cluster from the candidate list. The loudest candidate on the resulting list is the seed of the second cluster. We proceed in the same way as for the first cluster and reiterate the procedure until no more seeds with $2 \overline{\mathcal{F}}$ values equal to or larger than 6.109 remain.

Monte Carlo studies are conducted to determine the cluster box size, i.e., the neighborhood of the seed that determines the cluster occupants. We inject signals in Gaussian noise data at the level of our detectors' noise, search a small parameter space region around the signal parameters, and use the resulting candidates as a representative of what we would find in an actual search. For signals at the detection threshold, the $90 \%$ confidence cluster box is

$$
\left\{\begin{array}{ll}
\Delta f^{\text {Stage-0 }} & = \pm 1.2 \times 10^{-3} \mathrm{~Hz}  \tag{3}\\
\Delta \dot{f}^{\text {Stage-0 }} & = \pm 2.6 \times 10^{-10} \mathrm{~Hz} / \mathrm{s} \\
\Delta \text { sky } & \text { Stage-0 }
\end{array} \simeq 25 \text { points around seed. }^{\text {St }}\right. \text {. }
$$

If we consider as cluster occupants only those with $2 \overline{\mathcal{F}}$ values greater than or equal to 5.9 , we observe that signals tend to produce slight overdensities in the clusters with respect to noise. This feature is exploited with an occupancy veto that discards all clusters with less than two occupants. We find that the false dismissal for signals at threshold is hardly affected ( $\sim 0.02 \%$ of signal clusters), whereas the noise rejection is quite significant: we exclude $45 \%$ of noise clusters.
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FIG. 2. Candidates that are followed up in Stage-1: the distribution of their detection statistic values $2 \overline{\mathcal{F}}$ (left plot) and their distribution as a function of frequency (right plot). Most notable are two outliers around $\approx 53 \mathrm{~Hz}$ close enough in frequency that they are not resolvable in the left plot.

This same data set containing fake signals is utilized to characterize the false dismissals and the parameter uncertainty regions for all the stages of the hierarchy.

To summarize, the total number of candidates returned by the Einstein@Home searches is $3.8 \times 10^{10}$. Of these, we consider the ones with $2 \overline{\mathcal{F}}$ above 6.109 , excluding frequency bands with obvious noise disturbances. There are 21.6 million such candidates. After clustering and occupancy veto, we reduced this number to $16.23 \times 10^{6}$. The distribution of the detection statistic values $2 \overline{\mathcal{F}}$ for these candidates is shown in Fig. 2 as is their distribution in frequency. The maximum value is 8.6 and occurs at $\approx 53 \mathrm{~Hz}$. All remaining values are smaller than 7.1.
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FIG. 3. Loudest from each of the Stage- 1 searches: the distribution of their detection statistic values $2 \overline{\mathcal{F}}$ (left plot) and their distribution as a function of frequency (right plot). The red line marks $2 \overline{\mathcal{F}}=6.109$, which is the threshold at and above which candidates are passed on to stage 2 . The two outliers at $\approx 53 \mathrm{~Hz}$ also visible in the previous stage remain notable, and another one becomes visible, at $\approx 266 \mathrm{~Hz}$.

The search is divided among $16.23 \times 10^{6}$ work units (WUs), each lasting about 2 h and performed by one of the Einstein@Home volunteer computers. From each followup search, we record the most significant candidate. The distribution of these is shown in Fig. 3. A threshold at $2 \overline{\mathcal{F}}=6.109$ has a $\sim 9 \%$ false dismissal for signals at threshold (Fig. 4) and a $70 \%$ noise rejection. Using this threshold to determine what candidates to consider in the next stage yields $5.3 \times 10^{6}$ candidates.


FIG. 4. Fraction of signals that are recovered with a detection statistic value larger than or equal to the threshold value after the Stage-1 follow-up.
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FIG. 5. Loudest from each of the Stage- 2 searches: the distribution of their detection statistic values $2 \overline{\mathcal{F}}$ (left plot) and their distribution as a function of frequency (right plot). The red line marks $2 \overline{\mathcal{F}}=7.38$, which is the threshold at and above which candidates are passed on to stage 3 . The two outliers at $\approx 53 \mathrm{~Hz}$ and the one at $\approx 266 \mathrm{~Hz}$ from the previous stage remain significant. A new candidate stands out of the bulk of the distribution at $\approx 220 \mathrm{~Hz}$, and two new candidates begin to appear at $\approx 50 \mathrm{~Hz}$.

## C. Stage 2

In this stage, we search a volume of parameter space around each candidate defined by Eq. (4). As shown in Table I, we use a coherent time baseline which is about twice as long as that used in the previous stages and the grid spacings are finer. The ranking statistic is $\hat{O}_{\text {SGL }}$ with the same tunings ( $c_{*}$ and normalized short Fourier transform power threshold) as in the previous stages. The


FIG. 6. Fraction of signals that are recovered with a detection statistic value larger than or equal to the threshold value after the Stage-2 follow-up.
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FIG. 7. Loudest from each of the Stage-3 searches: the distribution of their detection statistic values $2 \overline{\mathcal{F}}$ (left plot) and their distribution as a function of frequency (right plot). The red line marks $2 \overline{\mathcal{F}}=8.82$, which is the threshold at and above which candidates are passed on to stage 4 . The two outliers at $\approx 53 \mathrm{~Hz}$ and the one at $\approx 266 \mathrm{~Hz}$ well visible in all the previous stages remain significant; these are the ones that are clearly outside of the bulk of the distribution. The candidate that at Stage-2 was at $\approx 220 \mathrm{~Hz}$ has now fallen below threshold, whereas the two at $\approx 50 \mathrm{~Hz}$ have risen above threshold. Five new candidates have emerged just above threshold.
computational load is divided among $5.3 \times 10^{6}$ WUs, each lasting about 12 h .

The $>99 \%$ uncertainty regions for this search setup for signals close to the detection threshold are


FIG. 8. Fraction of signals that are recovered with a detection statistic value larger than or equal to the threshold value (vertical line) after the Stage-3 follow-up. The dashed line is a linear extrapolation based on the last two data points to guide the eye to the false dismissal value for signals at threshold. This line is a conservative estimate in the sense that it overestimates the false dismissal.
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FIG. 9. Fraction of signals that are recovered with a detection statistic value larger than or equal to the threshold value (vertical line) after the Stage-4 follow-up. The dashed line is a linear extrapolation based on the last two data points to guide the eye to the false dismissal value for signals at threshold. This line is a conservative estimate in the sense that it overestimates the false dismissal.
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As was done in stage 1 , we record the most significant candidate from each search. The distribution is shown in Fig. 5. In the next stage, we follow up the top 1.1 million candidates, corresponding to a threshold on $2 \overline{\mathcal{F}}$ at 7.38 . This threshold has a $\sim 0.6 \%$ false dismissal for signals at threshold (Fig. 6) and a $79 \%$ noise rejection.

## D. Stage 3

In this stage, we search a volume of parameter space around each candidate defined by Eq. (5). As shown in Table I, the coherent time baseline is as long as that used in the previous stage, but the grid spacings are finer. The search is divided among 1.1 million WUs, each lasting about 2 h .

The $>99 \%$ uncertainty regions for this search setup for signals close to the detection threshold are

$$
\left\{\begin{align*}
\Delta f^{\text {Stage-3 }} & = \pm 5 \times 10^{-5} \mathrm{~Hz}  \tag{6}\\
\Delta \dot{f}^{\text {Stage-3 }} & = \pm 7 \times 10^{-12} \mathrm{~Hz} / \mathrm{s} \\
\Delta \text { sky } & =0.4 \Delta \text { sky }^{\text {Stage-3e- }}
\end{align*}\right.
$$

As was done in previous stages, we record the most significant candidate from each search. The distribution is shown in Fig. 7. In the next stage, we follow up the top ten candidates, corresponding to a threshold on $2 \overline{\mathcal{F}}$ at 8.82 .

TABLE II. Stage-4 results from each of the ten follow-ups from the candidates surviving Stage-3. For illustration purposes, in the last two columns, we show the values of the average single-detector detection statistics. Typically, for signals, the single-detector values do not exceed the multidetector $2 \overline{\mathcal{F}}$.

| ID | $f(\mathrm{~Hz})$ | $\alpha(\mathrm{rad})$ | $\delta(\mathrm{rad})$ | $\dot{f}(\mathrm{~Hz} / \mathrm{s})$ | $2 \overline{\mathcal{F}}$ | $2 \overline{\mathcal{F}}_{\mathrm{H} 1}$ | $2 \overline{\mathcal{F}}_{\mathrm{L} 1}$ |
| :--- | ---: | :---: | :---: | :---: | ---: | ---: | ---: |
| 1 | 50.19985463 | 4.7716026 | 1.1412922 | $3.013 \times 10^{-11}$ | 11.6 | 6.9 | 9.5 |
| 2 | 50.20001612 | 4.7124554 | 1.1683832 | $-5.674 \times 10^{-12}$ | 12.3 | 5.5 | 11.2 |
| 3 | 52.80832455 | 5.2805366 | -1.4631895 | $7.311 \times 10^{-14}$ | 52.0 | 16.9 | 39.7 |
| 4 | 52.80832422 | 5.2819543 | -1.4632398 | $2.968 \times 10^{-14}$ | 55.9 | 18.1 | 44.0 |
| 5 | 124.60002077 | 4.7067880 | 1.1648704 | $-4.164 \times 10^{-12}$ | 11.8 | 11.2 | 6.1 |
| 6 | 265.57623841 | 1.2487972 | -0.9812202 | $-4.015 \times 10^{-12}$ | 37.3 | 25.1 | 17.0 |
| 7 | 367.83543941 | 1.4807437 | 0.7112582 | $-9.236 \times 10^{-10}$ | 10.4 | 9.5 | 4.9 |
| 8 | 430.28626637 | 6.1499768 | 0.9203753 | $-2.056 \times 10^{-9}$ | 10.0 | 7.3 | 5.5 |
| 9 | 500.36312713 | 4.7121294 | 1.1617860 | $9.878 \times 10^{-13}$ | 12.2 | 11.9 | 5.4 |
| 10 | 500.36594568 | 4.5662765 | 1.4276343 | $-2.507 \times 10^{-9}$ | 10.6 | 10.0 | 4.6 |

TABLE III. Columns $2-6$ show the parameters of the fake injected signal closest to the candidate whose ID identifies it in Table II. The reference time (GPS s) is 960541454.5 . We note that the $h_{0}$ upper limit values for the 0.5 Hz bands corresponding to the frequencies of these recovered fake signals are consistent with the fake signals' amplitudes. Columns $7-9$ display the distance between the candidates' and the signals' parameters (candidate parameter minus signal parameter).

| ID | $f_{\mathrm{s}}(\mathrm{Hz})$ | $\alpha_{\mathrm{s}}(\mathrm{rad})$ | $\delta_{\mathrm{s}}(\mathrm{rad})$ | $\dot{f}_{\mathrm{s}}(\mathrm{Hz} / \mathrm{s})$ | $h_{0}$ | $\Delta f(\mathrm{~Hz})$ | $\Delta \alpha(\mathrm{rad})$ | $\Delta \delta(\mathrm{rad})$ | $\Delta \dot{f}(\mathrm{~Hz} / \mathrm{s})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 52.8083244 | 5.281831296 | -1.463269033 | $-4.03 \times 10^{-18}$ | $4.85 \times 10^{-24}$ | $1.5 \times 10^{-7}$ | $-1.29 \times 10^{-3}$ | $7.95 \times 10^{-5}$ | $7.3 \times 10^{-14}$ |
| 4 | 52.8083244 | 5.281831296 | -1.463269033 | $-4.03 \times 10^{-18}$ | $4.85 \times 10^{-24}$ | $-1.8 \times 10^{-7}$ | $1.23 \times 10^{-4}$ | $2.92 \times 10^{-5}$ | $3.0 \times 10^{-14}$ |
| 6 | 265.5762386 | 1.248816734 | -0.981180225 | $-4.15 \times 10^{-12}$ | $2.47 \times 10^{-25}$ | $-1.9 \times 10^{-7}$ | $-1.95 \times 10^{-5}$ | $-4.00 \times 10^{-5}$ | $1.4 \times 10^{-13}$ |
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FIG. 10. $90 \%$ confidence upper limits on the gravitational wave amplitude of continuous gravitational wave signals with frequency in 0.5 Hz bands and with spindown values within the searched range. The lowest set of points (black circles) is the result of this search. For comparison, we show the upper limits from only the stage- 0 results [5]. These lie on the curve above the lowest one and are marked by dark blue diamonds. The results from a previous broad all-sky survey [13] are the top curve (lighter circles and crosses) above 100 Hz . In the lower frequency range, we compare with a search on Virgo data contemporary to the LIGO S6 data [14].

This threshold has a $\sim 4 \times 10^{-4}$ false dismissal for signals at threshold (Fig. 8) and a $99.9991 \%$ noise rejection.

## E. Stage 4

In this stage, we search a volume of parameter space around each candidate defined by Eq. (6). The setup of choice has a coherent time baseline of 280 h , twice as long as that used in stage 3, and the grid spacings shown in Table I. The search has a relatively modest cost and is performed on the Atlas cluster: each follow-up lasts about 14 h . The ranking statistic is $\hat{O}_{\text {SGL }}$ with a retuned $c_{*}=96.1$. We consider the loudest candidate from each of the ten follow-ups. In our Monte Carlo studies, no signal candidate (out of 464 injections at threshold) was found more distant than

$$
\begin{cases}\Delta f^{\text {Stage-4 }} & = \pm 4 \times 10^{-7} \mathrm{~Hz}  \tag{7}\\ \Delta \dot{f}^{\text {Stage-4 }} & = \pm 4.0 \times 10^{-13} \mathrm{~Hz} / \mathrm{s} \\ \Delta \text { sky } & \\ \text { Stage-4 } & \simeq 0.03 \Delta \text { sky }^{\text {Stage-3 }} .\end{cases}
$$

None of those injections has a $2 \overline{\mathcal{F}}$ below 16.2 (Fig. 9), so conservatively, we pick a threshold at 15.0. The Gaussian
false alarm at $2 \overline{\mathcal{F}}=15.0$ for a search over the volume of Eq. (6) is very low ( $\approx 2 \times 10^{-20}$ ), and hence we do not expect any candidate from random Gaussian noise fluctuations.
Since we only follow up ten candidates, we report our findings explicitly for each follow-up. As was done in the previous stages, we consider the most significant candidate from each follow-up. Table II details each of these candidates. Only candidates 3,4 , and 6 have a detection statistic value above the detection threshold $2 \overline{\mathcal{F}}=15.0$, but unfortunately they are ascribable to fake signals hardware injected in the detector to test the detection pipelines. The search recovers all fake signals in the data with parameters within its search range and not absurdly loud. ${ }^{1}$ We note that

[^35]
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candidates 3 and 4 come from the same fake signal. For a complete list of the fake signals present in the data, see Table 6 of Ref. [12]. In Table III, we show the signal parameters and report the distance with respect to the candidate parameter values. These distances are all within the stage-4 uncertainties of Eq. (7). We do not follow up these candidates any further because we know that they are associated with the hardware injections.

The remaining candidates are below the threshold of 15.0 , which is the minimum value of $2 \overline{\mathcal{F}}$ that we demand candidates to pass before we inspect them further. However, since these are the most significant ten candidates out of 16 million, we have all the same considered each of them, and it is worth spending a few words on them. Candidates 1 and 2 are close in frequency and are very likely due to the same root cause. The frequencies are also very close to being exact multiples of 0.1 Hz , which is a known comb of spectral artifacts, and the positions are close to the ecliptic poles, which is where stationary lines in the detector frame aggregate in the search results. The same considerations also apply to candidate 5 . Candidates 9 and 10 are similar to candidates 1 and 2, apart from the fact that the frequencies are not close to multiples of 0.1 Hz . However, these candidates come from a spectral region where we see an excess of noise candidates. Candidates 7 and 8 cannot be ruled out based on the arguments made previously, so we dug deeper. In particular, we looked at the per-segment contributions to the average detection statistic. We did not find that all segments contribute consistently, as would be expected for a signal. Furthermore, the per-segment detection statistic does not grow as expected between the third- and fourthstage follow-up. This makes it very unlikely that these candidates come from a continuous gravitational wave signal, phase coherent during the observational period.

## IV. RESULTS

The search did not reveal any continuous gravitational wave signal in the parameter volume that was searched. We hence set frequentist upper limits on the maximum gravitational wave amplitude consistent with this null result in 0.5 Hz bands: $h_{0}^{90 \%}(\mathrm{f}) . h_{0}^{90 \%}(\mathrm{f})$ is the GW amplitude such that $90 \%$ of a population of signals with parameter values in our search range would have been detected by our search, i.e., would have survived the last $2 \overline{\mathcal{F}}$ threshold at 15.0 at stage 4. Since an actual full-scale injection-and-recovery Monte Carlo for the entire set of follow-ups in every 0.5 Hz band is prohibitive, in the same spirit as Refs. [5,10], we perform such a study in a limited set of trial bands. We pick 100. For each of these, we determine the sensitivity depth of the search corresponding to the detection criterion stated above. As representative of the sensitivity depth $\mathcal{D}^{90 \%}$ of this hierarchical search, we take the average of these depths, $46.9[1 / \sqrt{\mathrm{Hz}}]$. Given the noise level of the data
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FIG. 11. Ellipticity $\epsilon$ of a source at a distance $d$ emitting continuous gravitational waves that would have been detected by this search. The dashed line shows the spindown ellipticity for the highest magnitude spindown parameter value searched: $2.6 \times 10^{-9} \mathrm{~Hz} / \mathrm{s}$. The spindown ellipticity is the ellipticity necessary for all the lost rotational kinetic energy to be emitted in gravitational waves. If we assume that the observed spindown is all actual spindown of the object, then no ellipticities could be possible above the dashed curve. In reality, the observed and actual spindowns could differ due to radial motion of the source. In this case, the actual spindown of the object may even be larger than the apparent one. In this case, our search would be sensitive to objects with ellipticities above the dashed line.
as a function of frequency, $S_{h}(f)$, we then determine the $90 \%$ upper limits as

$$
\begin{equation*}
h_{0}^{90 \%}(f)=\frac{\sqrt{S_{h}(f)}}{\mathcal{D}^{90 \%}} . \tag{8}
\end{equation*}
$$

Figure 10 shows these upper limits as a function of frequency. They are also presented in tabular form in Table IV in the Appendix with the associated uncertainties, which amount to $20 \%$, including calibration uncertainties. The most constraining upper limit is in the band between 170.5 and 171 Hz , and it is $4.3 \times 10^{-25}$. At the upper end of the frequency range, around 510 Hz , the upper limit rises to $7.6 \times 10^{-25}$.

The upper limits can be recast as exclusion regions in the signal frequency-ellipticity plane parametrized by the distance, for an isolated source emitting continuous gravitational waves due to its shape presenting an ellipticity $\epsilon$,

$$
\begin{equation*}
\epsilon=\frac{\left|I_{x x}-I_{y y}\right|}{I_{z z}}, \tag{9}
\end{equation*}
$$

where $I$ are the principal moments of inertia and the coordinate system is taken so that the $z$ axis is aligned with the spin axis of the star. Figure 11 shows these upper
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limits. Above 200 Hz , we can exclude sources with ellipticities larger than $10^{-6}$ within 100 pc of Earth and above 400 Hz ellipticities above $4 \times 10^{-7}$, values that are much lower than the highest ones that compact objects could sustain [15].

## V. CONCLUSIONS

With a hierarchy of five semicoherent searches at increasing coherent time baselines and resolutions in parameter space, we searched over 16 million regions over a few hundred Hz around the most sensitive frequencies of the LIGO detectors during the S6 science run. All stages but the very last ran on the Einstein@Home distributed computing project, lasting a few to several weeks. This is the first large-scale hierarchical search for gravitational wave signals ever performed.

Having carried out this search proves that one can successfully perform deep follow-ups of marginal candidates and elevate their significance to the level necessary to be able to claim a detection. This paper proves that searches with thresholds at the level of the Einstein@Home search described in Ref. [16] are possible; Ref. [16] demonstrates that they are the most sensitive, and these observational results confirm this.

The sensitivity of broad surveys for continuous gravitational wave signals is computationally limited. For this reason, we employ Einstein@Home to deploy our searches. However, following up tens of millions of candidates is not just a matter of having the computational power. This paper illustrates how to perform and optimize the different stages, factoring in all the practical aspects of a real analysis.

None of the investigated candidates survived the five stages, apart from those arising from the two fake signals injected in the detector for control purposes. These fake signals were recovered with the correct signal parameters. Candidate 6 comes from a hardware injection weak enough that no other search on this data set was ever able to detect it. This search recovers it well above the detection threshold.

The gravitational wave amplitude upper limits that we set improve on existing ones [5] by about $30 \%$. This corresponds to an increase in accessible space volume of $\simeq 2$.

We excluded $10 \%$ of the original data from this analysis where the Stage-0 results had different statistical properties than the bulk of the results and the automated methods employed here, which are necessary in order to deal with a large number of candidates, would not have yielded meaningful statistical results. We might go back to these
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excluded parameter space regions and attempt to extract information. This is a time-consuming process, and the odds of finding a signal vs the odds of missing one by not analyzing more sensitive data might well indicate that we should not pursue this.

The optimal setup for the various stages and the upper limits were determined at the expense of signal injection-and-recovery Monte Carlo studies. This is due to the fact that the implementation of a stack-slide search that we are using does not allow an analytical prediction of the sensitivity of a search with a given setup (coherent segments and grid spacings). This major drawback will soon be overcome by a new implementation of stack-slide searches based on Refs. [17-20]. Such a search is being characterized and tuned at the time of writing, and we hope to employ it in the context of our contributions to the LIGO Scientific Collaboration for searches on data from the O2 LIGO run.

In principle, we would like to carry out the entire hierarchy of stages on Einstein@Home. For this to happen, two aspects of the search presented here need to be automated: the visual inspection and the follow-up stages. The first is underway [21]. The second will be significantly eased by the new stack-slide search to which we alluded, above.
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## 1. Upper limit values

TABLE IV. First frequency of each half Hz signal frequency band in which we set upper limits and the upper limit value for that band.

| $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ | $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ | $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ | $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 50.063 | $54.1 \pm 10.8$ | 50.563 | $52.6 \pm 10.5$ | 51.063 | $53.3 \pm 10.7$ | 51.563 | $53.2 \pm 10.6$ |
| 52.063 | $51.5 \pm 10.3$ | 52.563 | $48.7 \pm 9.7$ | 53.063 | $45.4 \pm 9.1$ | 53.563 | $43.5 \pm 8.7$ |
| 54.063 | $43.5 \pm 8.7$ | 54.563 | $42.5 \pm 8.5$ | 55.063 | $42.9 \pm 8.6$ | 55.563 | $40.2 \pm 8.0$ |
| 56.063 | $40.1 \pm 8.0$ | 56.563 | $39.1 \pm 7.8$ | 57.063 | $37.4 \pm 7.5$ | 57.563 | $36.9 \pm 7.4$ |
| 58.063 | $37.1 \pm 7.4$ | 58.563 | $40.6 \pm 8.1$ | 61.063 | $33.8 \pm 6.8$ | 61.563 | $29.5 \pm 5.9$ |
| 62.063 | $28.8 \pm 5.8$ | 62.563 | $28.4 \pm 5.7$ | 63.063 | $27.9 \pm 5.6$ | 63.563 | $26.0 \pm 5.2$ |
| 64.063 | $24.1 \pm 4.8$ | 64.563 | $22.9 \pm 4.6$ | 65.063 | $22.8 \pm 4.6$ | 65.563 | $23.2 \pm 4.6$ |
| 66.063 | $21.8 \pm 4.4$ | 66.563 | $20.9 \pm 4.2$ | 67.063 | $20.9 \pm 4.2$ | 67.563 | $21.5 \pm 4.3$ |
| 68.063 | $20.3 \pm 4.1$ | 68.563 | $20.6 \pm 4.1$ | 69.063 | $19.6 \pm 3.9$ | 69.563 | $20.1 \pm 4.0$ |
| 70.063 | $19.4 \pm 3.9$ | 70.563 | $18.6 \pm 3.7$ | 71.063 | $17.9 \pm 3.6$ | 71.563 | $17.8 \pm 3.6$ |
| 72.063 | $17.8 \pm 3.6$ | 72.563 | $17.9 \pm 3.6$ | 73.063 | $17.3 \pm 3.5$ | 73.563 | $17.3 \pm 3.5$ |
| 74.063 | $16.2 \pm 3.2$ | 74.563 | $15.9 \pm 3.2$ | 75.063 | $15.2 \pm 3.0$ | 75.563 | $16.0 \pm 3.2$ |
| 76.063 | $15.0 \pm 3.0$ | 76.563 | $14.4 \pm 2.9$ | 77.063 | $14.3 \pm 2.9$ | 77.563 | $14.2 \pm 2.8$ |
| 78.063 | $14.8 \pm 3.0$ | 78.563 | $13.7 \pm 2.7$ | 79.063 | $13.4 \pm 2.7$ | 79.563 | $14.3 \pm 2.9$ |
| 80.063 | $14.2 \pm 2.8$ | 80.563 | $13.3 \pm 2.7$ | 81.063 | $14.7 \pm 2.9$ | 81.563 | $12.9 \pm 2.6$ |
| 82.063 | $12.2 \pm 2.4$ | 82.563 | $11.9 \pm 2.4$ | 83.063 | $11.6 \pm 2.3$ | 83.563 | $11.3 \pm 2.3$ |
| 84.063 | $11.2 \pm 2.2$ | 84.563 | $11.0 \pm 2.2$ | 85.063 | $10.8 \pm 2.2$ | 85.563 | $10.8 \pm 2.2$ |
| 86.063 | $10.7 \pm 2.1$ | 86.563 | $10.9 \pm 2.2$ | 87.063 | $10.2 \pm 2.0$ | 87.563 | $10.1 \pm 2.0$ |
| 88.063 | $9.9 \pm 2.0$ | 88.563 | $10.0 \pm 2.0$ | 89.063 | $9.7 \pm 1.9$ | 89.563 | $9.7 \pm 1.9$ |
| 90.063 | $9.5 \pm 1.9$ | 90.563 | $9.4 \pm 1.9$ | 91.063 | $9.3 \pm 1.9$ | 91.563 | $9.2 \pm 1.8$ |
| 92.063 | $9.0 \pm 1.8$ | 92.563 | $8.9 \pm 1.8$ | 93.063 | $8.8 \pm 1.8$ | 93.563 | $8.8 \pm 1.8$ |
| 94.063 | $8.7 \pm 1.7$ | 94.563 | $8.6 \pm 1.7$ | 95.063 | $8.5 \pm 1.7$ | 95.563 | $8.3 \pm 1.7$ |
| 96.063 | $8.3 \pm 1.7$ | 96.563 | $8.2 \pm 1.6$ | 97.063 | $8.2 \pm 1.6$ | 97.563 | $8.1 \pm 1.6$ |
| 98.063 | $8.1 \pm 1.6$ | 98.563 | $8.1 \pm 1.6$ | 99.063 | $7.9 \pm 1.6$ | 99.563 | $7.8 \pm 1.6$ |
| 100.063 | $8.1 \pm 1.6$ | 100.563 | $7.8 \pm 1.6$ | 101.063 | $7.7 \pm 1.5$ | 101.563 | $7.5 \pm 1.5$ |
| 102.063 | $7.6 \pm 1.5$ | 102.563 | $7.4 \pm 1.5$ | 103.063 | $7.2 \pm 1.4$ | 103.563 | $7.1 \pm 1.4$ |
| 104.063 | $7.2 \pm 1.4$ | 104.563 | $7.3 \pm 1.5$ | 105.063 | $7.2 \pm 1.4$ | 105.563 | $7.1 \pm 1.4$ |
| 106.063 | $7.3 \pm 1.5$ | 106.563 | $7.1 \pm 1.4$ | 107.063 | $7.0 \pm 1.4$ | 107.563 | $7.3 \pm 1.5$ |
| 108.063 | $7.3 \pm 1.5$ | 108.563 | $6.8 \pm 1.4$ | 109.063 | $6.8 \pm 1.4$ | 109.563 | $6.7 \pm 1.3$ |
| 110.063 | $6.7 \pm 1.3$ | 110.563 | $6.7 \pm 1.3$ | 111.063 | $6.8 \pm 1.4$ | 111.563 | $6.9 \pm 1.4$ |
| 112.063 | $6.7 \pm 1.3$ | 112.563 | $6.6 \pm 1.3$ | 113.063 | $7.1 \pm 1.4$ | 113.563 | $6.6 \pm 1.3$ |
| 114.063 | $6.4 \pm 1.3$ | 114.563 | $6.4 \pm 1.3$ | 115.063 | $6.3 \pm 1.3$ | 115.563 | $6.2 \pm 1.2$ |
| 116.063 | $6.4 \pm 1.3$ | 116.563 | $6.8 \pm 1.4$ | 117.063 | $6.8 \pm 1.4$ | 117.563 | $6.8 \pm 1.4$ |
| 118.063 | $7.9 \pm 1.6$ | 118.563 | $6.9 \pm 1.4$ | 121.063 | $7.0 \pm 1.4$ | 121.563 | $6.3 \pm 1.3$ |
| 122.063 | $6.5 \pm 1.3$ | 122.563 | $6.5 \pm 1.3$ | 123.063 | $6.6 \pm 1.3$ | 123.563 | $6.4 \pm 1.3$ |
| 124.063 | $6.1 \pm 1.2$ | 124.563 | $5.9 \pm 1.2$ | 125.063 | $5.9 \pm 1.2$ | 125.563 | $6.3 \pm 1.3$ |
| 126.063 | $6.1 \pm 1.2$ | 126.563 | $6.5 \pm 1.3$ | 127.063 | $6.0 \pm 1.2$ | 127.563 | $6.0 \pm 1.2$ |
| 128.063 | $5.8 \pm 1.2$ | 128.563 | $6.2 \pm 1.2$ | 129.063 | $6.1 \pm 1.2$ | 129.563 | $6.3 \pm 1.3$ |
| 130.063 | $6.0 \pm 1.2$ | 130.563 | $6.1 \pm 1.2$ | 131.063 | $5.6 \pm 1.1$ | 131.563 | $5.4 \pm 1.1$ |
| 132.063 | $5.4 \pm 1.1$ | 132.563 | $5.3 \pm 1.1$ | 133.063 | $5.3 \pm 1.1$ | 133.563 | $5.2 \pm 1.0$ |
| 134.063 | $5.0 \pm 1.0$ | 134.563 | $5.0 \pm 1.0$ | 135.063 | $5.0 \pm 1.0$ | 135.563 | $5.0 \pm 1.0$ |
| 136.063 | $5.0 \pm 1.0$ | 136.563 | $4.9 \pm 1.0$ | 137.063 | $5.0 \pm 1.0$ | 137.563 | $5.0 \pm 1.0$ |
| 138.063 | $4.9 \pm 1.0$ | 138.563 | $4.9 \pm 1.0$ | 139.063 | $5.1 \pm 1.0$ | 139.563 | $4.9 \pm 1.0$ |
| 140.063 | $4.9 \pm 1.0$ | 140.563 | $4.9 \pm 1.0$ | 141.063 | $4.8 \pm 1.0$ | 141.563 | $5.0 \pm 1.0$ |
| 142.063 | $4.8 \pm 1.0$ | 142.563 | $4.8 \pm 1.0$ | 143.063 | $4.8 \pm 1.0$ | 143.563 | $4.8 \pm 1.0$ |
| 144.063 | $4.9 \pm 1.0$ | 144.563 | $4.8 \pm 1.0$ | 145.563 | $4.6 \pm 0.9$ | 146.063 | $4.6 \pm 0.9$ |
| 146.563 | $4.6 \pm 0.9$ | 147.063 | $4.6 \pm 0.9$ | 147.563 | $4.6 \pm 0.9$ | 148.063 | $4.6 \pm 0.9$ |
| 148.563 | $4.6 \pm 0.9$ | 149.063 | $4.5 \pm 0.9$ | 149.563 | $4.5 \pm 0.9$ | 150.063 | $4.5 \pm 0.9$ |
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TABLE IV. (Continued)

| $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ | $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ | $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ | $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 150.563 | $4.5 \pm 0.9$ | 151.063 | $4.5 \pm 0.9$ | 151.563 | $4.5 \pm 0.9$ | 152.063 | $4.5 \pm 0.9$ |
| 152.563 | $4.5 \pm 0.9$ | 153.063 | $4.6 \pm 0.9$ | 153.563 | $4.5 \pm 0.9$ | 154.063 | $4.5 \pm 0.9$ |
| 154.563 | $4.5 \pm 0.9$ | 155.063 | $4.6 \pm 0.9$ | 155.563 | $4.5 \pm 0.9$ | 156.063 | $4.5 \pm 0.9$ |
| 156.563 | $4.5 \pm 0.9$ | 157.063 | $4.5 \pm 0.9$ | 157.563 | $4.5 \pm 0.9$ | 158.063 | $4.5 \pm 0.9$ |
| 158.563 | $4.5 \pm 0.9$ | 159.063 | $4.5 \pm 0.9$ | 159.563 | $4.4 \pm 0.9$ | 160.063 | $4.4 \pm 0.9$ |
| 160.563 | $4.5 \pm 0.9$ | 161.063 | $4.5 \pm 0.9$ | 161.563 | $4.4 \pm 0.9$ | 162.063 | $4.5 \pm 0.9$ |
| 162.563 | $4.5 \pm 0.9$ | 163.063 | $4.5 \pm 0.9$ | 163.563 | $4.5 \pm 0.9$ | 164.063 | $4.4 \pm 0.9$ |
| 164.563 | $4.4 \pm 0.9$ | 165.063 | $4.4 \pm 0.9$ | 165.563 | $4.4 \pm 0.9$ | 166.063 | $4.4 \pm 0.9$ |
| 166.563 | $4.4 \pm 0.9$ | 167.063 | $4.4 \pm 0.9$ | 167.563 | $4.4 \pm 0.9$ | 168.063 | $4.3 \pm 0.9$ |
| 168.563 | $4.3 \pm 0.9$ | 169.063 | $4.3 \pm 0.9$ | 169.563 | $4.3 \pm 0.9$ | 170.063 | $4.3 \pm 0.9$ |
| 170.563 | $4.3 \pm 0.9$ | 171.063 | $4.3 \pm 0.9$ | 171.563 | $4.3 \pm 0.9$ | 172.063 | $4.3 \pm 0.9$ |
| 172.563 | $4.3 \pm 0.9$ | 173.063 | $4.3 \pm 0.9$ | 173.563 | $4.3 \pm 0.9$ | 174.063 | $4.4 \pm 0.9$ |
| 174.563 | $4.3 \pm 0.9$ | 175.063 | $4.4 \pm 0.9$ | 175.563 | $4.4 \pm 0.9$ | 176.063 | $4.8 \pm 1.0$ |
| 176.563 | $5.0 \pm 1.0$ | 177.063 | $5.0 \pm 1.0$ | 177.563 | $5.0 \pm 1.0$ | 178.063 | $5.1 \pm 1.0$ |
| 178.563 | $5.6 \pm 1.1$ | 181.063 | $5.7 \pm 1.1$ | 181.563 | $5.3 \pm 1.1$ | 182.063 | $5.3 \pm 1.1$ |
| 182.563 | $5.4 \pm 1.1$ | 183.063 | $5.2 \pm 1.0$ | 183.563 | $4.9 \pm 1.0$ | 184.063 | $5.1 \pm 1.0$ |
| 184.563 | $4.8 \pm 1.0$ | 185.063 | $5.0 \pm 1.0$ | 185.563 | $4.9 \pm 1.0$ | 186.063 | $4.9 \pm 1.0$ |
| 186.563 | $4.8 \pm 1.0$ | 187.063 | $4.8 \pm 1.0$ | 187.563 | $5.0 \pm 1.0$ | 188.063 | $5.3 \pm 1.1$ |
| 188.563 | $5.3 \pm 1.1$ | 189.063 | $6.3 \pm 1.3$ | 189.563 | $6.1 \pm 1.2$ | 190.063 | $5.5 \pm 1.1$ |
| 190.563 | $5.1 \pm 1.0$ | 191.063 | $4.8 \pm 1.0$ | 191.563 | $4.8 \pm 1.0$ | 192.063 | $4.8 \pm 1.0$ |
| 192.563 | $4.8 \pm 1.0$ | 193.063 | $4.6 \pm 0.9$ | 193.563 | $4.5 \pm 0.9$ | 194.063 | $4.7 \pm 0.9$ |
| 194.563 | $4.5 \pm 0.9$ | 195.063 | $4.8 \pm 1.0$ | 195.563 | $4.9 \pm 1.0$ | 196.063 | $5.1 \pm 1.0$ |
| 196.563 | $5.0 \pm 1.0$ | 197.063 | $4.9 \pm 1.0$ | 197.563 | $5.2 \pm 1.0$ | 198.063 | $5.3 \pm 1.1$ |
| 198.563 | $5.3 \pm 1.1$ | 199.063 | $6.2 \pm 1.2$ | 199.563 | $6.7 \pm 1.3$ | 200.063 | $5.6 \pm 1.1$ |
| 200.563 | $5.7 \pm 1.1$ | 201.063 | $5.9 \pm 1.2$ | 201.563 | $5.3 \pm 1.1$ | 202.063 | $5.3 \pm 1.1$ |
| 202.563 | $5.4 \pm 1.1$ | 203.063 | $4.9 \pm 1.0$ | 203.563 | $4.5 \pm 0.9$ | 204.063 | $4.4 \pm 0.9$ |
| 204.563 | $4.4 \pm 0.9$ | 205.063 | $4.4 \pm 0.9$ | 205.563 | $4.5 \pm 0.9$ | 206.063 | $4.4 \pm 0.9$ |
| 206.563 | $4.5 \pm 0.9$ | 207.063 | $4.6 \pm 0.9$ | 207.563 | $4.6 \pm 0.9$ | 208.063 | $4.9 \pm 1.0$ |
| 208.563 | $5.1 \pm 1.0$ | 209.063 | $5.0 \pm 1.0$ | 209.563 | $5.1 \pm 1.0$ | 210.063 | $5.1 \pm 1.0$ |
| 210.563 | $4.6 \pm 0.9$ | 211.063 | $4.6 \pm 0.9$ | 211.563 | $4.5 \pm 0.9$ | 212.063 | $4.4 \pm 0.9$ |
| 212.563 | $4.4 \pm 0.9$ | 213.063 | $4.5 \pm 0.9$ | 213.563 | $4.5 \pm 0.9$ | 214.063 | $4.3 \pm 0.9$ |
| 214.563 | $4.4 \pm 0.9$ | 215.063 | $4.4 \pm 0.9$ | 215.563 | $4.3 \pm 0.9$ | 216.063 | $4.3 \pm 0.9$ |
| 216.563 | $4.3 \pm 0.9$ | 217.063 | $4.3 \pm 0.9$ | 217.563 | $4.3 \pm 0.9$ | 218.063 | $4.3 \pm 0.9$ |
| 218.563 | $4.3 \pm 0.9$ | 219.063 | $4.4 \pm 0.9$ | 219.563 | $4.3 \pm 0.9$ | 220.063 | $4.4 \pm 0.9$ |
| 220.563 | $4.4 \pm 0.9$ | 221.063 | $4.4 \pm 0.9$ | 221.563 | $4.4 \pm 0.9$ | 222.063 | $4.5 \pm 0.9$ |
| 222.563 | $4.6 \pm 0.9$ | 223.063 | $4.7 \pm 0.9$ | 223.563 | $4.8 \pm 1.0$ | 224.063 | $4.7 \pm 0.9$ |
| 224.563 | $4.6 \pm 0.9$ | 225.063 | $4.6 \pm 0.9$ | 225.563 | $4.6 \pm 0.9$ | 226.063 | $4.5 \pm 0.9$ |
| 226.563 | $4.5 \pm 0.9$ | 227.063 | $4.5 \pm 0.9$ | 227.563 | $4.5 \pm 0.9$ | 228.063 | $4.5 \pm 0.9$ |
| 228.563 | $4.6 \pm 0.9$ | 229.063 | $4.6 \pm 0.9$ | 229.563 | $4.6 \pm 0.9$ | 230.063 | $4.9 \pm 1.0$ |
| 230.563 | $4.6 \pm 0.9$ | 231.063 | $4.6 \pm 0.9$ | 231.563 | $4.6 \pm 0.9$ | 232.063 | $4.5 \pm 0.9$ |
| 232.563 | $4.6 \pm 0.9$ | 233.063 | $4.7 \pm 0.9$ | 233.563 | $4.8 \pm 1.0$ | 234.063 | $4.7 \pm 0.9$ |
| 234.563 | $4.6 \pm 0.9$ | 235.063 | $4.6 \pm 0.9$ | 235.563 | $4.6 \pm 0.9$ | 236.063 | $4.5 \pm 0.9$ |
| 236.563 | $4.5 \pm 0.9$ | 237.063 | $4.5 \pm 0.9$ | 237.563 | $4.5 \pm 0.9$ | 238.063 | $4.5 \pm 0.9$ |
| 238.563 | $4.5 \pm 0.9$ | 240.563 | $4.6 \pm 0.9$ | 241.063 | $4.6 \pm 0.9$ | 241.563 | $4.7 \pm 0.9$ |
| 242.063 | $4.6 \pm 0.9$ | 242.563 | $4.5 \pm 0.9$ | 243.063 | $4.7 \pm 0.9$ | 243.563 | $4.7 \pm 0.9$ |
| 244.063 | $4.5 \pm 0.9$ | 244.563 | $4.5 \pm 0.9$ | 245.063 | $4.5 \pm 0.9$ | 245.563 | $4.6 \pm 0.9$ |
| 246.063 | $4.6 \pm 0.9$ | 246.563 | $4.6 \pm 0.9$ | 247.063 | $4.6 \pm 0.9$ | 247.563 | $4.6 \pm 0.9$ |
| 248.063 | $4.6 \pm 0.9$ | 248.563 | $4.7 \pm 0.9$ | 249.063 | $4.7 \pm 0.9$ | 249.563 | $4.6 \pm 0.9$ |
| 250.063 | $4.6 \pm 0.9$ | 250.563 | $4.6 \pm 0.9$ | 251.063 | $4.6 \pm 0.9$ | 251.563 | $4.6 \pm 0.9$ |
| 252.063 | $4.6 \pm 0.9$ | 252.563 | $4.6 \pm 0.9$ | 253.063 | $4.6 \pm 0.9$ | 253.563 | $4.6 \pm 0.9$ |
| 254.063 | $4.6 \pm 0.9$ | 254.563 | $4.6 \pm 0.9$ | 255.063 | $4.6 \pm 0.9$ | 255.563 | $4.8 \pm 1.0$ |
| 256.063 | $4.7 \pm 0.9$ | 256.563 | $4.7 \pm 0.9$ | 257.063 | $5.2 \pm 1.0$ | 257.563 | $4.8 \pm 1.0$ |
| 258.063 | $4.9 \pm 1.0$ | 258.563 | $4.8 \pm 1.0$ | 259.063 | $4.7 \pm 0.9$ | 259.563 | $4.7 \pm 0.9$ |
| 260.063 | $4.7 \pm 0.9$ | 260.563 | $4.7 \pm 0.9$ | 261.063 | $4.7 \pm 0.9$ | 261.563 | $4.7 \pm 0.9$ |
| 262.063 | $4.7 \pm 0.9$ | 262.563 | $4.7 \pm 0.9$ | 263.063 | $4.7 \pm 0.9$ | 263.563 | $4.7 \pm 0.9$ |
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TABLE IV. (Continued)

| $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ | $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ | $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ | $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 264.063 | $4.8 \pm 1.0$ | 264.563 | $4.8 \pm 1.0$ | 265.063 | $4.8 \pm 1.0$ | 265.563 | $4.8 \pm 1.0$ |
| 266.063 | $4.8 \pm 1.0$ | 266.563 | $4.8 \pm 1.0$ | 267.063 | $4.8 \pm 1.0$ | 267.563 | $5.0 \pm 1.0$ |
| 268.063 | $5.0 \pm 1.0$ | 268.563 | $4.9 \pm 1.0$ | 269.063 | $4.9 \pm 1.0$ | 269.563 | $4.9 \pm 1.0$ |
| 270.063 | $5.1 \pm 1.0$ | 270.563 | $5.2 \pm 1.0$ | 271.063 | $5.0 \pm 1.0$ | 271.563 | $5.0 \pm 1.0$ |
| 272.063 | $4.9 \pm 1.0$ | 272.563 | $4.9 \pm 1.0$ | 273.063 | $5.0 \pm 1.0$ | 273.563 | $5.0 \pm 1.0$ |
| 274.063 | $4.9 \pm 1.0$ | 274.563 | $4.9 \pm 1.0$ | 275.063 | $4.9 \pm 1.0$ | 275.563 | $5.0 \pm 1.0$ |
| 276.063 | $5.3 \pm 1.1$ | 276.563 | $5.1 \pm 1.0$ | 277.063 | $5.1 \pm 1.0$ | 277.563 | $5.2 \pm 1.0$ |
| 278.063 | $5.2 \pm 1.0$ | 278.563 | $5.2 \pm 1.0$ | 279.063 | $5.4 \pm 1.1$ | 279.563 | $5.7 \pm 1.1$ |
| 280.063 | $5.5 \pm 1.1$ | 280.563 | $5.4 \pm 1.1$ | 281.063 | $5.3 \pm 1.1$ | 281.563 | $5.6 \pm 1.1$ |
| 282.063 | $5.4 \pm 1.1$ | 282.563 | $5.3 \pm 1.1$ | 283.063 | $5.3 \pm 1.1$ | 283.563 | $5.5 \pm 1.1$ |
| 284.063 | $5.2 \pm 1.0$ | 284.563 | $5.2 \pm 1.0$ | 285.063 | $5.2 \pm 1.0$ | 285.563 | $5.1 \pm 1.0$ |
| 286.063 | $5.1 \pm 1.0$ | 286.563 | $5.2 \pm 1.0$ | 287.063 | $5.2 \pm 1.0$ | 287.563 | $5.2 \pm 1.0$ |
| 288.063 | $5.2 \pm 1.0$ | 288.563 | $5.3 \pm 1.1$ | 289.063 | $5.2 \pm 1.0$ | 289.563 | $5.2 \pm 1.0$ |
| 290.063 | $5.2 \pm 1.0$ | 290.563 | $5.2 \pm 1.0$ | 291.063 | $5.2 \pm 1.0$ | 291.563 | $5.2 \pm 1.0$ |
| 292.063 | $5.2 \pm 1.0$ | 292.563 | $5.2 \pm 1.0$ | 293.063 | $5.2 \pm 1.0$ | 293.563 | $5.2 \pm 1.0$ |
| 294.063 | $5.3 \pm 1.1$ | 294.563 | $5.2 \pm 1.0$ | 295.063 | $5.2 \pm 1.0$ | 295.563 | $5.2 \pm 1.0$ |
| 296.063 | $5.2 \pm 1.0$ | 296.563 | $5.3 \pm 1.1$ | 297.063 | $5.3 \pm 1.1$ | 297.563 | $5.3 \pm 1.1$ |
| 298.063 | $5.3 \pm 1.1$ | 298.563 | $5.3 \pm 1.1$ | 300.563 | $5.4 \pm 1.1$ | 301.063 | $5.4 \pm 1.1$ |
| 301.563 | $5.4 \pm 1.1$ | 302.063 | $5.5 \pm 1.1$ | 302.563 | $5.4 \pm 1.1$ | 303.063 | $5.5 \pm 1.1$ |
| 303.563 | $5.6 \pm 1.1$ | 304.063 | $5.5 \pm 1.1$ | 304.563 | $5.4 \pm 1.1$ | 305.063 | $5.5 \pm 1.1$ |
| 305.563 | $5.5 \pm 1.1$ | 306.063 | $5.6 \pm 1.1$ | 306.563 | $5.6 \pm 1.1$ | 307.063 | $5.5 \pm 1.1$ |
| 307.563 | $5.5 \pm 1.1$ | 308.063 | $5.5 \pm 1.1$ | 308.563 | $5.6 \pm 1.1$ | 309.063 | $5.7 \pm 1.1$ |
| 309.563 | $5.8 \pm 1.2$ | 310.063 | $5.7 \pm 1.1$ | 310.563 | $5.7 \pm 1.1$ | 311.063 | $5.7 \pm 1.1$ |
| 311.563 | $5.9 \pm 1.2$ | 312.063 | $5.8 \pm 1.2$ | 312.563 | $5.7 \pm 1.1$ | 313.063 | $5.7 \pm 1.1$ |
| 313.563 | $5.8 \pm 1.2$ | 314.063 | $5.8 \pm 1.2$ | 314.563 | $5.7 \pm 1.1$ | 315.063 | $5.8 \pm 1.2$ |
| 315.563 | $5.8 \pm 1.2$ | 316.063 | $5.9 \pm 1.2$ | 316.563 | $6.1 \pm 1.2$ | 317.063 | $6.0 \pm 1.2$ |
| 317.563 | $5.9 \pm 1.2$ | 318.063 | $6.0 \pm 1.2$ | 318.563 | $6.0 \pm 1.2$ | 319.063 | $6.0 \pm 1.2$ |
| 319.563 | $6.0 \pm 1.2$ | 320.063 | $6.0 \pm 1.2$ | 320.563 | $6.1 \pm 1.2$ | 321.063 | $6.2 \pm 1.2$ |
| 321.563 | $6.3 \pm 1.3$ | 322.063 | $6.6 \pm 1.3$ | 322.563 | $6.5 \pm 1.3$ | 323.063 | $6.8 \pm 1.4$ |
| 323.563 | $6.9 \pm 1.4$ | 324.063 | $7.0 \pm 1.4$ | 324.563 | $6.8 \pm 1.4$ | 325.063 | $6.9 \pm 1.4$ |
| 325.563 | $7.0 \pm 1.4$ | 326.063 | $7.2 \pm 1.4$ | 326.563 | $7.6 \pm 1.5$ | 327.063 | $7.9 \pm 1.6$ |
| 327.563 | $7.9 \pm 1.6$ | 328.063 | $7.8 \pm 1.6$ | 328.563 | $7.7 \pm 1.5$ | 329.063 | $7.5 \pm 1.5$ |
| 329.563 | $7.4 \pm 1.5$ | 330.063 | $7.7 \pm 1.5$ | 330.563 | $7.9 \pm 1.6$ | 331.063 | $7.7 \pm 1.5$ |
| 331.563 | $8.0 \pm 1.6$ | 332.063 | $8.0 \pm 1.6$ | 332.563 | $8.0 \pm 1.6$ | 333.063 | $8.1 \pm 1.6$ |
| 333.563 | $8.5 \pm 1.7$ | 334.063 | $9.1 \pm 1.8$ | 334.563 | $10.2 \pm 2.0$ | 335.063 | $11.0 \pm 2.2$ |
| 335.563 | $10.8 \pm 2.2$ | 336.063 | $10.8 \pm 2.2$ | 336.563 | $10.8 \pm 2.2$ | 337.063 | $10.9 \pm 2.2$ |
| 337.563 | $11.1 \pm 2.2$ | 338.063 | $11.6 \pm 2.3$ | 338.563 | $12.4 \pm 2.5$ | 339.063 | $13.4 \pm 2.7$ |
| 350.563 | $15.1 \pm 3.0$ | 351.063 | $13.6 \pm 2.7$ | 351.563 | $12.7 \pm 2.5$ | 352.063 | $12.9 \pm 2.6$ |
| 352.563 | $12.0 \pm 2.4$ | 353.063 | $12.1 \pm 2.4$ | 353.563 | $12.6 \pm 2.5$ | 354.063 | $11.3 \pm 2.3$ |
| 354.563 | $11.3 \pm 2.3$ | 355.063 | $13.1 \pm 2.6$ | 355.563 | $14.8 \pm 3.0$ | 356.063 | $14.4 \pm 2.9$ |
| 356.563 | $12.4 \pm 2.5$ | 357.063 | $10.2 \pm 2.0$ | 357.563 | $9.1 \pm 1.8$ | 358.063 | $9.4 \pm 1.9$ |
| 358.563 | $8.8 \pm 1.8$ | 361.063 | $7.6 \pm 1.5$ | 361.563 | $7.3 \pm 1.5$ | 362.063 | $7.2 \pm 1.4$ |
| 362.563 | $7.2 \pm 1.4$ | 363.063 | $8.1 \pm 1.6$ | 363.563 | $8.3 \pm 1.7$ | 364.063 | $8.2 \pm 1.6$ |
| 364.563 | $8.4 \pm 1.7$ | 365.063 | $7.1 \pm 1.4$ | 365.563 | $6.9 \pm 1.4$ | 366.063 | $7.0 \pm 1.4$ |
| 366.563 | $6.9 \pm 1.4$ | 367.063 | $7.2 \pm 1.4$ | 367.563 | $7.1 \pm 1.4$ | 368.063 | $6.8 \pm 1.4$ |
| 368.563 | $6.9 \pm 1.4$ | 369.063 | $6.7 \pm 1.3$ | 369.563 | $7.0 \pm 1.4$ | 370.063 | $7.1 \pm 1.4$ |
| 370.563 | $6.9 \pm 1.4$ | 371.063 | $7.5 \pm 1.5$ | 371.563 | $6.8 \pm 1.4$ | 372.063 | $6.4 \pm 1.3$ |
| 372.563 | $6.4 \pm 1.3$ | 373.063 | $6.5 \pm 1.3$ | 373.563 | $6.9 \pm 1.4$ | 374.063 | $7.3 \pm 1.5$ |
| 374.563 | $6.9 \pm 1.4$ | 375.063 | $7.2 \pm 1.4$ | 375.563 | $6.8 \pm 1.4$ | 376.063 | $6.7 \pm 1.3$ |
| 376.563 | $6.8 \pm 1.4$ | 377.063 | $7.7 \pm 1.5$ | 377.563 | $8.3 \pm 1.7$ | 378.063 | $7.1 \pm 1.4$ |
| 378.563 | $6.6 \pm 1.3$ | 379.063 | $6.5 \pm 1.3$ | 379.563 | $6.6 \pm 1.3$ | 380.063 | $6.6 \pm 1.3$ |
| 380.563 | $6.5 \pm 1.3$ | 381.063 | $6.6 \pm 1.3$ | 381.563 | $6.7 \pm 1.3$ | 382.063 | $6.8 \pm 1.4$ |
| 382.563 | $7.0 \pm 1.4$ | 383.063 | $7.3 \pm 1.5$ | 383.563 | $7.2 \pm 1.4$ | 384.063 | $7.4 \pm 1.5$ |
| 384.563 | $7.8 \pm 1.6$ | 385.063 | $8.1 \pm 1.6$ | 385.563 | $9.3 \pm 1.9$ | 386.063 | $8.9 \pm 1.8$ |
| 386.563 | $7.4 \pm 1.5$ | 387.063 | $7.0 \pm 1.4$ | 387.563 | $6.8 \pm 1.4$ | 388.063 | $6.9 \pm 1.4$ |
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TABLE IV. (Continued)

| $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ | $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ | $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ | $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 388.563 | $7.4 \pm 1.5$ | 389.063 | $6.9 \pm 1.4$ | 389.563 | $6.6 \pm 1.3$ | 390.063 | $6.5 \pm 1.3$ |
| 390.563 | $6.8 \pm 1.4$ | 391.063 | $7.0 \pm 1.4$ | 391.563 | $6.8 \pm 1.4$ | 392.063 | $6.6 \pm 1.3$ |
| 392.563 | $6.6 \pm 1.3$ | 393.063 | $6.6 \pm 1.3$ | 393.563 | $6.5 \pm 1.3$ | 394.063 | $6.5 \pm 1.3$ |
| 394.563 | $6.4 \pm 1.3$ | 395.063 | $6.5 \pm 1.3$ | 395.563 | $7.1 \pm 1.4$ | 396.063 | $6.8 \pm 1.4$ |
| 396.563 | $6.6 \pm 1.3$ | 397.063 | $6.6 \pm 1.3$ | 397.563 | $6.4 \pm 1.3$ | 398.063 | $6.4 \pm 1.3$ |
| 398.563 | $6.6 \pm 1.3$ | 399.063 | $6.6 \pm 1.3$ | 399.563 | $6.7 \pm 1.3$ | 400.563 | $6.6 \pm 1.3$ |
| 401.063 | $6.4 \pm 1.3$ | 401.563 | $6.4 \pm 1.3$ | 402.063 | $6.4 \pm 1.3$ | 402.563 | $6.4 \pm 1.3$ |
| 403.063 | $6.7 \pm 1.3$ | 403.563 | $6.8 \pm 1.4$ | 404.063 | $6.7 \pm 1.3$ | 404.563 | $6.5 \pm 1.3$ |
| 405.063 | $6.4 \pm 1.3$ | 405.563 | $6.6 \pm 1.3$ | 406.063 | $6.7 \pm 1.3$ | 406.563 | $6.5 \pm 1.3$ |
| 407.063 | $6.4 \pm 1.3$ | 407.563 | $6.4 \pm 1.3$ | 408.063 | $6.4 \pm 1.3$ | 408.563 | $6.5 \pm 1.3$ |
| 409.063 | $6.5 \pm 1.3$ | 409.563 | $6.4 \pm 1.3$ | 410.063 | $6.4 \pm 1.3$ | 410.563 | $6.5 \pm 1.3$ |
| 411.063 | $6.6 \pm 1.3$ | 411.563 | $6.6 \pm 1.3$ | 412.063 | $6.7 \pm 1.3$ | 412.563 | $7.0 \pm 1.4$ |
| 413.063 | $6.6 \pm 1.3$ | 413.563 | $6.6 \pm 1.3$ | 414.063 | $6.6 \pm 1.3$ | 414.563 | $6.7 \pm 1.3$ |
| 415.063 | $6.5 \pm 1.3$ | 415.563 | $6.5 \pm 1.3$ | 416.063 | $6.5 \pm 1.3$ | 416.563 | $6.7 \pm 1.3$ |
| 417.063 | $6.7 \pm 1.3$ | 417.563 | $6.6 \pm 1.3$ | 418.063 | $6.5 \pm 1.3$ | 418.563 | $6.6 \pm 1.3$ |
| 420.563 | $6.7 \pm 1.3$ | 421.063 | $6.7 \pm 1.3$ | 421.563 | $6.8 \pm 1.4$ | 422.063 | $7.0 \pm 1.4$ |
| 422.563 | $7.7 \pm 1.5$ | 423.063 | $7.0 \pm 1.4$ | 423.563 | $6.9 \pm 1.4$ | 424.063 | $6.9 \pm 1.4$ |
| 424.563 | $7.0 \pm 1.4$ | 425.063 | $7.3 \pm 1.5$ | 425.563 | $7.7 \pm 1.5$ | 426.063 | $7.8 \pm 1.6$ |
| 426.563 | $7.8 \pm 1.6$ | 427.063 | $7.8 \pm 1.6$ | 427.563 | $8.3 \pm 1.7$ | 428.063 | $8.8 \pm 1.8$ |
| 428.563 | $9.7 \pm 1.9$ | 429.063 | $9.7 \pm 1.9$ | 429.563 | $8.2 \pm 1.6$ | 430.063 | $8.2 \pm 1.6$ |
| 430.563 | $7.9 \pm 1.6$ | 431.063 | $8.3 \pm 1.7$ | 431.563 | $9.4 \pm 1.9$ | 432.063 | $8.3 \pm 1.7$ |
| 432.563 | $7.8 \pm 1.6$ | 433.063 | $7.2 \pm 1.4$ | 433.563 | $6.9 \pm 1.4$ | 434.063 | $6.9 \pm 1.4$ |
| 434.563 | $6.9 \pm 1.4$ | 435.063 | $6.9 \pm 1.4$ | 435.563 | $6.7 \pm 1.3$ | 436.063 | $6.7 \pm 1.3$ |
| 436.563 | $6.9 \pm 1.4$ | 437.063 | $6.9 \pm 1.4$ | 437.563 | $6.7 \pm 1.3$ | 438.063 | $6.9 \pm 1.4$ |
| 438.563 | $6.8 \pm 1.4$ | 439.063 | $7.0 \pm 1.4$ | 439.563 | $7.0 \pm 1.4$ | 440.063 | $6.9 \pm 1.4$ |
| 440.563 | $6.9 \pm 1.4$ | 441.063 | $7.1 \pm 1.4$ | 441.563 | $6.8 \pm 1.4$ | 442.063 | $6.8 \pm 1.4$ |
| 442.563 | $6.8 \pm 1.4$ | 443.063 | $6.8 \pm 1.4$ | 443.563 | $6.8 \pm 1.4$ | 444.063 | $6.8 \pm 1.4$ |
| 444.563 | $6.8 \pm 1.4$ | 445.063 | $6.8 \pm 1.4$ | 445.563 | $6.9 \pm 1.4$ | 446.063 | $6.9 \pm 1.4$ |
| 446.563 | $7.2 \pm 1.4$ | 447.063 | $7.0 \pm 1.4$ | 447.563 | $7.1 \pm 1.4$ | 448.063 | $7.1 \pm 1.4$ |
| 448.563 | $7.3 \pm 1.5$ | 449.063 | $7.2 \pm 1.4$ | 449.563 | $7.0 \pm 1.4$ | 450.063 | $7.0 \pm 1.4$ |
| 450.563 | $7.4 \pm 1.5$ | 451.063 | $7.2 \pm 1.4$ | 451.563 | $7.3 \pm 1.5$ | 452.063 | $7.3 \pm 1.5$ |
| 452.563 | $7.2 \pm 1.4$ | 453.063 | $7.2 \pm 1.4$ | 453.563 | $7.2 \pm 1.4$ | 454.063 | $7.4 \pm 1.5$ |
| 454.563 | $8.2 \pm 1.6$ | 455.063 | $7.3 \pm 1.5$ | 455.563 | $7.4 \pm 1.5$ | 456.063 | $7.5 \pm 1.5$ |
| 456.563 | $7.2 \pm 1.4$ | 457.063 | $7.1 \pm 1.4$ | 457.563 | $7.0 \pm 1.4$ | 458.063 | $7.0 \pm 1.4$ |
| 458.563 | $7.0 \pm 1.4$ | 459.063 | $7.0 \pm 1.4$ | 459.563 | $7.0 \pm 1.4$ | 460.063 | $7.0 \pm 1.4$ |
| 460.563 | $7.2 \pm 1.4$ | 461.063 | $7.2 \pm 1.4$ | 461.563 | $7.1 \pm 1.4$ | 462.063 | $7.1 \pm 1.4$ |
| 462.563 | $7.2 \pm 1.4$ | 463.063 | $7.2 \pm 1.4$ | 463.563 | $7.2 \pm 1.4$ | 464.063 | $7.2 \pm 1.4$ |
| 464.563 | $7.3 \pm 1.5$ | 465.063 | $7.8 \pm 1.6$ | 465.563 | $8.1 \pm 1.6$ | 466.063 | $7.8 \pm 1.6$ |
| 466.563 | $7.8 \pm 1.6$ | 467.063 | $7.7 \pm 1.5$ | 467.563 | $8.0 \pm 1.6$ | 468.063 | $7.5 \pm 1.5$ |
| 468.563 | $7.4 \pm 1.5$ | 469.063 | $7.4 \pm 1.5$ | 469.563 | $7.4 \pm 1.5$ | 470.063 | $7.7 \pm 1.5$ |
| 470.563 | $7.7 \pm 1.5$ | 471.063 | $7.9 \pm 1.6$ | 471.563 | $8.1 \pm 1.6$ | 472.063 | $7.7 \pm 1.5$ |
| 472.563 | $7.6 \pm 1.5$ | 473.063 | $7.9 \pm 1.6$ | 473.563 | $7.8 \pm 1.6$ | 474.063 | $7.6 \pm 1.5$ |
| 474.563 | $7.7 \pm 1.5$ | 475.063 | $7.7 \pm 1.5$ | 475.563 | $8.0 \pm 1.6$ | 476.063 | $7.7 \pm 1.5$ |
| 476.563 | $7.5 \pm 1.5$ | 477.063 | $7.7 \pm 1.5$ | 477.563 | $7.7 \pm 1.5$ | 478.063 | $7.5 \pm 1.5$ |
| 478.563 | $7.5 \pm 1.5$ | 480.563 | $7.6 \pm 1.5$ | 481.063 | $7.6 \pm 1.5$ | 481.563 | $7.7 \pm 1.5$ |
| 482.063 | $7.6 \pm 1.5$ | 482.563 | $7.6 \pm 1.5$ | 483.063 | $7.7 \pm 1.5$ | 483.563 | $7.6 \pm 1.5$ |
| 484.063 | $7.6 \pm 1.5$ | 484.563 | $7.6 \pm 1.5$ | 485.063 | $7.6 \pm 1.5$ | 485.563 | $7.5 \pm 1.5$ |
| 486.063 | $7.5 \pm 1.5$ | 486.563 | $7.5 \pm 1.5$ | 487.063 | $7.5 \pm 1.5$ | 487.563 | $7.5 \pm 1.5$ |
| 488.063 | $7.5 \pm 1.5$ | 488.563 | $7.6 \pm 1.5$ | 489.063 | $7.7 \pm 1.5$ | 489.563 | $8.2 \pm 1.6$ |
| 490.063 | $8.3 \pm 1.7$ | 490.563 | $7.9 \pm 1.6$ | 491.063 | $7.9 \pm 1.6$ | 491.563 | $8.0 \pm 1.6$ |
| 492.063 | $8.1 \pm 1.6$ | 492.563 | $8.2 \pm 1.6$ | 493.063 | $8.5 \pm 1.7$ | 493.563 | $9.2 \pm 1.8$ |
| 494.063 | $9.9 \pm 2.0$ | 494.563 | $9.0 \pm 1.8$ | 495.063 | $9.6 \pm 1.9$ | 495.563 | $8.7 \pm 1.7$ |
| 496.063 | $8.1 \pm 1.6$ | 496.563 | $8.0 \pm 1.6$ | 497.063 | $8.0 \pm 1.6$ | 497.563 | $8.1 \pm 1.6$ |
| 498.063 | $7.8 \pm 1.6$ | 498.563 | $7.7 \pm 1.5$ | 499.063 | $7.7 \pm 1.5$ | 499.563 | $7.8 \pm 1.6$ |
| 500.063 | $8.1 \pm 1.6$ | 500.563 | $7.7 \pm 1.5$ | 501.063 | $7.6 \pm 1.5$ | 501.563 | $7.6 \pm 1.5$ |


| $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ | $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ | $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ | $f(\mathrm{~Hz})$ | $h_{0}^{90 \%} \times 10^{25}$ |
| :--- | ---: | :---: | ---: | :---: | ---: | ---: | ---: |
| 502.063 | $7.6 \pm 1.5$ | 502.563 | $7.6 \pm 1.5$ | 503.063 | $7.7 \pm 1.5$ | 503.563 | $7.6 \pm 1.5$ |
| 504.063 | $7.7 \pm 1.5$ | 504.563 | $7.8 \pm 1.6$ | 505.063 | $7.8 \pm 1.6$ | 505.563 | $7.8 \pm 1.6$ |
| 506.063 | $7.7 \pm 1.5$ | 506.563 | $7.7 \pm 1.5$ | 507.063 | $7.6 \pm 1.5$ | 507.563 | $7.6 \pm 1.5$ |
| 508.063 | $7.6 \pm 1.5$ | 508.563 | $7.6 \pm 1.5$ | 509.063 | $7.7 \pm 1.5$ | 509.563 | $7.8 \pm 1.6$ |
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## Conclusions

The neutron stars' structural dynamics have long remained an elusive mystery, while at the same time, several analytical, numerical and observational efforts are ongoing to fill this void. In particular, the field of gravitational wave astronomy with isolated neutron stars is a book missing many chapters (see [24] for a detailed review). For instance, neutron stars are expected to emit nearly monochromatic gravitational wave radiation on varying time-scales depending on the magnitude and the nature of the deformation in their structure. This deformation could be in the form of a rigid non-axisymmetry (i.e. ellipticity) or dynamic non-axisymmetric motions of the internal fluid(s). In both cases, the uncertainty on the deformation is large and typically hard to predict. This is simply because the modeling of neutron star dynamics involves a very complex interplay between fluid dynamics of the exotic matter in the bulk, solid crust dynamics, effect of the magnetic field, crust-core interactions, nature of superfluidity and superconductivity in the bulk, equation(s) of state of the internal matter, and many other such factors [43, 24, 37, 23, 48, 33, 22]. In recent years, many attempts have been made to numerically and analytically constrain the possible forms of the equation of state (refer to $[69,59]$ and the references therein), and the testing of predictions made in these models depends on fitting them against complimentary observational data sets. In this quest, several missions targeting the electromagnetic spectrum have attempted to discern the classes of models to some extent (e.g. GAIA, NICER, LOFAR, FERMI, Arecibo etc). Yet, there still remains a large amount of unresolved degeneracy among the plethora of models simply because the scope of the electromagnetic observations is limited. The field of (continuous) gravitational wave astronomy will help in bridging this gap and broaden the scope of observations by probing the gravitational spectrum.

In this work, we have explored a mechanism that adds to the list of possible gravitational wave signal morphologies from a neutron star. In chapter II, we expand upon a mechanism that relates the tCW emission triggered by a glitch to purely hydrodynamic motions in the bulk of the star, previously analysed by Melatos et al [73, 26]. The scale of emission of tCW from the resulting asymmetries is found to be large enough to be targeted by advanced LIGO and next generation gravitational wave detectors. The detection of tCW attributable to such a mechanism presents with a possibility to constrain certain regimes of the elusive equation of state. In addition, since tCW may be emitted by other mecha-
nisms (e.g. $r$-modes, two-fluid instabilities, star-quakes etc), the unique power spectrum of the emission and association of tCW in time with a glitch could provide us with more means to discern between different models.

Yet, the source modeling is only half of the story. The expected strain of the CW or tCW signals emitted from a wide class of models are estimated to be very low. This can be directly inferred from the approximate scale-based analytic and numerical models ${ }^{1}$ as well as from the upper limits derived on CW amplitudes from the most sensitive searches on the latest LIGO data [45, 15]. The onus then lies on the search methods to be able to dig for smaller needles in larger and larger haystacks. In chapters III and VI, we present three such deep searches in the LIGO S5, S6 and O1 data using the Einstein@Home framework. Each of these searches target different frequency bandwidths in data from different LIGO science runs. For instance, the only highfrequency all-sky CW search in S5 data (chapter III) rules out CW amplitudes $\gtrsim O\left(10^{-24}-10^{-23}\right)$ and ellipticities $\gtrsim O\left(10^{-7}\right)$ within 100 pc of earth in the $1.25-$ 1.5 kHz range. The most sensitive all-sky CW search in S6 data in the mid-frequency region (chapters VI.2-3) excludes CW amplitudes $\gtrsim O\left(10^{-25}-10^{-24}\right)$ and ellipticities $\gtrsim O\left(10^{-6}\right)$ within 100 pc of earth in the $230-$ 500 Hz range. The deepest all-sky CW search in the low-frequency region in the advanced LIGO O1 data (chapter VI.1) excludes CW amplitudes $\gtrsim O\left(10^{-25}-\right.$ $10^{-24}$ ) and ellipticities $\gtrsim O\left(10^{-5}\right)$ within 100 pc of earth in the $55-100 \mathrm{~Hz}$ range. These searches typically use a similar methodology, as detailed in chapter IV. In addition, all these searches use the upper-limit procedure described in chapter $V$.

The searches quoted above report no detection of CW. While this may simply be due to the lack of a detectable source in our effective search radius, it nonetheless inspires us to improve our methods and achieve greater sensitivities. In chapter IV, we present a new topology-sensitive clustering algorithm that helps in greatly reducing the number of candidates to be followed up and allows to use the limited amount of computational resources for sub-threshold searches. Such methods are especially useful in relatively noisier data (such as O1 data) where they can discard more than $99.8 \%$ of the noise candidates, leaving only a few important ones to follow up in the hierarchical stages of post-processing. This new procedure was employed in [45], reducing the number of significant candidates from nearly $15,000,000$ to approximately 35,000 before the hierarchical follow-up stages.

In conclusion, my work in the past three years at AEI is aimed at developing methods that compliment

[^36]and improve the chances of detecting $\mathrm{CW} / \mathrm{tCW}$ from isolated neutron stars. It is hoped that the ideas proposed herein will prove beneficial in making CW/tCW searches more sensitive in the current day and in the fu-
ture, and in allowing us to explore and decipher the last known state of matter in form of neutron stars or other compact objects.
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[^1]:    ${ }^{1}$ The nature and the properties of the thin outer crust are weakly coupled to the equation of state in comparison to the bulk superfluid due to the rigidity and the thinness of the crust.
    ${ }^{2}$ The electromagnetic observations of pulsars have simplified the problem to some extent by constraining the strength of the magnetic field, the thickness and rigidity of the crust, and by providing a crude estimate on the distribution of neutron star population in space and frequency etc.
    ${ }^{3}$ Heavy element collision experiments have attempted to understand the flow and the interaction of nuclear matter under high pressure and temperature [19, 20].

[^2]:    ${ }^{4}$ Note that the internal referencing within each subsection is independent of the cross-referencing of this thesis.

[^3]:    ${ }^{\dagger}$ avneet.singh@aei.mpg.de; ${ }^{\ddagger}$ avneet.singh@ligo.org

[^4]:    The adiabatic limit for an isolated neutron star allows us to drop the sub-script $S$ in (4); more discussion in section 6.3 .

[^5]:    ${ }^{2}$ We will use the values quoted in (11) and (12) when making order-of-magnitude estimates on the emitted gravitational wave signals.

[^6]:    ${ }^{3}$ Note that the Brunt-Väisälä frequency $N$ is a well-known quantity in fluid mechanics and atmospheric sciences. It is a measure of the buoyant force experienced by a fluid element when displaced from equilibrium.

[^7]:    ${ }^{4}$ The important development is the excitation of flow in $z$-direction in the boundary layer, given by (39).

[^8]:    ${ }^{5}$ The function $\mathrm{Z}_{\alpha \gamma}(z)$ must be explicitly re-normalised to lie in the range $[0,1]$, since (41) dictates that $\chi$ - as a dimensionless variable - must be at most of the order $O\left(\mathrm{E}^{0}\right) \sim 1$. This requires $\mathrm{Z}_{\alpha \gamma}(z)$ to be of the same order in magnitude.
    ${ }^{6}$ The boundary condition on axial flow, i.e. setting $\left.\left.v_{z}\right|_{z=0} \sim v_{z}^{(1)}\right|_{z=0}=0$ in (39), is equivalent to specifying $\mathrm{Z}_{\alpha \gamma}(z)$ at $z=0$.
    ${ }^{7}$ Refer to section A. 1 in Appendix for details.

[^9]:    ${ }^{9}$ We have left the expression in condensed form since the contribution is of the order $O\left(E^{\frac{1}{2}}\right)$ only, which is lower than the magnitudes we want to explore.
    ${ }^{10}$ Refer to section A. 3 in Appendix for details of the calculation.
    ${ }^{11} \delta_{\mathrm{D}}$ is the Kronecker Delta function with units of $\mathrm{Hz}^{-1}$.

[^10]:    ${ }^{12}$ The 'weak' dependency in this case refers to the fact that $\left|\kappa_{1 \gamma}\right|$ and $\left|\kappa_{2 \gamma}\right|$ are not as sensitive to variations in $\mathrm{K}_{\mathrm{s}}$ or $\mathrm{N}^{2}$, as we will see in later sections.
    ${ }^{13}$ In order to show the frequency characteristics, we abbreviate the remaining factors for simplicity such that $\left[\frac{\left|h_{\mp}^{\mathcal{L}^{Y}}(\omega)\right|}{h_{\mathrm{o}}^{\mathcal{L}}\left|\kappa_{\alpha \gamma}\right|}\right]^{2} \equiv \mathrm{G}_{\mp \mid \alpha \gamma}^{\mathcal{L}^{Y}}$.
    ${ }^{14}$ Refer to section A. 4 in Appendix for more details of the calculation, and for expressions of the pre-factors $\mathrm{V}_{1 \gamma}$ and $\mathrm{V}_{2 \gamma}$.

[^11]:    ${ }^{16}$ Note that any functional form of $v_{\mathrm{c}}(z)$ can be reduced to this expression at the leading order as long as $\left|\partial_{z} v_{\mathrm{c}}\right| \ll v_{\mathrm{c}}^{\mathrm{o}}$. This is equivalent to a "stiff" polytropic equation of state with the polytropic exponent $\gamma \rightarrow 1$.
    ${ }^{17}$ See section A. 5 in Appendix for details, and for full expressions of $\kappa_{\alpha \gamma}$ and $\mathrm{V}_{\alpha \gamma}$.
    ${ }^{18}$ The energetics of the emitted amplitudes is discussed in detail in section 6.2.
    ${ }^{19}$ See An Introduction to Dynamic Meteorology by J.R. Holton, and Waves in Fluids by J. Lighthill.
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[^12]:    ${ }^{20} \mathrm{~A}$ brief explanation and interpretation of the existence of growing modes is discussed in section A. 8 in Appendix and section 6 respectively. ${ }^{21}$ See section A. 8 in Appendix for more details.
    ${ }^{22}$ This factor yields a value of the order $O\left(10^{1}-10^{2}\right)$ for $\Omega=O\left(10^{2} \mathrm{~Hz}\right)$, assuming $g=O\left(10^{12} \mathrm{~m} / \mathrm{sec}^{2}\right)$.

[^13]:    ${ }^{23}$ Refer to section A. 7 in Appendix for discussion on properties of $t_{\alpha \gamma}$ as a function of $f$.
    ${ }^{24}$ Note that the resonant frequencies of emitted modes for mass-quadrupole and current-quadrupole contributions, and for a given orientation of the observer (polar, equatorial, or otherwise), depend on the polarizations ( + and $\times$ ), which in turn depend on the featuring time-scales $t_{\alpha \gamma}$, as seen in figure 4 and section 4 . The overall signal is a superposition of all such individual emissions shown in figure 7 , possibly at multiple resonant frequencies for a single source with a given orientation. In this regard, (84) assumes that these individual emissions are resolvable in frequency; this usually holds true when the featuring time-scales $t_{\alpha \gamma}$ are not very small (see 4.1, 4.2).

[^14]:    ${ }^{25}$ Note the total emission is a sum of the mass-quadrupole and current-quadrupole emission.
    ${ }^{26}$ This approximation assumes that the amplitude measured by a polar observer is isotropically distributed as a function $i$. This is a reasonable assumption for an order-of-magnitude estimate of emitted energy considering that the observed amplitudes for polar and equatorial observers are of the same order of magnitude, as seen in figure 2,3 and figure 7 .

[^15]:    ${ }^{27}$ This approximation assumes that only the crust of the neutron star gains angular momentum from the glitch while the bulk fluid is decoupled from the crust at the time of the glitch. Moreover, we also assume that the crust is very thin compared to the radius of the cylinder and it contains only a fraction of the mass $\left[O\left(10^{-2}\right)\right]$ of the entire neutron star.
    ${ }^{28}$ Note that this dependence is generally biased toward $\mathrm{V}_{\alpha \gamma}$ since the current-quadrupole emission is significantly louder than the massquadrupole emission.

[^16]:    ${ }^{29} \delta_{\gamma \alpha}$ is the Dirac-delta function.

[^17]:    ${ }^{30}$ Here, we have assumed $g^{00}=-1$ and $\left|v^{2}\right| \ll c^{2}$.

[^18]:    ${ }^{31}$ In case of current-quadrupole contribution, it is possible to have continuous emission of gravitational waves at large time-scales, $t \gg t_{2 v}$, as shown by Bennett et al. [26]. This continuous residual emission is not artificial (cf. van Eysden and Melatos [73]). In calculating the expression for $\mathrm{C}^{2 v}(t)$, we have ignored terms responsible for this residual continuous contribution since we concern ourselves solely with transient emission.
    ${ }^{32}$ The pre-factor of 2 in $\kappa_{v \gamma}$ comes from extending the symmetric integral to $z \in[-1,1]$.

[^19]:    ${ }^{33}$ Note that the occurrences of $(\mathrm{g})$ in expressions of $\mathcal{L}_{3}^{(\mathrm{g})}, \mathcal{L}_{3}^{(\mathrm{g})}$ and $\mathcal{L}_{3}^{(\mathrm{g})}$ are intended as super-scripts and not exponents.

[^20]:    ${ }^{34}$ While this effects the numerical results of $\kappa_{V \gamma}$ and $\mathrm{V}_{\mathrm{V} \gamma}$, no such effect is present in the expression for time-scale $t_{\mathrm{V} \gamma}$.
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[^22]:    ${ }^{1}$ The upper-limit values of [12] have been re-scaled according to [78] in order to allow a direct comparison with our $h_{\mathrm{o}}^{90 \%}$ upper-limit results.
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[^24]:    ${ }^{1}$ We adopt the notion of hill parameters from the concept of 'topographic prominence' used in topography/geography, e.g. see [38].
    ${ }^{2}$ Note that in (15), $\lambda$ must be translated to its correct quadrant by adding $180^{\circ}$ or subtracting $180^{\circ}$.
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    ${ }^{1}$ The Einstein@Home search targeting Cassiopeia A in S6 data [81] uses an identical method with very minor differences from what is used in other searches [45, 11, 55, 68], such as different programming languages and numerical libraries.

[^26]:    ${ }^{2}$ abbrev. LIGO Scientific Collaboration and Virgo Collaboration [45].

[^27]:    ${ }^{3}$ It is because these uncertainties are related to random errors (normally distributed) in $\mu$ and $\nu$ (calculated via non-linear regression) by the sigmoid function. Consequently, the inverse sigmoid function skews the errors on $\mathcal{D}_{i}^{x \%}$, according to (2).

[^28]:    ${ }^{1}$ After a simple change of variable from $2 \overline{\mathcal{F}}$ to $N_{\text {seg }} \times 2 \overline{\mathcal{F}}$.

[^29]:    ${ }^{2}$ We pick $99 \%$ confidence rather than, say, $100 \%$, because to reach the $100 \%$ confidence level would require an increase in a containment region too large for the available computing resources.

[^30]:    ${ }^{3}$ We used the linfit Matlab routine.

[^31]:    ${ }^{4}$ By producing many (off-source) realizations of the search results.
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[^35]:    ${ }^{1}$ A fake signal was injected at about 108 Hz at such a high amplitude that it saturates the Einstein@Home toplists across the entire sky. Upon visual inspection, it is immediately obvious that the $f-f$ morphology is that of a signal, albeit an unrealistically loud one. We categorized the associated band as disturbed because the data are corrupted by this loud injection and it is impossible to detect any real signal in its frequency neighborhood.

[^36]:    ${ }^{1}$ Referring to the colloquium by Prof. Dr. Nils Andersson at the Albert Einstein Institute, Hannover in May 2017.

