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ABSTRACT
Deep learning models need a lot of labeled data to work well. In this study, we use a 
Self-Supervised Learning (SSL) method for semantic segmentation of archaeological 
monuments in Digital Terrain Models (DTMs). This method first uses unlabeled data 
to pretrain a model (pretext task), and then fine-tunes it with a small labeled dataset 
(downstream task). We use unlabeled DTMs and Relief Visualizations (RVs) to train 
an encoder-decoder and a Generative Adversarial Network (GAN) in the pretext task 
and an annotated DTM dataset to fine-tune a semantic segmentation model in the 
downstream task. Experiments indicate that this approach produces better results 
than training from scratch or using models pretrained on image data like ImageNet. 
The code and pretrained weights for the encoder-decoder and the GAN models are 
made available on Github.1
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1. INTRODUCTION

In recent years, the field of computational archaeology 
has witnessed remarkable advancements, with Deep 
Learning (DL) playing a pivotal role in reshaping our 
understanding of ancient civilizations. DL is a subfield 
of machine learning characterized by the utilization 
of neural networks to discern intricate patterns and 
representations from data, often surpassing human 
performance in tasks such as image classification 
(Voulodimos et al., 2018), object detection (Zhao et al., 
2019), natural language processing (Stahlberg, 2020), 
and medical image analysis (Kumar and Bindu, 2019). 
However, it requires a lot of labeled data. To overcome 
this limitation, a common approach is to use pretrained 
models on larger datasets in the same domain and 
fine-tune them for the task with limited annotations. 
Trained models refer to neural networks that have 
undergone a learning process, adapting to specific 
datasets and tasks. In contrast, pretrained models are 
neural networks initially trained on extensive datasets, 
providing a foundation for further fine-tuning on 
specialized tasks.

Many image datasets with a lot of labeled examples, 
such as ImageNet (Deng et al., 2009), COCO-Stuff (Caesar 
et al., 2018), ADE20K (Zhou et al., 2017), and Pascal VOC 
(Everingham et al., 2015), are available. Researchers use 
pretrained deep learning models on these datasets to 
fine-tune them for tasks such as classification, object 
detection and semantic segmentation. This approach 
results in better performance and faster convergence 
when annotations are limited, than training a model 
from scratch.

Self-Supervised Learning (SSL) is a useful technique 
when labeled data is scarce. It involves two steps: in 
the first step, called the pretext, a model is pretrained 
using unlabeled data and an inherent characteristic or 
derivative of the data as an implicit supervision signal. 
In the second step, called the downstream, the model 
is fine-tuned using labeled data, initialized with the 
pretrained weights from the pretext step, to solve a 
supervised problem. This approach makes the model 
learn hidden representations and useful features in the 
data that can be transferred and used in downstream 
supervised tasks.

There are many ways to pose the pretext task in SSL 
as a supervised problem using implicit supervision signals 
for unlabeled data. Examples include training a model to 
predict the rotation of images (Gidaris et al., 2018), or 
to predict the relative positioning of two patches from a 
3x3 image grid (Doersch et al., 2015). Another example 
is using an autoencoder to encode and reconstruct a 
given input (Kazimi et al., 2020a). Examples of supervised 
downstream tasks include image classification, object 
detection, and semantic segmentation. These tasks can 
be trained from scratch or fine-tuned, using weights from 

models pretrained on annotated data or those pretrained 
in the context of SSL pretext on unlabeled data.

Researchers in the image domain often use models 
pretrained on large annotated datasets, such as 
ImageNet, COCO-Stuff, ADE20K, and Pascal VOC, to fine-
tune supervised models for downstream tasks when 
large annotated datasets for a specific task are not 
available (Krishna and Kalluri, 2019). Similarly, due to 
the lack of benchmarked annotated Digital Terrain Model 
(DTM) datasets, researchers working with DTM data also 
use models pretrained on image data ((Bundzel et al., 
2020; Øivind Due Trier et al., 2021). In this research, one 
goal is to evaluate the role of pretrained data types: thus 
besides image data, also DTM data are used. To this end, 
different so-called Relief Visualizations (RVs) (Kokalj and 
Hesse, 2017) are used as implicit supervision signal. Thus, 
unlabeled DTM data and the RVs are used to pretrain an 
encoder-decoder model and a Generative Adversarial 
Network (GAN) in the pretext step. Pretrained weights 
are then used to fine-tune a semantic segmentation 
model on a small annotated DTM dataset. This leads to 
better results compared to training from scratch or using 
weights from models pretrained on image data.

In the downstream step, a supervised model is 
initialized with the pretrained weights and fine-tuned 
on annotated DTM data for semantic segmentation of 
archaeological monuments in the Harz region in Lower 
Saxony. The overall structure of this research is shown 
in Figure 1 and the contributions are summarized as 
follows:

•	 Exploring and highlighting the potentials of deep 
learning in detecting archaeological structures which 
are difficult to identify (e.g., eroded and/or partially 
damaged burial mounds) or complex to describe 
(e.g., mining holes).

•	 Sharing encoder-decoder and GAN models pretrained 
on DTM data which can be transferred to supervised 
downstream tasks such as classification, object 
detection, and semantic and instance segmentation.

•	 Highlighting that compared to training deep learning 
models from scratch or initializing them with random 
weights or pretrained weights from models trained 
on natural images, using pretrained weights from 
encoder-decoder and GAN models pretrained on 
DTM data provides advantages and is a promising 
approach to improve the performance of deep 
learning models on tasks with DTM data.

2. RELATED WORK

With the increasing success in application of deep 
learning techniques in many fields, researchers in 
archaeology are also using deep learning in their tasks. 
Kazimi et al. (2018) and Politz et al. (2018) trained a CNN 
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classifier to detect tracks, streams, and lakes using DTM 
inputs. Based on the proposal by Du et al. (2019) that a 
combination of different geomorphological information 
can help improve the performance of deep learning 
models, Kazimi et al. (2020b) trained a modified High 
Resolution Network (HRNet) that takes multiple inputs, 
including DTM, SLRM, LD, SVF, openness, and slope, to 
detect archaeological terrain structures. Soroush et al. 
(2020) and Bundzel et al. (2020) trained CNN models on 
satellite imagery and DTM data to detect qanat shafts 
and ancient Maya buildings. Other applications of deep 
learning in archaeology include tomb and burial mound 
classification (Caspari and Crespo, 2019; Guyot et al., 
2018), archaeological monument segmentation (Kazimi 
et al., 2019), and extraction of terrain structures (Satari 
et al., 2021).

Deep learning is commonly adopted in many research 
fields, but one major problem it faces is the lack of 
annotated datasets. To overcome this issue, researchers 
use models pretrained on image data and fine-tune them 
on their own datasets with limited annotations. This 
technique has proven to be effective despite the domain 
gap between the image data and DTMs. Examples 
include using the AlexNet model (Krizhevsky et al., 2012) 
for automated mapping of charcoal kilns (Trier et al., 
2018), using a Faster R-CNN model (Ren et al., 2015) for 
detection of archaeological objects in the Netherlands 
(Verschoof-van der Vaart and Lambers, 2019) and 
mapping cultural heritage in Norway (Trier et al., 2021), 
and using a modified version of Mask R-CNN (He et al., 
2017) for detection of archaeological sites in the North 
German Lowland (Bonhage et al., 2021). Other examples 
of fine-tuning models for tasks in archaeological research 
include classifying ancient Maya structures (Somrak et 
al., 2020), mapping archaeological topography on Arran, 

Scotland (Trier et al., 2019), and detecting valley fills in 
DTMs (Maxwell et al., 2020).

To alleviate the domain-gap problem and use models 
pretrained on the same data, i.e., DTMs, SSL can be 
utilized. As explained in Section 1, SSL consists of two 
steps: pretext and downstream. In the first step, a model 
is trained on unlabeled data, and in the second step, the 
pretrained weights are used to fine-tune the model on 
labeled data for a specific task. As a pretext task, Noroozi 
and Favaro (2016) trained a model to solve jigsaw 
puzzles for images. They randomly crop a 225 × 225 pixel 
window and divide it into a 3 × 3 grid. A random 64 × 
64 pixel tile from each of the 9 grid cells is selected and 
randomly reordered. The randomly reordered tiles are 
fed to a model which is trained to learn the permutation 
order of the 9 tiles. Such pretraining leads to better 
performance when transferred to supervised tasks such 
as classification, detection and segmentation on the 
Pascal VOC dataset. Other examples of pretext tasks 
include image colorization (Zhang et al., 2016), stacked 
autoencoder for DTMs (Kazimi et al., 2020a), and image-
rotation identification (Doersch et al., 2015).

Two methods, encoder-decoder and GANs, are used 
and compared in the pretext tasks in this research. 
Encoder-decoder models transform an input into 
an embedding matrix/vector which is then used to 
reconstruct the original input or another representation 
of it. GANs, first introduced by Goodfellow et al. (2014), 
are generative approaches that frame a task with 
unlabeled data as a supervised learning problem. A GAN 
architecture consists of a generator and a discriminator 
model. The generator samples random noise and 
generates plausible examples for the task domain, while 
the discriminator separates real examples from those 
generated by the generator. Examples of encoder-

Figure 1 Overall structure of this research. The HRNet model is trained for semantic segmentation of archaeological structures and 
three different methods (a, b, c) are used to initialize the model parameters. RVNet and RVGAN are encoder-decoder and Generative 
Adversarial Network based models pretrained on unlabeled DTM data.
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decoder models include Guo et al. (2017), Masci et al. 
(2011), and David and Netanyahu (2016). Examples of 
GANs include image-to-image translation (Isola et al., 
2017; Zhu et al., 2017), text-to-image translation (Zhang 
et al., 2017; Zhu et al., 2017), video generation (Vondrick 
et al., 2016), photo blending (Wu et al., 2019), inpainting 
(Pathak et al., 2016), image super-resolution (Ledig et al., 
2017), and cartoon generation (Jin et al., 2017).

3. METHODOLOGY

The goal of this research is two-fold: utilizing deep 
learning for semantic segmentation of archaeological 
monuments and creating pretrained deep learning 
models using unlabeled DTMs so that they are 
transferable to any supervised downstream task with 
annotated DTM datasets. Therefore, the task is framed as 
a Self-Supervised Learning (SSL) problem which consists 
of two steps: pretext and downstream, explained as 
follows.

3.1 PRETEXT
Pretext is the first step in SSL which utilizes unlabeled data 
but exploits labeling that can easily and automatically 
be obtained from the structure of the data (Doersch et 
al., 2015; Noroozi & Favaro, 2016). To reveal the inherent 
characteristic of the data, RVs are used. These derivatives of 
the DTMs are typically used to enhance special structures 
in the terrain mainly for visual inspection and analysis. In 
this research, the following visualizations are used:

•	 Simple Local Relief Model (SLRM) is a technique 
used to highlight small-scale features in DTM data. It 
involves creating a trend removal map by smoothing 
the DTM with a low-pass convolution filter and 
subtracting it from the original DTM, then creating a 
purged DTM by creating zero contours in the trend 
removal map and interpolating the points. The final 
raster, called the SLRM, is created by subtracting the 
purged DTM from the original one, and contains a less 
distorted representation of small-scale features.

•	 Local Dominance (LD) indicates how dominant an 
observer would be from a given point compared to 
its neighboring points (Hesse, 2016). The dominance 
value for each point is calculated using the average 
angle at which a virtual observer standing at that 

point would look down at the neighboring points 
within a fixed radius r. This gives pixels at local peaks 
high dominance values and make them appear 
brighter, while pixels at local sinks have small 
dominance values and appear darker. LD is suitable 
for visualizing protruding features such as burial 
mounds and sunken features such as hollow ways.

•	 The Sky View Factor (SVF) value for a point is 
calculated relative to surrounding points within a 
given radius to show what portion of the sky is visible. 
SVF is well suited for archaeological structures, such 
as mining holes (Kokalj and Hesse, 2017).

•	 Slope is related to the first derivative and indicates 
the steepness of a surface. It is calculated as the 
maximum rate of change of the elevation of a point 
with respect to its neighboring points (Gelbman and 
Papo, 1984).

•	 Hillshade is a way to show terrain surface based 
on shadows from a light source, usually from the 
northwest. Pixels perpendicular to light source get 
high value and those at angle greater than 90 get 
low value (Kokalj and Hesse, 2017). RGB hillshade is 
created using hypothetical light sources from three 
directions.

In this research, two different architectures are used in 
the pretext. The first one is an encoder-decoder approach 
that takes an input DTM and learns to predict the 
corresponding RVs such as LD, SLRM, slope and SVF. Hence, 
the encoder-decoder architecture is hereafter referred to 
as the Relief Visualization Network (RVNet). The second 
approach is based on Generative Adversarial Networks 
(GANs) in which the generator is trained to take DTM 
inputs and generate realistic RVs to fool the discriminator, 
and the discriminator is trained to distinguish between 
the generated RVs and the original RVs calculated using 
the Relief Visualization Toolbox (RVT) (Zakšek et al., 2011; 
Kokalj and Somrak, 2019; Kokalj and Hesse, 2017). Hence, 
the GAN-based architecture is hereafter referred to as the 
Relief Visualization GAN (RVGAN). Both approaches are 
explained in details as follows.

3.1.1 Relief Visualization Network (RVNet)
RVNet is an encoder-decoder architecture that takes 
input DTMs and predicts corresponding RVs like LD, SLRM, 
slope and SVF. The encoder part of the model is based on 
HRNet (Figure 2), and the decoder has convolution and 

Figure 2 HRNet model (Sun et al., 2019): the backbone for all the methods in this research.
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upsampling layers to match output dimensions with the 
original RVs and adjust the number of expected outputs. 
RVNet is defined by Equation 1.

	
ˆ ( ( ))y xDecode HRNet � (1)

Where x denotes a DTM patch, ŷ denotes the predicted 
RVs, and HRNet and Decode are the encoder and decoder 
part of the RVNet model illustrated in Figure 3. It is trained 
using the Mean Squared Error (MSE) function which is also 
referred to as the quadratic or L2 loss in literature. The MSE 
between the predicted RVs ŷ and the target/expected RVs 
y can be calculated using Equation 2.
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Where N and M denote the spatial dimensions of the 
RVs, K denotes the number of output channels, i.e., 
number of different RVs predicted for a given input, 
and ŷ and y represent the predicted and target RVs, 
respectively.

Once trained, the HRNet part of the RVNet architecture 
can be used as a fixed feature extractor or fine-tuned 
for supervised downstream tasks such as classification, 
semantic segmentation and instance segmentation with 
annotated data. In this paper, it is used for semantic 
segmentation. This technique, i.e., fixed-feature 
extraction or fine-tuning, leads to a better performance 
than training from scratch, as discussed in Section 3.2.

3.1.2. Relief Visualization GAN (RVGAN)
RVGAN is based on the GAN architecture (Goodfellow 
et al., 2014), specifically the conditional Pix2Pix GAN by 
Isola et al. (2017). The goal is to train a generator that 
predicts realistic Relief Visualizations (RVs) for a given 
DTM input and fools the discriminator into thinking the 

RVs are real. Similar to the RVNet architecture explained 
previously, the HRNet architecture combined with the 
convolutional and upsampling layers (Decoder) are used 
as the generator part of the RVGAN. The discriminator is 
a model made of 3 convolutional layers with leaky ReLU 
activations after each layer (except the last layer). The 
discriminator takes a DTM along with either the real or 
the generated RVs and is trained to detect whether the 
given RVs are fake or real. The discriminator used here 
is the so-called PatchGAN discriminator. It is a type of 
discriminator that penalizes the structure at the scale of 
local image patches, i.e., rather than trying to classify the 
whole input image, it classifies each N × N patch in an 
image into real or fake (Isola et al., 2017). N is set to 70 
in this research, meaning the discriminator is a PatchGAN 
discriminator of size 70 × 70. Each pixel in its output 
indicates whether the corresponding 70 × 70 pixel patch 
in the input is real or fake. The RVGAN model is illustrated 
in Figure 4 and is trained using the loss function  defined 
in Equation 3.

, ,( , ) [log ( , )] [log(1 ( , ( , )))] ( )
px y x z LG D D x y D x G x z Gλ      � (3)

Where log D(x,y) denotes the predicted probability by the 
discriminator, D, that the RVs, y, are real. G(x,z) represents 
the generated fake RVs by the generator, G, given the 
input DTM, x. ,x y  and ,x z  are the expected values 
over all examples. Lp denotes the pth norm between the 
generated and expected RVs.

The HRNet part of the RVGAN architecture can also 
be used a fixed feature extractor or fine-tuned for 
supervised downstream tasks with annotated datasets. 
The improvement in performance using the pretrained 
RVGAN is even more significant compared to the RVNet 
model, as discussed in Section 3.2.

Figure 3 Architecture of the RVNet. The encoder part is the HRNet model shown in Figure 2. The decoder consists of convolutional 
layers to adjust the number of outputs and upsampling layer to match the spatial dimension of the outputs.
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3.2 DOWNSTREAM
The supervised downstream task in this research 
is semantic segmentation. To study the impact of 
pretraining in the pretext step, the model of choice 
for backbone here is also the HRNet architecture. The 
model is similar to the RVNet, but the decoder part is 
altered and adapted for semantic segmentation, i.e., the 
number of outputs for the last convolutional layer is set 
to the number of categories in the annotated dataset. 
The architecture is illustrated in Figure 1. It is trained on 
a small annotated Digital Terrain Model (DTM) dataset of 
archaeological monuments. The loss function for training 
is the Cross Entropy (CE) function shown in Equation 4.

	
, ,ˆlogi c i c

i I c C

y y
 

 CE � (4)

Where I denotes the image pixels, yi,c indicates whether 
the ith pixel is in category c, and ŷi,c shows the predicted 
probability that pixel i belongs to category c.

The semantic segmentation model uses the HRNet 
module, shown in Figure 1, with random weight 
initialization, or fine-tuned with pretrained weights from 
RVNet and RVGAN. To study the impact of pretraining 
with DTM data compared to data from other domains, 
e.g., natural images, the model is also fine-tuned after 
initializing the HRNet module with pretrained ImageNet, 
COCO-Stuff, Pascal VOC, and ADE20K weights.

4. EXPERIMENTS AND RESULTS

Experiments were conducted on unlabeled DTM data in 
the pretext step using RVNet and RVGAN. Details of the 

dataset and training procedure for each model are given 
in Section 4.1. For the supervised downstream task, i.e., 
semantic segmentation, a small annotated DTM dataset 
of archaeological monuments was used. The dataset 
and training details are given in Section 4.2.

4.1 PRETEXT EXPERIMENTS
4.1.1 Experiments with RVNet
RVNet was trained to predict RVs, such as LD, SLRM, slope, 
and SVF for a given DTM input. The DTM data was created 
from Airborne Laser Scanning (ALS) or LiDAR data from 
Lower Saxony which has a resolution of 0.5 meters per 
pixel and covers 47,000 km2. A hillshade RV of the data 
is shown in Figure 5. To create the dataset for pretext 
experiments, 200,000 DTM patches of 224 × 224 pixels 
were randomly cropped from the region. The RVT Toolbox 
(Zakšek et al., 2011; Kokalj and Somrak, 2019; Kokalj and 
Hesse, 2017) was used to calculate RVs for each patch 
and the RVNet was trained to predict RVs that are as 
similar as possible to the calculated RVs using the RVT 
toolbox. Example DTMs and RVs are shown in Table 1.

The 224 × 224 pixel DTMs and the corresponding RVs 
were normalized in the range of 0 to 1 using Equation 5 
as follows.

	

MIN( )
MAX( ) MIN( )

X X
X

X X



 � (5)

Where X is a 224 × 224 pixel DTM patch or an RV, and MIN 
and MAX are the minimum and maximum operations, 
respectively.

The dataset was divided into 180,000 training, 10,000 
validation and 10,000 testing examples. The model was 
trained using Python and the PyTorch deep learning 

Figure 4 Architecture of the RVGAN. The generator is the same architecture as the RVNet shown in Figure 3. The discriminator is made 
of 3 convolutional layers with leaky ReLU activations after each layer (except the last layer).
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library (Paszke et al., 2019) for 200 epochs. MSE was used 
as the objective function optimized by the Stochastic 
Gradient Descent (SGD) function with a starting learning 
rate of 0.001, a momentum of 0.9, and a weight decay 
of 0.0001. The batch size was set to 208 examples during 
training and data augmentations such as vertical and 
horizontal flipping, random rotation by 90 degrees, and 
cropping 128 × 128 windows from the 224 × 224 pixel 
patches were applied. The training history showing the 
MSE scores for training and validation data is plotted 
in Figure 6. The model weights scoring the best, i.e., 
minimum MSE score on validation data were saved 
(epoch 139 in this case).

4.1.2 Experiments with RVGAN
RVGAN, similar to RVNet, was trained on Digital Terrain 
Models (DTMs) and their corresponding RVs, which were 
normalized to 0-1 range. The model was trained using the 
objective function in Equation 3 (λ = 100, p = 1, meaning 
L1 norm was used for the generator) and optimized using 

Adam (Kingma and Ba, 2015) optimizer (lr = 0.0002, β1 = 
0.5, β2 = 0.999). Data augmentation techniques like flipping, 
rotation, and cropping were applied with a batch size of 256. 
MSE was used as the objective function for the discriminator. 
The model was trained for 100 epochs and the generator 
weights scoring best on validation data were saved.

The best RVNet model (epoch 139) and the best 
generator in RVGAN (epoch 51) were used to predict the 
RVs for the test data and the corresponding MSE and L1 
errors are listed in Table 2. An example prediction by both 
models is shown in Table 3. While RVNet was only trained 
to minimize the difference between the real RVs and its 
own predictions, RVGAN was additionally tasked with 
generating realistic predictions to fool the discriminator. 
This translated into better L1 and L2 scores and also better 
predictions by the RVGAN compared to the RVNet model.

4.2 DOWNSTREAM EXPERIMENTS
For the downstream task, a small annotated DTM dataset 
of archaeological monuments in the Harz region in Lower 

Figure 5 Hillshade RV for DTM data from Lower Saxony.



162Kazimi and Sester Journal of Computer Applications in Archaeology DOI: 10.5334/jcaa.110

Table 1 Example DTMs and corresponding RVs.

Figure 6 Training history for the RVNet.
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Saxony was used. The dataset contains annotated 
examples of 4 kinds of structures including Bomb Craters 
(BC), Charcoal Kilns (CK), Burial Mounds (BM) and Mining 
Holes (MH). Information about the annotated structures 
are listed in Table 4 and examples of annotations created 
using the ArcGIS software are shown in Figure 7.

The annotated dataset was split into training, 
validation and test sets as shown in Table 5. For each 
monument, a 256 × 256 DTM window was cropped, 
and a corresponding segmentation mask was created 
using ArcGIS. An example DTM and segmentation mask 
containing burial mounds is shown in Figure 8. For each 
DTM, RVs such as RGB hillshade, LD, SLRM, slope and SVF 
were calculated using the RVT Toolbox. The model was 
trained using the DTMs and RVs separately and combined, 
and the results were compared. Different optimization 
functions were used, including Adam, SGD, and RMSProp, 
and the training was run for 100 epochs with batch size 
of 96. Data augmentations such as flipping, rotation, and 
cropping 128 × 128 windows from the 256 × 256 pixel 
patches were also applied. The objective function was 
the CE function in Equation 4 and the evaluation metric 
was the Intersection over Union (IoU) score, also known 
as the Jaccard Index, shown in Equation 6.

	

ˆ
ˆ ˆ( , ) ( , )

ˆ
y y

y y y y
y y


 


Jaccard IoU � (6)

Where y and ŷ denote the ground truth and predicted 
output, respectively. For each choice of input data and 
experimental setup, the best results on the test data are 
reported in Table 6.

As observed in Table 6, the combination of four RVs, 
i.e., {LD, Slope, SLRM, SVF} leads to the best mIoU score. 
Therefore, these four RVs were used as the supervision 
signals for the Relief Visualization Network (RVNet) and 
Relief Visualization GAN (RVGAN) in the pretext step 
as well. The idea is that since these four RVs are the 
most informative among other individual RVs or their 
combinations, deep learning models can be pretrained to 
learn computing them given an input DTM. A model that 
can learn to compute them is thought to have learned 
the structure and hidden characteristics of the dataset 
well enough to be used for fine-tuning on supervised 
tasks. To prove this, the model in Figure 1 was initialized 
with the pretrained weights of the RVNet and RVGAN and 
fine-tuned for semantic segmentation using DTMs as the 
input. In fine-tuning, a common practice is to freeze the 
weights in some layers of the model. In the HRNet model, 
there are 4 stages as shown in Figure 1, and experiments 
were conducted freezing layers from the first layer up to 
the each of these stages. The rest of the experimental 
setup was kept the same as the the previous semantic 
segmentation experiments with different RVs. The 
configurations with the best results are listed in Table 7.

In order to compare and study the effect of pretraining 
with a dataset in the same domain, i.e., DTMs, and a 

RVNET RVGAN

L1 0.0929 0.0390

L2 0.0170 0.0042

Table 2 L1 and L2 losses on test data by RVNet and RVGAN.

Table 3 Example prediction by RVNet and RVGAN. As observed, RVGAN made better and less blurry predictions compared to RVNet. It 
is intuitive as the generator in RVGAN was trained to not only generate the RVs, but also fool the discriminator.
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MONUMENT NO. EXAMPLES MIN. Ø AVG. Ø MAX. Ø

Bomb Craters 617 1.3 m 7.4 m 38 m

Charcoal Kilns 2543 6.3 m 15.3 m 24.4 m

Burial Mounds 1410 4.5 m 14.8 m 37.7 m

Mining Holes 2986 1.2 m 8 m 63 m

Table 4 Statistics for the annotated dataset. Ø denotes the diameter.

Figure 7 Example annotations for the dataset.

SPLIT BOMB CRATERS CHARCOAL KILNS BURIAL MOUNDS MINING HOLES

Training 314 1560 833 1741

Validation 169 479 357 481

Testing 134 504 220 764

Table 5 Three different, non-overlapping regions are selected for training, validation and test set. 3351 examples where no 
monuments exist and include only background pixels were also included in the training set.

Figure 8 Example DTM input and the corresponding mask showing Background (BG) labeled as 0 and Burial Mounds (BM) labeled as 3 
for semantic segmentation.
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different domain, i.e., natural images, experiments were 
conducted by fine-tuning the semantic segmentation 
model using pretrained weights from the natural images 
domain, e.g., ImageNet, COCO-Stuff, ADE20K, and 
Pascal VOC datasets. Since the models pretrained on the 
previously mentioned natural images datasets expect 
input images with three channels, only the RGB hillshade 
RV was used in these experiments and the rest of the 
experimental setup was kept the same. Best results and 
their comparison to pretraining with DTM inputs are listed 
in Table 8.

As observed in Table 7, using pretrained weights of 
RVNet and RVGAN in fine-tuning improves mIoU scores 
compared to random weight initialization. RVGAN has 
a better impact on performance than RVNet, as RVGAN 
was trained to produce realistic Relief Visualizations (RVs) 
and fool the discriminator, providing an extra incentive to 
generate better RVs.

Table 8 compares the impact of pretraining with 
datasets of the same domain, i.e., DTMs and those of 
different domain, i.e., natural images. While using the 
pretrained weights from natural image datasets such 
as ImageNet, COCO-Stuff, ADE20K and Pascal VOC 
leads to a better score compared to random weight 
initialization with RGB hillshade as the inputs, the 
results are in general similar to training with random 
weight initialization and using DTM data as the input. 

Using pretrained weights from the same domain, 
however, leads to the best scores as observed in the 
final two rows of the table which list the results of fine-
tuning with RVNet and RVGAN weights. Even though 
the IoU scores for for Bomb Craters (BC), Charcoal 
Kilns (CK), and Mining Holes (MH) are higher for models 
pretrained with ADE20K, COCO-Stuff and random 
weight initialization using RGB as the input, the scores 
are not equally good for other categories. In the case 
of pretraining with RVNet and RVGAN, the scores are 
overall stable for all categories as reflected in the mIoU 
scores.

To evaluate the results qualitatively, four different 
regions each containing examples of Bomb Craters (BC), 
Charcoal Kilns (CK), Burial Mounds (BM), and Mining Holes 
(MH) were selected as test regions. A sliding window 
approach was used to make predictions on each region 
by each model. The regions were scanned by cropping 
a window of 128 × 128 pixels starting from the top left 
and going right/down with a stride of 85 pixels (i.e., 85 
pixels of overlap between successive windows) and 
making predictions. The final predictions for the test 
regions are shown in Figures 9–12. Examples are shown 
for the models trained after being initialized with random 
weights, RVNet weights, RVGAN weights, and ImageNet 
(the best performing model among pretrained weights 
from natural images).

WEIGHTS OPTIMIZER FROZEN MIOU BC IOU CK IOU BM IOU MH IOU

Random RMSProp None 62.64 60.15 54.37 53.65 46.56

RVNet RMSProp None 63.02 61.52 58.44 50.42 46.25

RVGAN RMSProp 2 63.18 61.96 56.35 50.24 48.87

Table 7 Training the semantic segmentation model using DTM inputs and random, RVNet, and RVGAN weight initialization. The top 
mIoU score and individual IoU scores for Bomb Craters (BC), Charcoal Kilns (CK), Burial Mounds (BM) and Mining Holes (MH) are shown 
in bold.

INPUT OPTIMIZER MIOU BC IOU CK IOU BM IOU MH IOU

Four RMSProp 63.71 65.18 52.29 57.13 45.49

Five RMSProp 63.44 64.54 57.25 53.05 43.86

DTM RMSProp 62.64 60.15 54.37 53.65 46.56

SLRM RMSProp 62.18 65.32 50.59 52.96 43.66

LD Adam 61.91 59.98 58.37 50.40 42.29

All RMSProp 61.29 62.55 49.13 54.79 41.63

SVF Adam 61.23 63.44 52.23 46.08 46.00

RGB SGD 61.03 55.14 55.57 60.64 35.31

Slope SGD 59.27 59.50 50.52 52.16 35.95

Table 6 Training with random weight initialization. Four, Five and All refer to using combinations of {LD, Slope, SLRM, SVF}, {DTM, LD, 
Slope, SLRM, SVF}, and {DTM, LD, RGB, Slope, SLRM, and SVF}, respectively, as the model inputs. The best optimizer for each input 
choice is listed in the Optimizer column. The top mIoU score and individual IoU scores for Bomb Craters (BC), Charcoal Kilns (CK), 
Burial Mounds (BM) and Mining Holes (MH) are shown in bold.
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INPUT WEIGHTS OPTIMIZER MIOU BC IOU CK IOU BM IOU MH IOU

RGB Random SGD 61.03 55.14 55.57 60.64 35.31

RGB ImageNet RMSProp 62.85 61.33 58.84 52.56 43.23

RGB COCO-Stuff Adam 62.79 64.10 59.19 50.96 41.19

RGB ADE20K Adam 62.64 66.47 48.40 56.05 43.90

RGB Pascal VOC Adam 62.63 66.46 52.60 56.48 39.16

DTM Random RMSProp 62.64 60.15 54.37 53.65 46.56

DTM RVNet RMSProp 63.02 61.52 58.44 50.42 46.25

DTM RVGAN RMSProp 63.18 61.96 56.35 50.24 48.87

Table 8 Comparing the effects of pretrained weights from different domains. The top mIoU score and individual IoU scores for Bomb 
Craters (BC), Charcoal Kilns (CK), Burial Mounds (BM) and Mining Holes (MH) are shown in bold.

Figure 9 Example predictions for regions with Bomb Craters (BC).
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As illustrated in Figure 9, random, pretrained RVNet, and 
pretrained RVGAN weights lead to similar performance in 
detecting bomb craters. ImageNet weights lead to the 
worse predictions among all of them, i.e., many bomb 
craters are falsely labeled as mining holes.

Figure 10 shows predictions for a region with charcoal 
kilns. The model initialized with ImageNet weights falsely 
labels some charcoal kilns examples as mining holes 
and makes a lot of false positive predictions. Similarly 
the model initialized with random weights predicts a 
lot of false positives even though it recovers most of the 
charcoal kiln examples. While the model initialized with 
pretrained RVGAN weights does not make false positive 
predictions, it still misses a few examples of charcoal 
kilns. The model initialized with RVNet weights performs 

the best as it correctly classifies examples of charcoal 
kilns while not making many false positive predictions.

Example predictions for burial mounds are shown in 
Figure 11. Similarly, ImageNet weights lead to the poorest 
results, many of the burial mounds are not detected. 
While RVNet and RVGAN weights produce better results, 
the model initialized with random weights gives the best 
predictions for this region.

The last region contains examples of mining holes as 
shown in Figure 12. Predictions by the model initialized 
with ImageNet weights are overestimated. There are 
big blobs of predictions which results into a lot of false 
positives. Predictions by the other models are better, and 
the predicted mining holes are well separated with better 
delineated outlines.

Figure 10 Example predictions for regions with Charcoal Kilns (CK).



168Kazimi and Sester Journal of Computer Applications in Archaeology DOI: 10.5334/jcaa.110

5. CONCLUSION

In this research, Self-Supervised Learning (SSL) 
techniques were used for semantic segmentation 
of archaeological monuments in DTMs. Two models, 
RVNet and RVGAN, were pretrained on unlabeled DTM 
data and their learned weights were transferred to 
semantic segmentation. RVNet is an encoder-decoder 
architecture and RVGan is a Pix2Pix-based Generative 
Adversarial Network (GAN) architecture. Both were 
trained to generate RVs such as LD, SLRM, Slope and SVF 
for a given DTM.

A small annotated DTM dataset was used to train 
a deep learning model for semantic segmentation 
of archaeological monuments such as bomb craters, 

charcoal kilns, burial mounds and mining holes. 
Experiments show that the model initialized with 
pretrained RVNet and RVGAN weights outperforms the 
one with random weights. Moreover, using weights 
of models trained on natural images to initialize and 
fine-tune on the same DTM dataset results in lower 
performance compared to using weights from RVNet 
and RVGAN pretrained on DTM data. This is due to the 
difference in data domains.

The pretrained weights of RVNet and RVGAN and 
the implementations are made publicly available and 
we believe they can be used to fine-tune deep learning 
models on a variety of other supervised downstream 
tasks such as classification, object detection and instance 
segmentation in projects that use DTM data.

Figure 11 Example predictions for regions with Burial Mounds (BM).
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Due to the limited size of annotated dataset, future 
work in this direction includes exploring deep active 
learning. It is an iterative method where the model is 
first trained on a few annotated examples. The size of 
the training dataset is iteratively increased after each 
round, using the predictions of the model on unlabeled 
data and an acquisition function that determines which 
examples need to be annotated that could maximize the 
performance of the model.

Another self-supervised learning technique is 
called contrastive learning which aims to learn a good 
representation of the input data by contrasting different 
views of the same data. A model is trained to learn 
to distinguish between similar and dissimilar pairs of 
images and by doing so, it can learn a representation that 

captures the underlying structure of the data (He et al., 
2020; Grill et al., 2020). This is also a promising approach 
to be explored in the future as it can be trained on the 
DTM patches without the need for the corresponding RVs.

Additionally, after showing tremendous success in 
natural language processing, transformers (Wolf et al., 
2020) have made their way into the computer vision 
community in the form of vision transformers (Khan et al., 
2021). They provide some advantages over convolutional 
neural networks. Convolutions are sensitive to local 
patches and lack a global understanding of images 
while transformers are said to learn a better global 
representation of images. This study, i.e., self-supervised 
learning can be extended to shift from convolution to 
transformer-based models in the future.

Figure 12 Example predictions for regions with Mining Holes (MH).
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NOTE
1	 https://github.com/SSL-DTM.
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